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Abstract

In this paper, a secure high-capacity data hiding scheme
based on a reference matrix is proposed. With the help
of the numbering reference matrix and a look-up table,
each pixel pair of a cover image can conceal 6 secret bits,
which offers 2 extra secret bits than Liu et al.’s scheme,
while maintaining the average PSNR up to 41.97 dB. Ex-
perimental results confirm that our proposed scheme out-
performs previous data hiding schemes in visual quality
and hiding capacity. Moreover, statistical analysis con-
firms that the hidden data can be securely protected.

Keywords: Data Hiding; Hiding Capacity; Look Up Table;
Reference Matrix

1 Introduction

With the development of information technologies, data
hiding has attracted considerable researchers’ attention in
the field of information security because it can guarantee
the security of the transmitted data over the Internet be-
sides adopting the traditional cryptographic approaches,
such as RSA [1], El Gamal [2], and DES [3]. The pur-
pose of data hiding is to invisibly embed secret data into
a cover medium, which can be audio, images, text, em
etc. Similar to camouflage used by animals and insects to
blend into the natural environment to protect themselves,
the recognition of data that is hidden in cover images can
be minimized when data hiding is adopted. To give a
clear classification of the existing data hiding schemes, a
taxonomy of data hiding is presented in Figure 1.

The first data hiding scheme was proposed by Ben-
der et al. [1] in 1996. Over the next twenty years, many
data hiding (DH) schemes have been proposed. DH
schemes can be classified into three categories according
to different criterion. For example, based on reversibility,
DH schemes can be classified into reversible data hiding

Figure 1: Taxonomy of data hiding

(RDH) [5, 9, 15, 16, 18, 25, 30] and irreversible data hiding
(IRDH) [2,3,7,11,13,17,20,21,24,27,29]. The former re-
versible schemes are especially designed for military and
medical applications and the original cover images can
be restored after the hidden secret data is extracted. The
latter irreversible schemes are considered conventional DH
schemes, and the cover images can not be completely re-
stored even the hidden secret data has been extracted.

The latest category is to apply data hiding to the en-
cryption files, as first proposed in 2011 by Zhang [31].
The main idea of DH in an encryption file is to hide se-
cret data into the encryption files so that data hiding
applications can be expanded to areas such as health-
care, which emphasizes the confidentiality of patient in-
formation, and cloud applications that need to protect
customer data which is stored at cloud service providers’
side. Based on the encryption criteria, DH schemes can
be classified into reversible data hiding in encrypted im-
ages (RDHEI) [5, 18, 25, 30] and reversible data hiding in
public images (RDHPI) as shown in Figure 1. The former
is to embed secret data into an encryption file and the lat-
ter is to embed secret data into a public image, such as a
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Hello Kitty image.

Apart from reversibility and encryption criterion, DH
schemes can also be classified into three subcategories:
compression domain [5, 8, 9, 15], frequency domain [4, 14]
and spatial domain [2, 3, 7, 11, 13, 17, 20, 21, 24, 27, 29],
according to the domain where secret data is embed-
ded. For the compression domain, a DH scheme can
hide secret data into compression codes generated by var-
ious compression algorithms, such as BTC [28], VQ [12],
SMVQ [10], etc. For the frequency domain, the secret
data is embedded into the DCT [5, 9, 15] or DWT coeffi-
cients [14]. Take Chang et al.’s scheme [5] for example,
they embedded secret data into the two successive zero
DCT coefficients of the medium-frequency components in
each block of the cover image.

For the spatial domain, secret data is directly embed-
ded into the pixel value by modifying the pixel value ac-
cording to the pre-determined hiding strategies [2,3,7,11,
13, 17, 20, 21, 24, 27, 29]. The most famous DH scheme for
the spatial domain are LSB-based DH schemes. Among
them, the first simple LSB DH scheme was proposed by
Chan and Cheng in 2004 [2], which used secret bits to re-
place the least significant bits of pixels in a cover image.
Following Chan and Cheng’s idea, many LSB-based DH
variants have been proposed. For example, Mielikainen
defined a binary function of two cover pixels, which is as-
signed to a pre-determined value [21]. With their design,
a cover pixel pair becomes a unit during data embedding.
The LSB of the first pixel carries one secret bit, and a
function of the two pixel values also carries another se-
cret bit.

To reduce the distortion caused by data embedding,
besides LSB approach various hiding strategies have been
proposed. Take Wu and Tsai’s scheme for example [27],
they used pixel value difference (PVD) to design their em-
bedding strategy. Later, various PVD-based DH schemes
were designed [11, 20, 24, 29] to increase hiding capacity
while reducing distortion. The latest PVD-based DH
scheme was proposed by Mehdi et al. [20] in 2017, in
which parity-bit PVD is adopted to offer a high payload
and good visual quality.

No matter what kind of embedding strategy is de-
signed, there are usually complex computations involved
when a DH scheme offers a higher hiding capacity, secure
protection of the hidden data, and reduced distortion of
cover image. In 2008, Chang et al. tried to propose a DH
utilizing a Sudoku matrix to embed secret data to meet
the above three requirements while reducing the compu-
tation cost [3]. Unfortunately, the visual quality of stego-
image provided by Chang et al.’s scheme was not high. In
order to improve the weakness of Chang et al.’ scheme,
Hong et al. [13] proposed a novel DH scheme by using
a search algorithm. Later, in 2014, another new secret
data hiding approach based on a turtle-shell reference ma-
trix was proposed by Chang et al. [7] to offer good visual
quality and enhance the hiding capacity without a high
computation cost. Subsequently, based on the reference
matrix and turtle shell concept, Liu et al. [17] defined a

look-up table to allow a pixel pair to carry one extra bit
than Chang et al.’s scheme [7].

Inspired by the schemes of Chang et al. [7] and Liu
et al. [17], we aim to enhance both hiding capacity and
visual quality while securely protecting the hidden data
without a high computation cost. Later, experimental
results will prove that in our method each pixel pair can
conceal extra 2 secret bits compared to Liu et al.’s scheme
and the visual quality of our proposed scheme is better
than other previous schemes.

The rest of this paper is organized as follows. Section
2 briefly reviews related work. Section 3 explains our
proposed scheme. Section 4 provides performance results
and gives some discussions. Finally, a brief conclusion is
given in Section 5.

2 Related Work

We review Chang et al.’s scheme [7] and Liu et al.’s
scheme [17] in Subsections 2.1 and 2.2, respectively, to
provide insight into how these works specifically inspired
our scheme.

2.1 Chang et al.’s Turtle Shell Based DH
Scheme

In 2014, a novel turtle-shell-based data hiding scheme was
proposed by Chang et al. [7]. In Chang et al.’s scheme,
a reference matrix M sized 256 × 256 digits, as shown in
Figure 2, needs to be constructed first before the secret
data is embedded into a cover image. Both the X and Y
axes of reference matrix M represent the grayscale pixel
values of an image and they are ranged from 0 to 255.
Reference matrix M is composed of a large number of
turtle shells. Each turtle shell is a hexagon shape and
includes 6 edge elements and 2 back elements. Therefore,
there are 8 different digits ranging from 0 to 7 in a turtle
shell. In other words, three secret bits can be carried with
a digit of the turtle shell.

Figure 2 illustrates an example of embedding secret
data based on a reference matrix M . The location of each
cover pixel pair (pm, pn) is mapped to (pm, pn) in reference
matrix M and denoted as M(pm, pn), where the pm is
the column value and the pn is the row value. Assume
the cover pixel pair is (4, 6) and the secret data is 7.
M(4, 6) belongs to the back element of a turtle shell, and
its corresponding digit is 3, which is not equal to secret
data 7. Therefore, the cover pixel pair M(4, 6) is changed
to M(3, 5) because its corresponding digit is 7. In other
words, the stego pixel pair is (3,5) to carry secret data
7. If the cover pixel pair is (6, 4) and the secret data
is 2, then M(6, 4) belongs to the edge element and its
corresponding digit is 0 which is not equal to secret data
2. Since M(6, 4) is the intersection point of three turtle
shells, elements of three neighboring turtle shells need to
be explored to find a pixel pair whose corresponding digit
is equal to secret data 2. Finally, (6,4) is changed to (6,5)
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Figure 2: Examples of reference matrix M

to carry secret data 2 and the stego pixel pair is set as
(6,5). Chang et al.’s idea is simple and computation cost
of data embedding and data extraction is few.

2.2 Liu et al.’s High Capacity Turtle
Shell Based DH Scheme

In 2015, Liu et al. also proposed a high capacity DH
scheme based on turtle shells [17]. In their scheme, the
reference matrix M is the same as that defined in Chang
et al.’s scheme [7]. And reference matrix M and a lo-
cation table T must be constructed in advance and the
secret data stream is divided to non-overlapping 2 bits
pieces. Each pixel pair of a cover image can embed 4 bits
of secret data with the assistance of reference matrix M
and location table T. Location table T shown in Figure 3
guides the modification policy of pixel pairs’ values of the
cover image during the data embedding phase and plays
a crucial role to enhance hiding capacity.

Location table T defines 16 elements of the turtle shells
as shown in Figure 3; however, they can be concluded as
two different back elements of the turtle shell and two dif-
ferent edge elements. The definition of edge element is the
same as that given in Chang et al.’s scheme [7], which is
at the intersection of three neighboring turtle shells. Each
element presented in reference matrix M is only mapped
to a specific location defined in location table T. Accord-
ing to the architecture presented in reference matrix M,
the values of the elements defined in location table T are
always found in a set of values. For example, the values
of the front back element defined in location table T are
always in the set of values {1, 3, 5, 7}. Each element de-
fined in location table T is represented by two indicators
(pj , pj +1), where pj and pj +1 belong to {00, 01, 10, 11},
pj is the column value, and pj + 1 is the row value in the
location table T. Note that pj and pj + 1 are two secret
patterns.

Figure 3: Location table T

During data embedding, 2-bit secret pieces are first
mapped to location table T to find the specific pattern
with a label. For example, (11, 01) is mapped to the edge
element pattern with label 5. Once the pattern and its la-
bel are found, candidates with the same combination can
be found from reference matrix M and be located. After
that, the distance between elements which mapped to the
original pixel pair and candidate can be calculated using
Equation (1). The candidate with the minimal distance
is then selected to carry the 2-bit secret pieces and its
corresponding axes’ values of reference matrix M is the
pixel pair of the stego-image.

d(X,Y ) =
√

(Xi − Yi)2 + (Xj − Yj)2, (1)

where the (Xi, Xj) is the selected candidate, and the
(Yi, Yj) is the original cover pixel pair. Afterwards, ac-
cording to reference matrix M and location table T, the
secret data can be successfully extracted.

Assume the original cover pixel pair is (4, 6), and the
binary secret data is (10 00)2. According to location table
T, (10, 00) is mapped to the edge element with label 6.
As Figure 4 shows, there are pairs M(4, 4), M(7, 6), and
M(9, 2) with the same pattern and same label. Among
them, only M(4,4) has the minimal distance with the pixel
pair of the cover image; therefore, pixel pair (4,6) of the
cover image is changed to (4,4) of the stego-image to carry
secret bits (10 00).

2.3 Discussions

The schemes of both Chang et al. and Liu et al. used
the same reference matrix M. In their reference matrix,
each turtle shell only covers 8 elements ranging from 0
to 7. Chang et al. directly used 8 elements mapped to
a turtle shell to carry secret data; therefore, the hiding
capacity is limited to 3 secret bits. From Liu et al.’s
scheme [17], we found they defined a location table T
to first specify a pattern with a label, then candidates
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Figure 4: Example of data embedding with Liu et al.’s
scheme

with the same pattern and label are found from reference
matrix M. Only the candidate with the minimal distance
from the pixel pair of the cover image can be selected as
he pixel pair of the stego-image. With the assistance of
location table T, the hiding capacity of a pixel pair is up
to 4 bits, which offers one extra bit than Chang et al.’s
scheme [7]. Thus, location table T can be treated as a
new grouping and it allows a pixel pair of cover image to
carry one extra secret bit compared with the scheme by
Chang et al. .

3 The Proposed Secure High Ca-
pacity Scheme

Inspired by Chang et al. and Liu et al., we found there are
two ways to increase hiding capacity: one is to redefine a
reference matrix; and the other is to define a new look-up
table to offer the similar function as location table T did
in Liu et al.’s scheme [17]. In our proposed scheme, we
first define a turtle shell matrix (TSM), which is an up-
graded version of reference matrix M as defined in Section
2.1, and a numbering reference matrix (NRM). Then, we
added a look-up table which plays the role of location ta-
ble T to enhance the hiding capacity. Definitions of TSM
and NRM and related discussions are given in Subsections
3.1 and 3.2. Construction of the look-up table is described
in Subsection 3.3. The embedding phase and extraction
phase are given in Subsections 3.4 and 3.5, respectively.

3.1 Definitions of the Turtle Shell Refer-
ence Matrix (TSM) and the Number-
ing Reference Matrix (NRM)

Chang et al. scheme [7] defined a turtle shell as a hexagon
shape with 8 different digits, which ranges from 0 to 7 as

shown in Figure 2. According to their definitions, a turtle
shell contains 2 back elements and 6 edge elements. To en-
hance the hiding capacity, we add 8 to number on Chang
et al.’s reference matrix based on our pre-determined pat-
terns, which are yellow circles indicated in Figure 5(b).
Finally, a new turtle shell reference matrix (TSM) can be
found, as shown in Figure 5(a). Comparing with Figures
5(a) and 5(b), it is noted that digits of that three neigh-
boring turtle shells are ranged from 0 to 15 in the TSM
rather than 0 to 8, this is because certain elements’ values
have been added with 8.

Once TSM is constructed, values of X axis and Y axis
TSM are relabeling with 0 and 1 to derive a new refer-
ence matrix called numbering reference matrix (NRM) as
shown in Figure 6. It is noted that NRM is based on
TSM; therefore, both are the same size of 256× 256.

3.2 NRM Numbering Rules

To further increase the hiding capacity of our proposed
scheme, a new reference NRM must be generated and re-
labeled with two digits 0 and 1 as mentioned at the end of
Subsection 3.1. However, there are many ways to label the
values of the X axis and Y axis, such as, numbering the
X axis in the order of (010101. . . ) and the Y axis in the
order of (11001100. . . ) and so on. No matter what kind
of numbering order is given, there is a crucial rule must
be hold. That is, the numbering results must make sure
the search scope is minimized. This is because different
number order will lead the different size of search area.
If the search area is larger, the distortion between the
original pixel pair and the stego pixel pair will be larger,
and it will lead to larger distortion of the stego-image. To
maintain good visual quality, the numbering order which
offers the minimal search area must be found. We ex-
perimented with various numbering strategies to find one
offering a minimal search scope. For example, numbering
the values of X axis in the order of (101010. . . ) and num-
bering the values of Y axis in the order of (101010. . . ),
give the following numbering results as shown in Figure
7. We find with such a numbering strategy, taking digit
12 for example, only (01) and (11) mapped to digit 12 in
the NRM. However, to form a new reference matrix, each
digit presented in the NRM must map to four patterns
(00), (01), (10), (11) so that each digit can carry 2 secret
bits. If a numbering strategy such as numbering the val-
ues of X axis in the order of (101010. . . ) and numbering
the values of Y axis in the order of (101010. . . ) is used,
we can find that although the search scope has been ex-
panded, digit 12 which maps to (00) and (10) patterns are
still missing. As such, this numbering strategy cannot be
used for the NRM.

After conducting many experiments, we found a num-
bering strategy which numbering the values of X axis in
the order of (001100. . . ) and numbering the values of Y
axis in the order of (001100. . . ) as shown in Figure 8. It
is the best numbering result among all numbering strate-
gies because it covers 4 combinations of 2 bits, and the



International Journal of Network Security, Vol.21, No.6, PP.918-929, Nov. 2019 (DOI: 10.6633/IJNS.201911 21(6).05) 922

Figure 5: Turtle shell reference matrix (TSM)

Figure 6: Numbering Reference Matrix (NRM)

Figure 7: Example of NRM numbering strategy
(101010. . . )

search area is always within the graphic area as shown in
Figure 8.

Figure 8: Optimal NRM numbering strategy (001100. . . )

3.3 Look-up Table Construction

To increase the embedding capacity, we designed a look-
up table to carry 6 bits of secret data ranging from
(000000) to (111111). As Figure 9 shows, each column
contains 16 different digits of LU-values ranging from 0
to 15 and is listed from the bottom to the top. Each digit
LU-value is transformed into a binary representation and
presents in 4 bits and become the values of the Y axis of
the look-up table as shown in Figure 9. For example, the
LU-value located at (1,1) in the look-up table is equal to
15 and its binary stream is (1111)2. The values of the X
axis and Y axis of the numbering results from the NRM
are combined as 2 bits and becomes the values of the X
axis of the look-up table as shown in Figure 9.
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Since the values of the Y axis of the look-up table are
represented as 4 bits and the values of the X axis of look-
up table are represented as 2 bits, there are 6 secret bits in
total that can be represented by using our defined look-up
table as shown in Figure 9. Certainly, multiple candidates
can be found by combining our defined look-up table and
NRM. To find a candidate which causes the least distor-
tion between the original pixel pair and stego pixel pair,
Equation (2) is defined to calculate the distance between
the original cover pixel pair (Am, An). and the candidate
(Bm, Bn).

d(A,B) =
√

(Am −Bm)2 + (An −Bn)2, (2)

where (Am, An) is the cover pixel pair mapping to NRM
and (Bm, Bn) is the stego pixel pair mapping to NRM.

3.4 Embedding Phase

As we mentioned in the above subsections, the TSM,
NRM and look-up table must be constructed before data
embedding. For a grayscale cover image sized H×W pix-
els, which is composed by H ×W pixels P = {pm|m =
1, 2, · · · , (H×M)}, the secret message is divided into non-
overlapping 6 bits, where the first 2 bits are mapped to
the numbering results of values of the X axis and Y axis
of NRM. The last 4 bits are mapped to the Y axis of
the look-up table. In order to embed 6 bits secret data
into a cover pixel pair (pm, pn), cover pixel pair (pm, pn) is
mapped into the NRM first and denoted as NRM (pm, pn),
where the pm is the column decimal value and the pn is
the row decimal value and both pm and pn are ranged
from 0 to 255. Next, an LU-value of the look-up table
can be determined according to the last 4 bits of the Y
axis of the look-up table. Find NRM (pm, pn) whose cor-
responding digit is equal to a pre-determined LU-value,
where its numbering results are equal to the value of the X
axis of the look-up table and the distance between NRM
(p′m, p

′
n) and cover pixel pair NRM (pm, pn) is minimal.

Finally, the a stego pixel pair is determined as (p′m, p
′
n).

In order to explain our proposed embedding phase
more clearly, two examples regarding data embedding are
demonstrated in Figure 10.

Example 1. Assume cover pixel pair is (4, 6), the secret
data is 9 and its binary representation is (00 1001)2=9.
Using the last 4 bits as the indicator, we find the column
which maps to (1001) and LU-value, which is 9 in the
look-up table. Then, we find digit 9 and its correspond-
ing renumbering results are (0,0) from the NRM. Once
multiple candidates are found, the minimal distance be-
tween candidate and cover pixel pair (4,6) is applied to
determine a candidate which causes less distortion. Here,
NRM (5,5) is determined because it is the closest to cover
pixel pair (4,6). Finally, NRM (4, 6) is modified to NRM
(5,5). In other words, the cover pixel pair (4,6) is changed
to stego pixel pair (5,5).

Example 2. Assume cover pixel pair is (3, 3), the secret
data is 6 and its binary representation is (00 0110)2=6.

We use (0110) as the indicator to find the column of the
look-up table, which is 6 in the look-up table. From Fig-
ure 10, we find NRM (0,9), and NRM (4,1) whose digits
are equal to secret data 6, and their numbering results
are the same as (0,0). Therefore, the distance between
NRM (0,9) and NRT (3,3), and distance between NRM
(4,1) and NRM (3,3) is computed, respectively. Finally,
NMR (4,1) is selected because it is closer to NRM (3,3)
compared with NRM (0,9). The cover pixel pair (3,3) is
changed to stego pixel pair (4,1).

3.5 Extracting Phase

After embedding all of the secret message, the stego-image
is generated. Once a receiver obtains the stego-image, the
hidden secret data can be extracted with the assistance of
NRM. To extract the hidden data, the receiver maps pixel
pair of the stego-image into NRM of the NRM. Then,
the receiver transforms the mapped digit into a binary
representation and these bits are the last 4 bits of the
hidden secret bits. According to the numbering results to
which NRM maps, the receiver can get the first 2 secret
bits. Finally, a secret unit can be derived by combining
the above 2 bits and 4 extracted secret bits. The same
operations are conducted continuously until all stego pixel
pairs are processed and then the secret message can be
extracted.

Example 3. Take stego pixel pair (5, 5) as an example.
The stego pixel pair maps to NRM (5,5) so that digit 9 and
the numbering result (0,0) can be found. By transform-
ing 9 into binary representation as (1001) and it means
that the last 4 secret bits are (1001). As we mentioned,
the numbering result (0,0) are the first 2 secret bits. Fi-
nally, the secret unit is derived as (00 1001)2 by com-
bining above secret bits. Finally, a secret data 9 can be
obtained after transforming (00 1001)2 into the decimal
value. Take stego pixel pair (2, 7) for the other exam-
ple. Stego pixel pair (2,7) maps to NRM (2,7) so that the
digit 11 and the numbering result (1, 1) can be found from
NRM. By transforming 11 into binary representation as
(1011)2 and then combining (11) and (1011) as a new
secret unit (11 1011)2. Transforming (11 1011)2 into the
decimal value, receiver finally derives secret data as 59.

4 Experimental Results

To prove the performance of the proposed scheme, several
experiments are conducted. All experiments were imple-
mented in Matlab 2012 on a PC with Intel(R) Core(TM)
i7-3770 CPU 3.40 GHz, 8 GB RAM. Figure 11 shows
the ten standard grayscale test images sized 512 × 512
that were used in our experiments: Wine, Lena, Harbour,
Office, Airplane, Peppers, Baboon, Goldhill, Elaine, and
Sailboat.

To estimate the visual quality of the stego-images we
used the peak-signal-to-ratio (PSNR) as the measure-
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Figure 9: Look-up table

Figure 10: Example of our proposed embedding phase

ment. The definition for PSNR is given in Equation (3).

PSNR = 10 log10(
2552

MSE
)(db), (3)

where the mean square error (MSE) is between the origi-
nal cover image and the stego-image, where for a grayscale
cover image H ×W pixels is defined as Equation (4):

MSE =
1

H ×M

H×M∑
i=1

(pi − pj)2, (4)

where pi is the pixel value of the original cover image,
and pj is the pixel value of the corresponding stego-image.
The higher the PSNR, the better the image quality. In
general, if the PSNR is higher than 30 dB, it is difficult
for the human eye to recognize any difference between the

original cover image and stego-image. The stego-images
generated with our proposed scheme carrying 786,432 se-
cret bits are shown in Figure 12. The secret bits used in
our experiments are randomly generated bitstream.

In addition to the PSNR, the Structural Similarity In-
dex Metric (SSIM) is measured the degradation in the
quality, which is based on structural information. And
the value of SSIM is between -1 to 1. The value of 1 means
the two images are identically the same. SSIM between
the original image I and the corresponding stego-image C
is defined as Equation (5):

SSIM(I, C) =
(2uIuC + c1)(2σIC + c2)

(u2I + u2C + c1)(σ2
I + σ2

C + c2)
, (5)

where uI , uC , σ2
I , σ2

C are the averages and variances of I
and C respectively, σIC is the covariance between I and
C, c1 and c2 are as follows:

c1 = (k1L)2; where k1 � 1 (small constant), (6)

c2 = (k2L)2; where k2 � 1 (small constant), (7)

where L is defined as the dynamic range of the pixel val-
ues.

In addition, we also calculate the Normal Cross Corre-
lation (NCC) between the original image I and the corre-
sponding stego-image C as defined in as Equation (8):

NCC =

∑
i

∑
j IijCij∑

i

∑
j(Iij)

2
(8)

where the Iij and Cij are the original and stego-image
bits at (i, j)th position. When the value of NCC is 1, it
indicates two images are identically the same, and vice
versa.

Figure 11 shows ten original cover images a, b, c, d, e, f ,
g, h, i, j, and Figure 12 shows the corresponding stego-
images a′, b′, c′, d′, e′, f ′, g′, h′, i′, j′. Even though the
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Figure 11: Ten 512× 512 graysacle test images

Figure 12: The stego-images corresponding the ten test grascale images
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amount of the secret message is up to 786,432 bits, the
average visual quality of the stego-images is higher than
41 dB, and the average of the SSIM is 0.9342, and the
least of the NCC is 0.9991 (See Table 1).

To better demonstrate the advantages of our proposed
scheme, we also compared our scheme with previous
schemes, such as those by Yang et al. [29], Liu et al. [17]
and Shen and Huang [24] and Mehdi et al. [20]. The
comparison results are listed in Table 2. Obviously, the
maximum embedding capacity of our proposed scheme is
much higher than the other schemes, and moreover the
visual quality is higher than that of Yang et al.’s [29],
Shen and Huang’s [24] and Mehdi et al.’s [20]. Especially,
the average embedding capacity of our proposed scheme
surpasses the 356,209 bits of the Yang et al.’s scheme, ex-
ceeds the embedding capacity of the scheme of Shen and
Huang by 372,943 bits, and also exceeds the 551,491 bits
of the Mehdi et al.’s scheme. Although Liu et al.’s av-
erage PSNR is higher by 3.59 dB than our scheme, the
hiding capacity is still 524,288 bits, which is 262,144 fewer
secret bits compared to our scheme.

To demonstrate the visual quality performance of our
proposed scheme, the third experiment was conducted
and the comparisons among our proposed scheme and
three previous schemes which claimed they can offer bet-
ter image quality of setgo image or provide high hiding ca-
pacity [11,17,20] are shown in Table 3. Here, all schemes
carried the similar amount of secret data to derive the
PSNR values. Table 3 shows that the visual quality of
our proposed scheme is better than the other three previ-
ous schemes. Note that the average PSNR of Liu et al.’s
scheme is 45.55 dB, which is lower than that of our scheme
46.82 dB when the hiding capacity is set as 524,288 bits.
By combining Tables 2 and 3, it is confirmed that our
proposed scheme has a higher hiding capacity and offers
better visual quality in the stego-image with the same
hiding capacity.

To further prove the safety of our proposed scheme, we
examined the pixel value difference (PVD) histograms of
the original cover images and corresponding stego-images,
where both are at their maximum embedding capacity as
shown in Figure 13. The PVD histogram is calculated
by computing the difference in the neighboring pixels be-
tween the original cover image and the stego-image. The
smaller the gap between the two curves, the smaller the
image changes, which confirms that the stego-image is
more secure. Using the test images ‘Baboon’ and ‘Pep-
pers’ for example, we show their PVD histograms after
completely embedding secret data. As Figure 13 shows,
the gap between two curves is small for the two test im-
ages. This confirms that our proposed scheme offers a
relatively high visual quality and also guarantees the se-
curity of the hidden data.

To prove the computation cost is still low even the
distance between the original cover pixel pair and multiple
candidates pixel pairs need to be computed to reduce the
potential distortion caused during data embedding. The
computation time of data embedding and data extracting

phases are listed in Table 4. From Table 4, we can see the
proposed scheme is quite efficient and suitable for real-
time applications.

5 Conclusions

In this paper, a novel data hiding scheme based on ref-
erence matrix and look-up table is proposed. The use
of a NRM and look-up table not only allows 6 secret
bits to be conceled in a pixel pair of the cover image,
but also successfully reduces the caused distortion during
data embedding. During extracting phase, only NRM is
required; therfore, the extraction phase is also quite ef-
ficient. Lastly, the experimental results confirmed that
our proposed scheme offers higher embedding capacity
than other existing schemes while maintaining good vi-
sual quality and guaranteeing the security of the hidden
data.
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