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Abstract

To efficiently protect copyright of digital audio products
against illegal usage, in this paper, we present a robust, se-
cure and Blind Audio Watermarking Algorithm based on
Singular Value Decomposition (SVD) and Lifting Wavelet
Transform (LWT) domain synchronization code, called
BAWA-SL. More specifically, the synchronization code is
embedded into the audio by leveraging the Quantization
Index Modulation (QIM) to achieve blind extraction of
watermarking. Furthermore, LWT instead of the tradi-
tional wavelet transform and discrete cosine transform is
used. The synchronization code is embedded into low
frequency coefficient of LWT domain and the low fre-
quency coefficient is embedded into the maximum singu-
lar value obtained by SVD to improve the robustness of
the proposed BAWA-SL. Moreover, the watermarking is
encrypted by combing the improved cat transform and lo-
gistic transform to further improve the security of water-
marking. Finally, the experimental results demonstrate
that our proposed method obtains better performance
than the chosen benchmarks in terms of security, signal
to noise ratio and payload.

Keywords: Blind Audio Watermarking; QIM; SVD; Syn-
chronization Code

1 Introduction

In recent years, copyright protection techniques for dig-
ital data have received a surge of attention due to its
significant potential applications in a variety of aspects of
people’s daily lives. Illegal copy and unauthorized manip-
ulation of the multimedia documents have been a crucial
issue in term of their destructiveness for copyright pro-
tection. To avoid such information being invaded and
destroyed, digital watermarking technology is proposed
to deal with the problems [4, 21, 30]. In general, wa-
termarking technologies can be classified into three cate-
gories, i.e., audio watermarking, image watermarking and
video watermarking according to the corresponding appli-

cation. Among them, audio watermarking plays an im-
portant role in the watermarking technologies. Interna-
tional federation of the phonographic industry demands
that any audio watermarking system should have the fol-
lowing properties and characteristics [10–12,15]:

1) Robustness: The ability to extract a watermarking
from a watermarked audio signal after various signal
processing attacks;

2) Imperceptibility: Although the watermarking is em-
bedded into the audio signal, the quality of the wa-
termarked signal should not be degraded, and Signal
to Noise Ratio (SNR) should exceed 20dB;

3) Payload: It should be also more than 20 bps (bit per
second);

4) Security: We should ensure that watermarking en-
cryption algorithm is safe and watermarking infor-
mation will not be decrypted by attackers.

There exists a trade-off among the above four proper-
ties for each audio watermarking system. For example,
to a certain extent, heavy payload causes the degradation
of the imperceptibility, while robustness is in the inverse
proportion to imperceptibility. Therefore, an ideal scheme
should achieve the better trade-off according to the actual
requirements. Generally, watermarking algorithms are di-
vided into two main categories: time domain [2, 34] and
frequency domain [13, 25]. Compared with frequency do-
main algorithms, the time domain algorithms are more
effective and efficient. However, their robustness is much
lower.

On the other hand, the most widely used method in
the audio watermarking algorithms is to embed an im-
age into the audio. It can enhance the security and
robustness of the audio watermarking. The audio wa-
termarking algorithms can be divided into two different
categories, i.e., non-blind audio watermarking algorithms
and blind audio watermarking algorithms. In the non-
blind audio watermarking algorithms, the watermarking
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can be extracted by the original image data and reser-
vation information. Different form the general audio wa-
termarking methods, the watermarking can be extracted
without the original image data and reservation informa-
tion. Therefore, the blind audio watermarking schemes
are studied and developed. In recent years, the blind au-
dio watermarking methods have been widely used in many
fields [3, 14,16–19,23].

However, the current blind audio watermarking algo-
rithms suffer from the following challenges:

1) A bulk of audio watermarking algorithms cannot re-
sist cropping and shifting attack [18,23];

2) The security of the watermarking cannot satisfy the
customers’ requirements, and the watermarking in-
formation may be decrypted by those clever pi-
rates [16];

3) The robustness of some algorithms based on time do-
main synchronization code is not good enough [3];

4) Payload for a large amount of algorithms is far from
users’s requirements [14,19];

5) The traditional wavelet transform is based on con-
volution and usually leads to a heavy computation
load [17].

In order to address above challenges, in this paper,
we propose an efficient audio watermarking algorithm
based on Singular Value Decomposition (SVD) and Lift-
ing Wavelet Transform (LWT) domain synchronization
code to strengthen the confidentiality of information. The
main contributions of this paper are summarized as fol-
lows.

1) We present a robust, secure and Blind Audio Water-
marking Algorithm based on SVD and LWT domain
synchronization code, called BAWA-SL to strengthen
the copyright protection;

2) We use synchronization code to enhance the security
of BAWA-SL. More specifically, we embed the syn-
chronization code into the host audio by using the
Quantization Index Modulation (QIM) to achieve the
blind extraction of watermarking;

3) We apply LWT instead of traditional wavelet trans-
form or discrete cosine transform to embed the syn-
chronization code into low frequency coefficient of
LWT domain and the low frequency coefficient into
maximum singular value by leveraging SVD to im-
prove the robustness of BAWA-SL;

4) We improve cat transform and logistic transform to
encrypt the watermarking, further improving the se-
curity of watermarking;

5) We conduct extensive simulations in two different
scale datasets for performance evaluation. The simu-
lation results demonstrate that the proposed BAWA-
SL outperforms the comparison algorithms in terms
of security, robustness and payload.

The rest of this paper is organized as follows. Sec-
tion 2 describes LWT and SVD. The embedding and ex-
tracting method of synchronization code is described in
Section 3. Section 4 introduces the embedding and ex-
tracting method of watermarking. Section 5 shows the
experimental results. Finally, this paper is concluded in
Section 6.

2 Background and Related Work

After the synchronization code and watermarking infor-
mation are embedded into the audio signal, the structure
of the audio signal is described in Figure 1.

Figure 1: Structure of embedded audio

2.1 LWT

LWT has several advantages, summarized as follows [6,9]:

1) It acquires biorthogonal wavelet construction com-
pleted in time domain without the participation of
Fourier transform;

2) It has the time-frequency localization capability and
is constructed by some simple wavelet functions;

3) LWT coefficients are integers without quantization
errors compared to the first generation wavelet trans-
form. Some researches [20, 31] have employed LWT
to improve the robustness of audio watermarking sys-
tem. By making full use of above advantages, this
paper applies LWT into watermarking information
embedding procedure.

Next, we give the detailed description of LWT imple-
mentation procedure. Note that the construction process
of LWT is the inverse process of its decomposition pro-
cess. In this section, we only introduce the specific flow
of LWT decomposition. The specific LWT decomposition
process consists of three steps:

Step 1. Split: It is defined as lazy wavelet implementa-
tion, which just divides audio T (n) into even samples
and odd samples, called Te(n) and To(n), respec-
tively.

Te(n) = T (2n),

T o(n) = T (2n+ 1),

where n is the number of samples and is a non-
negative integer.

Step 2. Predict: Let even samples predict odd samples
as well as keep even samples unchanged. The differ-
ence between the prediction value of P [Te(n)] and
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the real value of To(n) is expressed as follows:

x(n) = To(n)− P [Te(n)],

where P [·] is the prediction operator, and x(n) is
high frequency component of T (n), representing a
high-pass filter.

Step 3. Update: Exploit x(n) to update Te(n):

c(n) = Te(n) + U [x(n)],

where U [·] is the update operator, and c(n) is the
low frequency component of T (n), representing a low-
pass filter.

2.2 SVD

Recently, some researches on applying SVD into the audio
watermarking have been investigated [1, 26], since SVD
has unique and special characteristic in the robust wa-
termarking to withstand attacks. Specifically, for the
biggest singular value S(1, 1), it is not obviously affected
when going through some attacks. SVD is usually imple-
mented with some frequency domain transform, for the
reason that this combination can obtain a better robust-
ness. SVD has become a frequently used method in the
watermarking field and has been applied into the related
researches [7] which connect SVD with frequency trans-
form to obtain good robustness. Therefore, in this pa-per,
we combine LWT with SVD to obtain a better robustness.
The SVD of matrix Bm∗n is described as follows:

B = USV T ,

B =

 U(1,1) · · · U(1,r)

...
. . .

...
U(m,1) · · · U(m,r)

 ∗

 S(1,1) · · · 0
...

. . .
...

0 · · · S(r,r)



∗

 V(1,1) · · · V(1,r)

...
. . .

...
V(n,1) · · · V(n,r)


T

,

where U is an m × r matrix; V is an n × r matrix; S
is an r × r diagonal matrix and its elements are non-
negative. The diagonal elements of S are the singular
values of B in descending order. The superscript T is the
matrix transposition and r is the rank of matrix B.

3 The Proposed Synchronization
Code

3.1 Synchronization Code Generating
Process

Firstly, we generate the synchronization code according to
the chaos theory [8] due to its characteristics of flexibility
and safety. A binary shift Bernoulli is defined as follows:

x(k + 1) =


2x(k), if 0 ≤ x(k) ≤ 1

2

2x(k)− 1, if
1

2
≤ x(k) ≤ 1

where x(0) ∈ (0, 1) is the secret key, and its value is the
specified at the stage of initialization.

Then, x(k) is turned into the synchronization code se-
quence A = {a(k)|1 ≤ k ≤ Lsyn} by Equation (1).

a(k) =

{
1, if x(k) > τ

0, otherwise
(1)

Where Lsyn is the number of segment and τ is a prede-
fined threshold used for generating synchronization code.
To acquire the safer scheme, we generate 10 bits syn-
chronization code. Additionally, different from time do-
main synchronization algorithm, we embed synchroniza-
tion code into low frequency coefficient of LWT domain
to increase the robustness of the algorithm.

3.2 Embedding Process

Step 1. The synchronization code insertion part Sm(k)
is transformed into LWT domain, and m is the num-
ber of segment, expressed as follows:

[CAm, CDm] = LWT (Sm(k)),

where CAm is the low frequency DC coefficient and
CDm is the high frequency AC coefficient.

Step 2. We select low frequency coefficient CAm for syn-
chronization code embedding where CAm is divided
into Lsyn segments and each segment has p samples,
and the process is described as follows:

LAm(k) = CAm(k · p+ u), 1 ≤ k ≤ Lsyn, 1 ≤ u ≤ p.

Step 3. Each bit of the synchronization code is embed-
ded into LAm(k).

QAm(k) =


round

(
LAm(k)

∆

)
· ∆, a(k) = 1

floor

(
LAm(k)

∆

)
· ∆ +

∆

2
, a(k) = 0

Where ∆ is the embedding strength; round() is the
rounding to the nearest integer; floor() is the round
to minus infinity. We can adjust it to achieve a bet-
ter trade-off between robustness and transparency
according to the actual requirement.

Step 4. We apply the inverse LWT to QAm(k) to get the
completed synchronization code embedding process.

LWT−1[QAm(k), CDm] = S
′

m(k).

Step 5. Stop the embedding process when n equals to
4096; otherwise, repeat Steps 1 to 4. All synchroniza-
tion codes are embedded into the whole segments of
the host audio signal.
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3.3 Extracting Process

We employ the following rule to extract synchronization
code.

Step 1. QA
′

m(k) is obtained by applying LWT to
QS

′′

m(k).

Step 2. We use the following formula to extract water-
marking.

a
′
(k) =

0, if
1

4
∆ ≤ mod(QA

′

n(k),∆) ≤ 3

4
∆

1, otherwise

Where mod(·) is the modulus after the division.

4 The Proposed Watermarking
Scheme

4.1 Marking Preprocessing

Arnold encryption is one of the most frequently used wa-
termarking encryption methods [5]. However, traditional
Arnold transform only adopts one pair of keys to encrypt
watermarking image, which is easy to be decrypted by
attackers. Thus, in this paper, we propose an improved
Arnold transform to enhance the safety of watermarking
information. We divide original picture into four individ-
ual parts and encrypt this four individual parts by tradi-
tional Arnold transform. Besides, we introduce five pairs
of keys to encrypt a picture. Detailed steps are illustrated
as follows.

Step 1. Transform an image into a binary image A.

Step 2. Cut A into four individual parts, named A1, A2,
A3 and A4 respectively, and name the original picture
A as A5.

Step 3. Utilize the generalized Arnold transform to en-
crypt Ai(i = 1, 2, 3, 4, 5), and the generalized Arnold
transform is defined as follows:(

xm+1

ym+1

)
=

(
1 p
q pq + 1

)(
xm
ym

)
mod N

= M

(
xm
ym

)
,

where xm, ym ∈ {0, 1, . . . , N − 1}, N is the size
of original picture; (xm, ym) is the primitive ma-
trix value; (xm+1, ym+1) is the matrix values after
transformation; p and q are the control parameters;

M =

(
1 p
q pq + 1

)
is the key to encrypt the five

individual parts. Firstly, we use M1, M2, M3 and
M4 to the encrypted four parts A

′

1, A
′

2, A
′

3 and A
′

4.
Then, these four parts are combined as a whole part,
named W

′

5. The last matrix key M5 is applied to W
′

5.

We can get the inverse Arnold transform according to the
improved Arnold transform, described as follows:

Step 1. Read the encrypted binary image W
′′

5 .

Step 2. Get W5 through decrypting W
′′

5 by Equa-
tion (4.1).

Step 3. Divide W
′

5 into four individual parts, named A
′

1,
A

′

2, A
′

3 and A
′

4 respectively.

Step 4. Apply inverse Arnold transform to A
′

1, A
′

2, A
′

3

and A
′

4 respectively. Arnold transform is defined as
follows.(

xm
ym

)
=

(
1 p
q pq + 1

)−1(
xm+1

ym+1

)
mod N.

Step 5. Combine A1, A2, A3 and A4 to obtain A5.

4.2 Watermarking Embedding and Ex-
tracting Procedure

4.2.1 Embedding Procedure

In this section, we employ QIM to achieve the embedding
and extracting processes, and the embedding algorithm is
described as follows.

Step 1. Perform LWT on the watermarking insert seg-
ment Wn(k).

[KAm,KDm] = LWT (Wm(k)).

Step 2. Select the low frequency coefficient KAm for wa-
termarking information embedding. KAm is recom-
bined into Matrix MAm.

Step 3. Apply SVD into Matrix to obtain Sm(1, 1), ex-
pressed as follows:

KAm = UmSmV
T
m .

Step 4. Insert the watermarking into Sm(1, 1) with
QIM. Specifically, the encrypted watermarking after
the improved Arnold transform w(k) is inserted to
Sm(1, 1) of each matrix, defined as follows.

Qm = round

(
Sm(1, 1)

β

)
, Dm = mod(Qm, 2).

Here, we can adjust it to a lower value to increase
the imperceptibility of the watermarking algorithm.
Conversely, the robustness of the algorithm will de-
crease. This situation requires us to adjust β to ob-
tain the reasonable balance between imperceptibility
and robustness.

Step 5. Apply Qm = Qm+1 when Dm = 0 and w(k) = 1
or Dm = 1 and w(k) = 0.

Qm =

{
Qm + 1, if w(k) = 1 and Dm = 0

Qm + 1, if w(k) = 0 and Dm = 1

Where w(k) is the encrypted watermarking informa-
tion by the improved Arnold transform.
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Step 6. Sm(1, 1) is further modified by the updated Qm,
as follows:

S
′

m(1, 1) = β × round(Qm).

Step 7. Apply the inverse SVD transform as follow:

KA
′

m = UmS
′

mV
T
m .

Step 8. Exploit the inverse LWT to obtain the water-
marked audio, described as follows:

LWT−1[KA
′

m,KD] = W
′

m(k).

Step 9. Stop the embedding process when all water-
marking information is embedded into the whole host
audio signal; Otherwise, repeat Steps 1-8.

4.2.2 Extracting Procedure

Extracting process is implemented as follows.

Step 1. Implement LWT on watermarked audio W
′′

m(k)
which suffers from some attacks.

LWT (W
′′

m(k)) = [KA
′′

m,KD
′

m].

Step 2. Obtain the low frequency coefficient KA
′′

n.

Step 3. Reconstruct KA
′′

m into Matrix KA
′′′

m, and per-
form SVD of KA

′′′

m.

KA
′′′

m = U
′

mS
′′

mV
′T
m .

Step 4. Let Q
′

m = round(S
′′

m(1, 1)/β) and D
′

m = mod
(Q

′

m, 2), and extract water-marking information ac-
cording to Equation (2):

w
′
(k) =

{
1, D

′

m = 1

0, D
′

m = 0
(2)

Step 5. Stop extracting process when all encrypted wa-
termarking information is obtained; otherwise, re-
peat Steps 1, 2, 3 and 4, and combine these infor-
mation as a whole part, named h(k).

Step 6. Apply the improved inverse Arnold transform to
h(k), and obtain the watermarking information.

We introduce a segment where the scanned size is L1 and
synchronization code is bit by bit. When the synchroniza-
tion code is extracted successfully, the watermarking in-
formation is founded accurately. However, when the syn-
chronization code is not extracted, the segment is moved
to the next bit.

5 Performance Evaluation

5.1 Experiment Settings

The simulation is implemented on Matlab programming
platform, and the test environment is set up on a per-
sonal computer with Intel(R) Core(TM) i5-4590M CPU
processor and 4.00 G RAM over Windows 7.

In the simulation, two datasets are used for perfor-
mance evaluation. The first dataset is 16bit mono WAV
audio whose sample rate is 24000 Hz, and watermarking is
64*64 bit binary image. The second dataset is twelve host
signals which are from the RWC music-genre database [8].
For the simplicity, we use DS1 and DS2 to represent the
two datasets respectively.

Furthermore, the related parameter settings are as fol-
lows: The number of bits embedded into the host audio
Nw=4096 bits, the duration of the host audio T=19s and
the data embedding payload P=215bps.

In order to comprehensively evaluate the performance
of the proposed watermarking scheme, four performance
indexes including Normalized Correlation (NC) [27], Peak
Signal to Noise Ratio (PSNR) [24], SNR and Payload are
adopted, described as follows.

5.2 Experiment Results

5.2.1 Security Analysis

We employ Mean Opinion Score (MOS) [27] and SNR to
evaluate imperceptibility of the watermarked audio sig-
nal. In particular, SNR is the objective way, while MOS
is the subjective way. The score sheet of MOS is depicted
in Table 1. In our experiment, 5 students are required to
classify the difference between the original and the water-
marked audio according to a 5-point MOS, which is de-
scribed as follows:

1) Very annoying;

2) Annoying;

3) Slightly annoying;

4) Perceptible but not annoying;

5) Imperceptible.

MOS way: Figures 2, 3 depict the original audio sig-
nal and embedded audio signal in the dataset DS1
respectively. We can observe that the difference be-
tween the original signal and the embedded signal
is not very obvious. However, as shown in Table 2,
MOS can be used to prove indistinguishable. In Ta-
ble 2, the average of MOS for the tested audio ex-
cerpts in the dataset DS1 is 4.77. It means that
the watermarked audio and the original audio in the
dataset DS1 are perceptually indistinguishable. Sim-
ilarly, as illustrated in Table 3, the average of MOS in
the dataset DS2 is higher than that in DS1. It means
that it is more difficult for the large-scale dataset to
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perceptually distinguish the original audio and wa-
termarking audio. The comparison results demon-
strate that the proposed algorithm can enhance the
security efficiently.

Figure 2: Original audio signal (DS1)

Figure 3: Watermarked audio signal (DS1)

Table 2: MOS of the watermarked audio (DS2)

Student 1 2 3 4 5
MOS 4.83 4.87 4.85 4.79 4.85
Average 4.838

Table 3: MOS of the watermarked audio (DS1)

Student 1 2 3 4 5
MOS 4.7 4.78 4.82 4.69 4.88
Average 4.77

SNR way: Figures 4, 5 show the relationship between
SNR and quantization step in the dataset DS1 and
DS2 respectively. We can observe that the minimum
SNR in DS1 is higher than 20 dB, and the minimum
SNR in DS2 is higher than 32 dB.

In summary, SNR and MOS results demonstrate that
the imperceptibility of the proposed algorithm is up
to the regulated standard. This is because we embed
the synchronization code into the host audio by using
the Quantization Index Modulation (QIM) to achieve
the blind extraction of watermarking.

Figure 4: SNR of the proposed method in DS1

Figure 5: SNR of the proposed method in DS2

5.2.2 Robustness Analysis

Several attacks are used to investigate the performance of
the proposed algorithm, including cropping, resampling,
filtering attack, white noise and MP3 compression. In
the simulations, we use [29, 35] as the comparison al-
gorithms. Figures 6, 7, 8 and 9 represent the robust-
ness test results of the proposed algorithm in DS1 and
DS2 respectively. Here, C1, C2, R1, R2, L1, L2, G1,
G2, M1 and M2 represent Cropping (500 bits), Copping
(1000 bits), Resampling (2kHz-C3kHz-C2kHz), Resam-
pling (10kHz-4kHz-10kHz), Low Pass (19.2 KHz), Low
Pass (20.4 KHz), Gauss Noise (SNR 11 dB), Gauss Noise
(SNR 13 dB), MP3 Compression (64 kbps) and MP3
Compression(80 kbps) respectively. We can observe that
in different datasets, the proposed BAWA-SL obtains
higher NC and PSNR than the comparison algorithms. It
indicates explicitly that BAWA-SL improves the robust-
ness more dramatically and effectively. This is because
we apply LWT instead of traditional wavelet transform
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or discrete cosine transform to embed the synchroniza-
tion code into low frequency coefficient of LWT domain
and the low frequency coefficient into maximum singu-
lar value by leveraging SVD to improve the robustness of
BAWA-SL.

Figure 6: NC comparisons in DS1

Figure 7: PSNR comparisons in DS1

Figure 8: NC comparisons in DS2

Figure 9: PSNR comparisons in DS2

5.2.3 Payload Analysis

Tables 4, 5 show the payload comparison results of dif-
ferent algorithms in two different datasets respectively.
We can observe that compared with the other algorithms,
the proposed BAWA-SL algorithm can obtain the biggest
payloads in both datasets. The proposed BAWA-SL can
play a significant role in finding the promising solutions.
From the above comparison experiments, we conclude
that BAWA-SL can protect copyright information against
being compromised and invaded effectively and efficiently.

6 Conclusion

In this paper, a novel robust blind audio watermarking
algorithm based on the improved SVD and LWT domain
synchronization code, called BAWA-SL, is proposed to
protect the copyright of products. We embed the syn-
chronization code into LWT domain to resist several syn-
chronization attacks and SVD is used to acquire singular
values to improve the robustness of BAWA-SL more ap-
parently. We further develop an improved watermarking
encryption based on cat map and Arnold transform to
improve the security of audio information. Experimental
results demonstrate that the security of watermarking in-
formation gets promoted drastically more than five times
than the chosen benchmarks. Moreover, our algorithm’s
payload and SNR are much higher than several main-
stream algorithms. In summary, the BAWA-SL is feasi-
ble and promising for addressing copyright protection for
digital audio data.
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Table 4: Payload comparison in DS1

Reference Method Payload(bps) Synchronization code
Lie [22] Amplitude modification 43.1 Adopted
Bhat [3] DWT– SVD 45.9 Adopted
Lei [9] DCT–SVD 43 Adopted
Wu [33] QIM–DWT 172.41 Adopted
Ozer [26] STFT–SVD 32 Not adopted
Wang [32] FFT–RSVD 187 Not adopted
BAWA-SL LWT–SVD 215 Adopted

Table 5: Payload comparison in DS2

Reference Method Payload(bps) Synchronization code
Lie [22] Amplitude modification 62.1 Adopted
Bhat [3] DWT– SVD 76.8 Adopted
Lei [9] DCT–SVD 59 Adopted
Wu [33] QIM–DWT 216.38 Adopted
Ozer [26] STFT–SVD 48 Not adopted
Wang [32] FFT–RSVD 231 Not adopted
BAWA-SL LWT–SVD 297 Adopted
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