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Abstract

Tenant separation mechanism paly an important role
for cloud computing to be offered as a third-party ser-
vice, so the tenants’ confidence in security and effective-
ness is critical to the promotion of cloud comput ser-
vices.However,tenants in a third party can hardly partic-
ipate in the the construction and management in cloud
conputing service, which make it difficult for the ten-
ants to establish trust sense of separation mechanism in
cloud.The paper manily proposes the transparent separa-
tion mechanism of trusted cloud tenants,and transforms
tenant separation mechanism and tenant transparency re-
quirements into information flow between different secu-
rity domains in the cloud computing system, and then
defines the cloud tenant separation mechanism and the
inter-domain information flow policy control mode,finally,
proves that the defined cloud tenant separation mecha-
nism is secure and effective by non-interference theory.

Keywords: Cloud Computing Systems; Inter-Domain In-
formation Flow; Tenant Separation Mechanism; Trans-
parency

1 Introduction

Cloud computing provided by cloud service provider
(CSP) for multiple tenants, is a kind of resource-reusing
service [6,14] to share the computing resources, so the ef-
fectiveness and security of tenant separation service will
be key premise of acceptance by tenants.The so-called
tenant separation refers to prohibiting every information
flow from flowing in the tenant security domain, to en-
sure data against the interference or detection [1,7] by
other tenants in cloud computing system. There are many
measures to deal with the issues of tenant separation so
far, such as network separation mechanism, virtual ma-
chine technology, access control, security audit, security
monitoring, storage and communication encryption and
so on [2,5,6,9].

The tenants’ confidence in the cloud security and effec-

tiveness is critical to accept and adopt to cloud comput-
ing services. To some extent tenants separation measures
may enhance the confidence of the tenants, however, ten-
ants can not fully build enough confidence only rely on
those measures, beacuse they have few opportunities to
take part in the construction,operation and management
of the infrastructure of cloud computing. If we can estab-
lish a transparent mechanism that tenants can also com-
prehend the principle,implement and manager the tenant
separation mechanism [8,10,12,15-17,21], they may be
more willing to believe the mechanism in cloud comput-
ing system. Therefore, many researchers have focused on
how to achieve credible cloud services through a transpar-
ent mechanism.

However, those transparency mechanisms mainly fo-
cuse on some attributes evaluation, measurement, repu-
tation and verification to establish a sense of trust. It is
is essentially kind of black box testing not to involve any
principle and details of performance and functions, but to
evaluate those attributes of the cloud computing services.
So those mechanisms can not meet security requirements
of the tenants.

The paper proposed a method that provides internal
details of measurement and verification of cloud tenant
separation mechanism for tenants to achieve security and
effectiveness. The purpose of the transparency of cloud
tenant separation mechanism is to make the tenants get
sufficient information about the mechanism, such as the
related policy and running process information, which is
essentially a kind of information flow among the security
domains, so that tenants can measure and validate its
security at any time.

In order to achieve the above target, the paper studies
on cloud tenant separation mechanism and the require-
ment of tenants transparency based on the information
flow of different domains, and integrates them based on
the inter-domain information flow control policy in cloud
computing systems, then establishes cloud tenant sepa-
ration mechanism for transparency requirements; more-
over, this paper also uses the theory of non-interference
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of information flow, and proves that the proposed cloud
tenant separation mechanism is secure and effective by
non-interference theory.

2 Related Research

The credible assurance of cloud tenant separation mecha-
nism can be studied from three aspects: Trusted comput-
ing platform technology; Software architecture and code
size, and Tenant transparency and control requirements.

1) Trusted computing platform technology is based on
the hardware password module (TPM), the trusted
software stack (TSS), and trusted network connec-
tion (TNC), to protect the integrity of the cloud
tenants separation. In this scheme, the cloud com-
puting system start from a credible initial state to
ensure the operation state in the whole service pro-
cess in line with expectations [3,10,11,15,19-21] by
the chain of trust, attestation, trusted storage and
trusted network and credible assurance mechanism.
It does not regard tenants as the object of credible
assurances based on trusted cloud tenants separation
mechanism, and it is implemented in CSP.

2) Software complexity is an important factor affecting
the software reliability, and it include the complexity
of structure and the software code size. Generally,
more scale of software code will lead to more defects
and security vulnerabilities, and its credibility will
be low. Therefore, reducing the size of the code is an
important method to improve the credibility of cloud
computing [18]. Howerver, the size of the code can
not be decreases infinitely for cloud computing with
integrated service platform, but this set in one of the
various components, therefore, reducing the complex-
ity of the software structure has become a meaning-
ful research direction. According to the Murray [13],
the size of software interface and code is a major rea-
son of more software errors. Like the trusted tenant
separation mechanism, the cloud tenants separation
mechanism based on software structure and code size
is also not related to tenants. It only uses unilateral
credibility guarantee of CSP to improve the security
operation of cloud service systems.

3) The cloud tenants separation mechanism based on
tenants transparency requirements and controllable
requirements overcomes the limitations of the pre-
vious two methods. It aims at the tenants’ cred-
ible requirements and truly improves the tenant’s
confidence and trust. Cloud computing service is
a third-party service mechanism. That is, the con-
struction and management of the system is gener-
ally undertaken by the CSP. To improve the tenant’s
confidence in the cloud service, the tenant must ac-
tually participate in the management of the cloud
service [4,17] and let the tenants know as much
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as possible about the internal strategy and opera-
tional details of the cloud tenant isolation mecha-
nism. For example: Kaufman proposes to provide
tenants with a secure application programming in-
terface (API) in the cloud computing system, so
that tenants can monitor and evaluate the cloud
computing service process themselves [17]; Other
studies have also given ways and recommendations
for improving transparency in cloud computing sys-
tems [10, 15,21]. However, these studies often fo-
cus on measuring (including self-assessment or word
of mouth) and verifying certain external attributes
of cloud services, such as some features and perfor-
mance, etc. Because the measurement method does
not involve the internal structure and strategy of the
details of cloud tenants separation mechanism, so it
is very difficult to obtain the real structure and oper-
ation status of cloud tenants separation mechanism
for tenants, and it can not meet the requirements of
the cloud tenants’ high security.

Different from the above research, this paper regards
the transparency requirement as the information flow be-
tween different security domains in the cloud computing
system. It transmits the internal policy and real-time
running informationfrom the cloud management platform
security domain to the tenants,which is a method and
means for tenants to measure and verify the cloud ten-
ant separation mechanism. At the same time, as the
measurement and verification goes deep into the inter-
nal principle and real-time status of the cloud separation
mechanism, it provides a higher confidence guarantee for
the tenant to determine whether the cloud tenant sep-
aration mechanism is credible. The main contribution
of this paper is to meet the requirements of tenants for
data transparency by transferring information flows be-
tween different security domains in the cloud service sys-
tem. A credible cloud tenant separation mechanism for
transparency requirements is proposed. In addition, this
paper proves the safety and effectiveness of the proposed
mechanism through the information flow non-interference
theory, and further improves the confidence level of the
tenant’s separation mechanism for cloud tenants. This is
another major contribution of this paper.

3 Tenant Separation Policy Mech-
anism

If there is information exchange between two different se-
curity domains, they must have common accessible ad-
dress space or communication connection between them.
Therefore, to meet the security isolation requirements
between tenants in the cloud computing platform,they
should ensure there is no cross-overlapping accessible ad-
dress space between them, and there is no direct com-
munication connection between different tenants. This
section proposes the inter-domain information flow policy
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in cloud computing to meet the requirements of maximiz-
ing cloud resource utilization and security isolation,which
is based on the resource reuse requirements and resource
management features of cloud computing.

3.1 Cloud Computing Security Domain
Division
In the cloud computing system, the computing resources

include two parts, Computing time resource and Comput-
ing space resource:

e Computing time resource can be simply calculated
by CPU computing time, including total computing
time and per unit computing time of CPU. Cloud
management platform (CMP) allocates the corre-
sponding CPU calculation time to the tenant accord-
ing to the service level agreement (SLA);

e Computational space resources include physical and
logical storage resources such as memory, disk, 1/0,
and their scope can be identified by the address space
in which the resource is located.

In order to simplify the discussion of the problem, this
paper does not consider the calculation of time resources,
and only uses the computing resource address space to
represent the cloud computing resources. Thus, the man-
agement of the computing resources of the system is repre-
sented by the management of the resource address space.
For example, if the system allocates a new virtual machine
to the tenant, it means that the computing resource ad-
dress space owned by the tenant increases; the operation
of the computing resource by the system or tenant is ex-
pressed as reading and writing the content of the resource
address space.

In a cloud computing system, a cloud computing plat-
form consists of multiple security domains, including:

1) CMP: CMP communicates with tenants and provides
services to tenants;

2) Tenant (tenant) domains: They are assigned by CMP
to the corresponding tenant according to the service
contract.

3) System resource pool (SRP): This type of resource is
managed by CMP, but may be assigned to tenants
as needed.

In any state, these three types of resources are a di-
vision of the cloud computing system address space, and
there is no overlap between them. This kind of address
space division of cloud computing reflects the security iso-
lation feature of cloud computing, but this division is dy-
namically changed. The system dynamically allocates re-
sources from the SRP to the tenant through the CMP, or
recycles the resources in the tenant domain and returns
it.
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3.2 Tenant Segregation

In this paper, M(D,—) is used to represent the cloud
computing system:

e D={P,R,T)1,T3,---,Ty,}, P is the security domain
where the CMP is located, R represents SRP, T;(1 <
i < n) is the security domain corresponding to the
tenant ;

e >C D x D to Vu,v € D, u >— v indicates that
information can flow from the security domain u to
the security domain v, or u interferes with v.

Obviously, src : C — D satisfies the reflexive relation-
ship. For the convenience, the symbol >F— means no
interference, u >F— v indicates v does not interfere with
.

Use H to represent address space set of M(D,>—),
and S to represent the state set of system M (D, >—), and
sg € S indicates the initial state of the system. According
to Section 2.1, in any state P,R,Ty,T5,--- ,T, are all a
division of H, iie. H = PURUT,U---UT,. Use the
function domh : S x D — D represents the actual address
space corresponding to the security domain in a specific
system state. The function h : S x D — 2 indicates
the security domain to which an address space belongs
in a specific state and domh : S x H — D indicates the
security domain to which an address space belongs in a
specific state, V represents the set of all possible values of
the address space H, and the function val : S x H — V
represents the value of an address in a particular state
in M(D,>—). For simplicity, we use the assignment of
70" to reset or clear an address (or device). For example,
val(s,h) = 0 means to reset or clear the address h under
state s.

A is used to express all the actions set of the system,
O is the system output set, function dom : A — D rep-
resents the security domain corresponding to each action,
step: S X A — S represents system transition function,
obs : S x D — O represents the system output observed
by a particular security domain in a certain state. s -«
represents the state reached from the state s via the action
sequence a € Ax. If € is used to represent the sequence of
empty motions, « € A, then s-¢ = s, s-aa = step(s-a, a).

The values corresponding to a particular address space
are related to the state of the system, and they may
change due to actions in the system. Without loss of gen-
erality, we assume Vs, t € S, r € H, a € A. var(s,r) =
val(t,r) = val(step(s,a),r) = val(step(t,a),r). That is:
for a specific storage address, the change in its stored
value is only related to system actions. The system out-
put observed in a security domain consists of two con-
tents: the address space range and the value correspond-
ing to each address. That is, the system output function
can be specifically defined as follows: Vd € D, s € S,
obs(s,d) = {(m,val(s,m))|¥m € h(s,d)}.
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3.2.1 Path (channel)

As D = {P,R,T1,Ts,--- ,T,} is a division of H, there
is no common accessible address space between any two
different security domains in the cloud computing sys-
tem M (D,>—), and only inter-domain communication
can be realized through channels. According to the inter-
domain communication of the cloud computing platform
Isolation requirements, there should be no information ex-
change between any two tenants, but in order to achieve
the dynamic reuse of cloud resources, each tenant should
communicate with the CMP to submit resource requests
or return unused resources to the system. To avoid the
abuse of resources, the cloud computing system prohibits
tenants from directly accessing SRP. Tenants can only
obtain or return resources through CMP.

To simplify the description of the channel, this paper
assumes that one channel only supports one-way commu-
nication. C C H x H x S is used to represent the channel
set of M (D, >—) in a specific state, ¢ =< hq, ha, s >€ C,
hy represents the source address of channel ¢, ho repre-
sents the destination address of channel c. Use src: C' —
D to indicate the source domain of the channel, that is,
the security domain of the write channel; tag : C — D
represents the destination domain of the channel, that is,
read the security domain of the channel. Support one-way
communication requirements:

Ve € C = sre(e) Ntgt(c) = ¢.

In order to meet the tenant isolation requirements, the
channel is either originated from the CMP or terminated
at the CMP, that is Ve € C' = sre(c) = PV itgt(c) = P.

At the same time, all tenant security domains must be
under CMP management, namely: Yu € D—P =3 ¢; =<
hi,ha,s >€ C Adomh(s,h1) = uN 3 ca =< hsz, hy,s >€
C A domh(s,hs) = P A domh(s, hy) = u.

3.2.2 Resource Reuse and Remaining Informa-
tion Protection

The channel proposed in Section 2.2.1 and its rules can
prohibit explicit information flow between tenant security
domains, but the resource reuse mechanism of cloud com-
puting may still lead to implicit information flow between
tenant security domains. For example: If the storage re-
sources returned by a tenant to the system are not cleaned
up and assigned to the next tenant, the information re-
maining on these storage resources will be observed by
other tenants.

In order to eliminate this implicit information flow be-
tween tenant security domains under the resource reuse
mechanism, the system needs to meet the following re-
source management requirements:

Requirement 1: Vr € H, domh(sg,r) = R =
val(sg,r) = 0;
Requirement 2: Vs € S, Vr € H, a € A,

domh(step(s,a),r) # domh(s,r)Adomh(s,r) = R =
dom(a) = P.
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Requirement 3: Vs € S, Vr € H, a € A, then:
domh(step(s,a),r) # domh(s,r)Adomh(s,r) # R =
domh(step(s,a),r) = P A wval(step(s,a),r) = 0 A
dom(a) = P.

Requirement 1 indicates that all address spaces in the
SRP must be emptied when the system is initialized; Re-
quirement 2 states that all resources must be retrieved
from the SRP by the CMP and assigned to the tenant;
Requirement 3 states that the resources in the cloud com-
puting are either continued to be used by the tenant, or
reclaimed by CMP and returned to SRP after being emp-
tied.

3.2.3 Tenant Transparency Mechanism

The tenant transparent mechanism means that the status
information in the CMP should be as transparent as pos-
sible to the tenant without violating the tenant isolation
mechanism. The status information in CMP can be di-
vided into three categories: Type 1 status information is
closely related to the privacy protection of all tenants and
cannot be open to any tenant. Once opened, the tenant
will be informed of other tenants’ information; the second
type is independent of the specific tenant privacy and can
be open to all tenants. For example, the version infor-
mation of the basic software used in the cloud computing
infrastructure; the third type is related to a specific tenant
and can only be opened to the corresponding tenant. Use
P, = {Pu, Pr,T1r,Tor, -+ , Ty} to represent a division
of P, where:

e P, represents Type 1 status information and cannot
be open to any tenant;

e P, indicates Type 2 status information, which can be
read for all tenants, but no tenant can change it;

e T;.(1 < i < n) represents the third type of status
information, that is, only open to Tenant i, Tenant ¢
can read or change its status.

Channels can be used to implement tenant trans-
parency mechanisms, such as using a source-originated
CMP channel to provide tenants with system state infor-
mation they want to know and allow to know.

The channel can be used to implement the tenant
transparent mechanism, for example use a source sent in
the CMP channel to provide tenants with the system sta-
tus information that they want to know and admit to
know. Using the function b: S x H — P; to indicate that
an address space in the CMP belongs to a region in P,
we have the following rules:

Rule 1. Ve =< hy,hy, s >€ C = b(s,hy) & Pyy;

Rule 2. Ve =< hy,ha,s >€ C Ab(s,hy) € Ty =
domh(s, ha) € Ty;

Rule 3. Ve =< hy,ha,s >€ C A domh(s,he) € T, =
b(s,h1) € Tjr U Pp;



International Journal of Network Security, Vol.21, No.5, PP.719-727, Sept. 2019 (DOI: 10.6633/1JNS.201909-21(5).02)

Rule 4. Ve =< hy,hs,s > C A domh(s,hy) € T; =
b(Sth) € ET,

Rule 5. Vi,j,1 <i<n, 1 <j<n,i#j= T NTj =
0.

Rule 1 means that it is not possible to have a channel
source in an area of the CMP that is not open to ten-
ants; Rule 2 indicates that a channel can only terminate
in the tenant security domain if it originates in an area
of the CMP that is only open to specific tenants.; Rule 3
means that if a channel terminates at a tenant, it either
originates from an area in the CMP that is open to all
tenants, or originates from an area that is only open to
that tenant; Rule 4 means that if a channel source orig-
inates in a tenant security domain, it must terminate in
an area of the CMP that is only open to specific tenants.
Rule 5 indicates that there is no intersection in the CMP
that is open to different tenants.

4 Feasibility Analysis and Verifi-
cation

4.1 Feasibility Analysis

The cloud tenant separation strategy stated above is fea-
sible and reasonable in technology. First, the main dif-
ficulty of the tenant security domain in isolation mecha-
nism lies in the security isolation between resources occu-
pied by different tenant security domains on the shared
platform. For example, virtual machines assigned to ten-
ants, storage resources, and network resources have no
overlapping intersections with other tenants. Because vir-
tual machine technology only achieves isolation between
virtual machines, however, each tenant may have multiple
virtual machines at the same time. Therefore, Virtual Lo-
cal Area Network (VLANSs) and other technologies are re-
quired to implement identification and isolation between
virtual units of different tenants, take 802.1Q for exam-
ple, it may need to be implemented in the storage system
through security mechanisms for the isolation of tenant
storage resources, such as access control and data encryp-
tion. In a shared network of a cloud computing platform,
VPN is an optional mechanism to achieve separation of
different tenants.

Second, it is the feasibility of the remaining informa-
tion protection. When cloud computing resources are re-
allocated, we clear the reclaimed resources to avoid indi-
rect traffic between tenant domains in Section 2.2.2, in
order to achieving the remaining information protection
for computing resources, different types of cloud com-
puting services faces a different difficulty, for example,
infrastructure-as-a-service (IaaS) and platform as a ser-
vice (PaaS), After the tenant returns the virtual machine,
the CSP can clear the computing resources by deleting,
re-creating, or cloning modes; however, after the tenant
returns the computing resources, it is more difficult for
the CSP to clear the related resources for software as a
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service (SaaS), the reason is that these tenants may have
an impact on the state of the underlying system platform
during using resources, and these effects are difficult to
be cleared by system restart, because there may be other
tenants using these platforms, it is necessary to provide
support at the service-related application level of SaaS,
and clean up or empty the relevant status after the ten-
ant returns the service resources.

Again, the performance of the remaining information
protection mechanisms. During the process of clearing the
storage resources,such as the disk returned by the tenant,
the emptying of the disk involves rewriting the returned
disk space (otherwise, the information about the former
tenant is also saved on the disk). The writing process of
ordinary disks (such as SATA and SAS disks) is extremely
time consuming; this dynamic multiplexing mechanism of
disk resources will result in a large amount of disk rewrit-
ing behavior for a large number of tenant services in a
cloud computing system, while disk IOPS (The number of
reads and writes per second is a major factor affecting the
overall performance of the cloud computing system). The
system’s emptying of the disk during the emptying of stor-
age resources,such as disks returned by the tenant involves
rewriting disk space (otherwise, the information about the
former tenant is also stored in Disk), ordinary disk (such
as SATA and SAS disk) write process is extremely time-
consuming; disk resources, this dynamic reuse mechanism
will lead to a large number of disk rewriting behavior, and
Disk Input and Output Per Second (IOPS) is a major fac-
tor affecting the overall performance of cloud computing
systems. To solve this performance problem, you can use
disk asynchronous clear mode, the so-called asynchronous
disk emptying means: after the disk storage resource is
returned, the system marks this part of the disk space as
"not cleared”. All disk storage resources whose status is
“not cleared” cannot be reassigned to the tenant. The sys-
tem processes the "uncleared” disk storage space through
a special asynchronous process. The asynchronous pro-
cess rewrites the corresponding disk space by utilizing the
system idle time slice without affecting the overall perfor-
mance of the cloud computing service. The disk space
can be reassigned to the tenant only after being emptied;
to ensure that the asynchronous disk storage mode works
properly, the CSP needs to allocate a certain amount of
redundant disk space.

Finally, it is the channel and the corresponding ten-
ant transparency mechanism. As a communication carrier
between the security domain and the CMP, the channel
needs to undertake the transmission of certain manage-
ment commands, such as the management commands sent
by the Hypervisor to the virtual machine, and also the
data transfer between the security domain and the CMP.
For the former, it is often reflected in the virtual system,
such as Event Channel and Hypercall in Xen; for the lat-
ter, the main consideration should be the confidentiality
and integrity of data transmission.

Therefore, VPN is a good solution. On the basis of
ensuring the confidentiality and integrity of the transmis-
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sion information, the feasibility of the transparent mecha-
nism is mainly focused on the relevant information of the
CMP, such as the tenant virtual machine running status
and current. The encapsulation of the implemented secu-
rity policy should ensure the reliability and verifiability
of this information. In response to this problem, vIPM
based on the combination of trusted computing and vir-
tualization technology will be a feasible solution. CMP
collects current virtual machine running status informa-
tion from different virtual machines, passing through the
vTPM of the virtual machine. After the AIK is signed, it
is aggregated to the CMP for verification, encapsulation
and re-signing with the AIK of the CMP, and then sent
to the tenant via the channel, ensuring the reliability of
these transparency information.

4.2 Prototype System Validation

Figure 1 is a schematic diagram of the prototype system,
verifying several key techniques proposed in this paper. In
Figure 1, the cloud computing environment provides ser-
vices for tenants consists of three parts: CMP, compute
cluster, and storage cluster. The compute cluster mainly
assumes the operation of the virtual machine, while the
storage cluster mainly provides storage service for the vir-
tual machine. The separation mechanism proposed in the
prototype system is mainly reflected in the following as-
pects:

1) Virtual machines (groups) that provide services for
different tenants are isolated using VLAN technol-
ogy to meet the separation mechanism of the tenant
security domain.

2) Use of access control technology to ensure that dif-
ferent virtual machines (groups) between the physi-
cal storage access control, to achieve the separation
of storage resources;

3) The tenant uses the VPN to connect to the exter-
nal interface of the CMP to use the cloud computing
service, which is a kind of separation of the tenant
space;

4) In the storage cluster, based on the parent-child and
COW (copy-on-write) mechanism, the storage clus-
ter can realize the initial allocation, recovery and re-
distribution of disk resources, and also consider the
asynchronous clearing of the disk, and realize protec-
tion of the remaining information;

5) The channels in the cloud environment are reflected
in the VPN connection between the tenant and the
CMP, and the management of the virtual machine by
calling the Event Channel.

6) CMP collects the current transparency certificate
from the virtual machine, and provides it to the ten-
ant along with the cloud computing service after en-
capsulation. This is the embodiment of the trans-
parency requirement of the prototype system.
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5 Safety Analysis

To prove the security separation and protection capabil-
ity of tenant’s information flow between the security do-
mains, the non-interference theory is undoubtedly a good
method. However, when using the non-interference theory
tools and methods to prove the security effectiveness of
the tenant isolation mechanism in cloud computing ser-
vices, it is necessary to fully consider the specific char-
acteristics of the cloud computing service, such as the
dynamic multiplexing capability of resources.

The definition of non-interference is used in the infor-
mation security field to describe the interference relation-
ship between security domains, that is, the information
flow between different security domains. If any action of
the security domain v does not make the security domain
v aware, i.e., these actions of u do not change the sys-
tem output that can be observed by v, then u means no
interference to v.

We will show that the tenant separation mechanism
given is safe and effective in Section 2. Firstly, Mey-
den’s TA-security theorem [18] is presented before con-
crete proofs are given.

For M(D,>—), u € d, a € A, « € A*, function ta,
definition:

1) tay(e) =eq;
2) If dom(a) >F— wu, then ta,(ca) = (ta,(a);

3) If dom(a) >— w,
tadom(a) (a)v a)'

then ta,(aa) = (tay(a),

Meyden gives a system security definition based on above
theory: in system If M(D,>—), for Yu € D, Va € A*
and o/ € A*, if ta,(«) = ta, (o), there are obs(u, sg-a) =
obs(u, sg - '), then the system M (D, >—), is ‘TA-* safe
to the strategy >—. The following theorem of system
security decision is also given [18].

Theorem 1. If there is weak unwinding in system
M (D, >—) about the strategy >—, then M (D, —) is ‘TA-
‘ safe about the strategy >—. Wherein, the weak unwind-
ing of the system M (D,>—) on the strategy refers to the
relationship family ~,, about D that satisfies the following
conditions:

1) If s ~y, t, then obs(u, s) = obs(u,t); (Output consis-
tency, referred to as OC);

2) If s ~y t, and s ~gom(a) t, then s-a ~y t-a (Wedk
Single-step Consistency, referred to as WSC);

3) Ifdom(a) >F— u, then s ~y s-a. (Local Recognition,
referred to LR).

Unless otherwise stated, the system M (D, >—), men-
tioned later in this paper refers to the cloud computing
system that satisfies the various definitions, requirements
and rules of Section 2.

First, we give the definition of inter-domain informa-
tion flow for cloud computing system M (D, >—),.
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Figure 1: Schematic diagram of the prototype system

Definition 1. The set of inter-domain information flows
in the cloud computing system M (D,>—) is defined as
follows:

1) F =¢;
2) If Ve =< hy,ha,s >€ C, then F = FU{| <
hlahQaS > I};

3) If f =| < hi,ha,s > |, fa =] < hg,hz,s >|€F,
then F' = FU{| < hq,h2,s > |}.

wherein, f = | < hi,ha,s > | € F, hyrepresents the
source address of the information flow f, and ho repre-
sents the destination address of the information flow f.

Definition 2. The inter-domain interference relation-
ship in cloud computing system M (D, >—) is defined as:
Yu,v € D, u>— v ifand only if (3 f)(f =| < h1,ha,s >
| € F'Adomh(s,h1) = domh(s,hy) =v).

Lemma 1. In Cloud computing M(D,>—), for Vs € S,
r € H, if domh(s,r) = R, then val(s,r) = 0.

Proof. 1t can be proved from Requirements 1 to 3 in Sec-
tion 2.2.2 by the recursion method (The proof is abbrevi-
ated). O

Lemma 2. In Cloud computing system M(D,>—), for
VYa € A, u € D— P, if dom(a) >F— u, then dom(a) # P.

Proof. All tenant security domains must be managed by
CMP according to the assumptions in Section 2.2.1, i.e.:
Yu € D— P =3 ¢; =< hy,ha,s >€ C Adomh(s,hy) =
P A domh(s, ha) = u. Therefore, if dom(a) >F— u then
there must be dom(a) # P. O

Lemma 3. In Cloud computing system M(D,>—), for
Yu,v € D—P,u>—>v=u=nwv.

Proof. Yu,v € D — P, u>= v, (3 f)(f =| < h1,ha,s >
| € F Adomh(s,hy) = domh(s,hs) = v) according to
Definition 2. Suppose there is at least one channel be-
tween u,v,u # v; Yc € C = src(c) = PV tgt(c) = P,
u,v must pass the information through P according to
channel properties in Section 2.2.1, so there is a flow of
information:

u>—>P>—> - >— 0.

First consider the simplest case, u >— P >— v, as u >—
P,>c; =< hy,hl, s > C Adomh(s, h}) = P. According
to Rule 4 of Section 2.2.3, there is b(s, b)) € Ty,; as P >—
v, there is ¢y =< hb, he,s >€ C A domh(s,hy) = P A
domh(s,hy) = v; according to Rule 3 of Section 2.2.3,
b(s,hy) € Ty U P.. According to Rule 5 of Section 2.2.3,
since u # v, Tyr N (Tyr UR) = ¢, s0 b(s, h})Nb(s, hy) = ¢
and u >— P >— v contradict, and so u = v. Recursive
launch when: v >—> P >—t; > P >ty > P >—
v, t;, €ED—P, 1 <i<n,thenu=1%t =ty =--- =
tn, = 0.

Lemma 3 indicates that no information can pass
through any channel between any two tenant security do-
mains. O

Lemma 4. In Cloud computing system M(D,>—), for
u,v € D, thenu # v, u >>v=>u=PVv=P.

Proof. Suppose u # P Av # P, for u >— v, according to
Lemma 3, there is u = v and u # v contradict, therefore,
the hypothesis does not hold. O

Lemma 5. In Cloud computing system M(D,>—), for
Ya € A, Vs,t € S, u € D: obs(s,u) = obs(t,u) A
obs(s,dom(a)) = obs(t,dom(a)) = obs(step(s,a),u) =
obs(step(t,a), u).
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Proof. According to the definition of function obs(:) in
Section 2.2, obs(+) is determined by the range of domain
address space and its corresponding value, obs(s,u) =
obs(t,u) means that the security domain u has the same
address space range and each address has the same value
under the states s and t.

e When dom(a) >— u, ie.: action a will neither
change the address space range of u nor change the
value of each address, so there is that is, action a does
not change the address space of u, nor change the
corresponding value of each address, so: obs(s,u) =
obs(t,u) = obs(step(s,a),u) = obs(step(t,a),u);

e When dom(a) — u, according to Lemma 4, there are
three cases:

1) If dom(a) = u, dom(a) is an address of read-
ing and writing operation, a will not change the
address space range of u. As assumed in Sec-
tion 2.2, for Vs,t € S, r € H, a € A, va; (s,r) =
val(t,r) = val(step(s,a),r) = val(step(t,a),r),
therefore: obs(step(s, a),u) = obs(step(t, a), u);

2) If dom(a) # u, dom(a) = P, dom(a) is resource
management class, at this time dom(a) = P,
and a allocates resources for u or reclaims re-
sources from w. In this case, a will change the
address space range of u, but will not change the
value of each address. According to Lemma 1,
if it is a newly allocated resource, its address
space has a value of ‘0’. If the resource is
reclaimed, the remaining address space values
will not change. Therefore, in the states s
and t, after the action a is completed, the ad-
dress space range of u and the value correspond-
ing to each address remain the same, namely:
obs(step(s, a),u) = obs(step(t, a),u);

3) In Case dom(a) # u, u = P, dom(a) read
and write Ty, (a)r, Teport the third category of
information in the tenant transparency mech-
anism, as obs(s,dom(a)) = obs(t,dom(a)), so
action a reports the same state information in
dom(a) to Tyom(a)r Without affecting the values
of other address spaces in P; under the states of
s and t, so obs(step(s,a),u) = obs(step(t,a),u).

O

Theorem 2. Cloud computing system M (D, >—) about
the strateqy “>—7" is ‘TA-’ safe.

Proof. To prove that M (D, >—) is ‘TA-’ safe with respect
to the strategy “>—", according to Theorem 1, it must be
proved that M (D, >—) has a weak unwinding about the
strategy “>—" to satisfy OC, WSC and LR requirements.

e Define the relationship family D ~, with respect to
D for M(D,>—), which is s ~, ¢t if and only if
obs(s,u) = obs(t,u), obviously, OC is satisfied.
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e According to Lemma 5, there is obviously s ~, t A
8 ~dom(a) t = step(s,a) ~y step(t,a), that is, WSC
is satisfied;

e Finally, we need to prove LR, i.e., dom(a) >F—
u = 8§ ~, step(s,a). As dom(a) >F— u, and
known in Lemma 2 that dom(a) # P, so dom(a)
does not change the u address space range; also for
dom(a) >F— u, so dom(a) does not change the value
of uw’s address space. Comprehensive analysis of the
above, obs(s,u) = obs(step(s,a),u). In accordance
with the definition of ~,, there is s ~, step(s,a),
that is, LR is satisfied.

O

6 Conclusion

The research on the trust guarantee of the cloud tenant
isolation mechanism includes multiple levels, including in-
tegrity guarantee for the system operation process, formal
description and proof of the tenant isolation mechanism
strategy, tenant transparency and controllability guar-
antee, tenant trust evaluation and Pass the calculation
model and other aspects.Based on tenant transparency,
this paper treats tenant transparent requirements as a
kind of information flow between the cloud computing
platform and the tenant security domain, and integrates
this information flow into the tenant isolation mechanism
as part of the tenant isolation mechanism. Policy rules to
achieve a formal description of the transparency require-
ments, and the validity of the relevant tenant isolation
model. This method of transforming the abstract system’s
credible requirements into specific formal rules is an inno-
vation, which provides reference and reference for similar
research in the future.
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