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Abstract

With the fast evolution of digital data exchange, secu-
rity is the main concern in today’s world. It is important
to secure data from uncertified access, security informa-
tion becomes essential in information and data storage,
and transmission over open networks such as the Internet.
The traditional algorithms face some drawbacks of little
key-space and poor security. This paper proposes a new
way to encrypt data on the basis of the binary form which
is considered the simplest form of data that is consisted of
zero and one. This new system converts the target mes-
sage into zero and one and then swap the bit value from
one to zero and from zero to one by using mathemati-
cal equations built on the truth table in which the secret
key and the target message are the main elements. This
algorithm is characterized by a secret key that has an un-
limited length and a sub-secret key added to the system.
The use of the sub-secret key helps to generate a differ-
ent encrypted message every time even if the same secret
key, the sub-secret key, and the same plain-text are used,
which increases the confidentiality and strength of the
system. This system provides all the demands of secrecy
and strength to confront the intruders with high efficiency
and has high-security analysis such as key space analysis,
statistical analysis. For example, if the secret key is cho-
sen as 1 MB length that means a number of trials equal
to 28388608 to estimate it, which is considered very large
to be adequate to safeguard information and data that is
encrypted by the proposed encryption system against any
attacks. Therefore, the proposed system can be used to
secure any software applications.

Keywords: Encryption; Decryption; Information Secu-
rity; cryptography

1 Introduction

The science of cryptography is the science of coverage
and verification of information. Often referred to as ”the
study of secret” when data exchanged over the Internet,
networks or other media. It’s the technique of protecting
data and information from non-authorized access [7] by
transforming it into a non-readable format, called cipher-
text.

Only those who have the secret key of the encryption
system can decrypt the encrypted message and return it
to a readable format. It includes algorithms, protocols,
and methodologies to secure prevent or delay unapproved
access to sensitive information and to enable verifiabil-
ity of every component in the communication. A crypto-
graphic algorithm, which is also known as a cipher, could
be the mathematical function or equation used for en-
cryption and decryption [3].

Generally, data decryption process is similar to the
data encryption process, but in a reversed way. Encryp-
tion/Decryption protects data and information from be-
ing hacked by the hacker [4]. Encryption/Decryption is a
security system where cipher or encryption algorithms are
executed together with a secret key to encrypt/decrypt
data so that they are unreadable in the event that they
are intercepted [6].

With a dramatic increase in the number of Internet
users around the world, the need to protect data, infor-
mation, and multimedia on the Internet has become a
high priority. Most operations in governments, military
installations, financial institutions, hospitals, and private
companies deal heavily with data that is in the form of
an image or multiple media, most encryption algorithms
today are based on text-only data [19]. Encryption of
Digital Image is a beanch of software encryption and has



International Journal of Network Security, Vol.21, No.4, PP.690-698, July 2019 (DOI: 10.6633/IJNS.201907 21(4).18) 691

become very important to prevent and thwart any at-
tack on them to obtain information without prior autho-
rization. Min-Shiang Hwang [11] proposed a new secure
cryptographic system built on the Merkle-Hellman pub-
lic key cryptographic system (knapsack public-key). This
method proposes a new Permutation Combination Algo-
rithm.

Gilhorta and Singh [18] proposed the plaintext is con-
verted to a floating number in a range from 0 to 1 and
then this floating number converted to binary code and
by using a secret key it is converted to encrypted binary
code. Animesh Hazra et al. [8] present a brief review of
using DNA as a method of cryptography in real time im-
plementation. Li-Chin Huang and Min-Shiang Hwang [9]
proposed a study of data hiding in medical images.

Mohamed Rasslan et al. [15] presented a public model
to execute any cryptographic algorithm by way of a
parallel- pipelined design. Ali E. Takieldeen et al. [20]
suggested a method of cryptography which uses the im-
age as a public key and random integers as a private key
which is used to permutate the image. Lihua Liu et al.
[13] designed a cryptographic system of private broadcast
encryption to encrypt a plaintext or a message for multi
recipients and hide the recipients identities. Cheng-Chi
Lee and Min-Shiang Hwang [12] designed a new convert-
ible authenticated encryption scheme built on the ElGa-
mal cryptosystem. Said Bouchkaren and Saiida Lazaar
[2] proposed some tests concentrate on the randomness
of tests and on differential cryptanalysis Managed on the
CAES (Cellular automata Encryption System).

In this paper, a modified cryptographic algorithm sys-
tem based on binary codes (0,1) is designed by using
mathematical equations [5]. The main idea of this al-
gorithm is converting 0-bit value to 1-bit value and 1-bit
value to 0-bit value by using a mathematical equation de-
pends on the bit values of secret key and target message
by using logic functions. The target message is divided
into bytes each of which is composed of 8 bits. The secret
key length is modified to be equal to the target message
length. Changing the value of the bits depends on a truth
table in which the secret key and target message act as
main elements. Each person who receives the message
has their own sub-secret key. This key is composed of
two parts; the first part is a value that points to where
the first place of a dummy bit is added to each byte in
the encrypted message, and the second part is also a value
that points to where the second place of a dummy bit is
added to each byte in the encrypted message.

The values of these two dummy bits are generated ran-
domly by the system. Finally, the system generates a
different encrypted message every time even if the same
secret key, the sub-secret key, and the same plaintext are
used several times because of each byte contains two bits
have random values. The decryption procedure is similar
to the encryption procedure in processing but in reverse
order starts by removing the previously generated random
dummy bits and then decrypting the message. The pro-
posed algorithm system can regenerate the original binary

data byte with no loss or lack of data during and after the
encryption or decryption process. By using unlimited se-
cret keys length, and a sub-secret key is owned by each
person who receives the encrypted message, the algorithm
is more secure and it’s hard to guess the key value or be
attacked.

The proposed algorithm has been tested and compared
with other recent algorithm and it was fast, simple and
flexible enough. Validation of the new algorithm security
requirements have been applied and it has been suitable
for using it in many software applications.
The second section demonstrates the proposed algorithm
(CryptoBin), the third section discusses the architecture
of the algorithm system, the proves of the strength, the
performance and security analysis for CryptoBin based
system and its results. Finally, the conclusion will be
introduced.

2 Proposed Work

The cryptographic algorithm system for binary codes
which discussed and published after many tests and trials
to attack it found that it has some drawbacks and weak-
ness in the secret key system, and should be improved.
This article will perform a study of the CryptoBin algo-
rithm (ours) and try to explain its strength and resistance
to attacks. So that a new method for secure communica-
tion of information and multimedia encryption proposed
here. This technique contains advantages of both multi-
media (Audio, Image, and video) cryptography and nor-
mal encryption data. This article is used to achieve and
solve the problem of the weakness and drawbacks of the
former system that mentioned before and it strengthens
the secret key to be difficult to break. This cryptographic
algorithm system is called CryptoBin which deals with
Binary codes (0,1) bits.

The proposed secret key is a binary number which char-
acterized by an unlimited size of bits, the bits can be less,
equal or greater than the target message (plain text). The
algorithm system compares the bit value of the secret key
with the bit value of the target message and generates a
new encrypted message that has an equal length of the
target message. The algorithm system compares the bit
value of the secret key and the target message using log-
ical equations based on a given truth table, resulting in
the encrypted message. For example, if the bit value of
the secret key is equal to ”1”, the bit value of the target
message will change from ”1” to ”0” or ”0” to ”1”, else
if the bit value of the secret key is ”0”, the bit value of
the target message will not change and be as it ”0” is ”0”
and ”1” is ”1”.

2.1 Architecture of The Algorithm Sys-
tem

The CryptoBin algorithm consists of a secret key, plain
message, and a truth table. The secret key and the plain
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message are binary numbers, and the truth table controls
the output bit’s value (an encrypted bit).

Encryption System.
For example:
plain text = ”Hello World”
binary input = ”0100100001100101011011000110110
001101111001000000101011101101111011100100110
110001100100” secret key = ”723” in decimal form
secret key = ”1011010011” in binary form
To obtain a modified secret key to be equal to the
number of bits of the target message it should be
repeated.
Modifiedsecretkey=”101101001110110100111011010
011101101001110110100111011010011101101001110
1101001110110100”
sub-secret key = ”010110”
By using the sub-secret key, the system will generate
random values of two dummy bits and add them
to the encrypted message. The first part of the
sub-secret key points to the position of first dummy
bit will be added to each byte of the encrypted
message, the second part of the sub-secret key points
to the position of the second dummy bit will be
added to each byte of the encrypted message. In this
case, the first dummy bit position will be the third
bit, the second dummy bit position is the seventh
bit with random values.

Truth Table =

Key Msg Enc Msg
0 0 0
0 1 1
1 0 1
1 1 0

The common idea of Truth Table that if the key’s bit
value is ”0” then the encrypted bit value will be un-
changed, else if the key’s bit value is ”1” as shown in
Figure 1 then the encrypted bit value will be changed
from ”1” to ”0” or ”0” to ”1”.

Figure 1: One-byte encryption

The Plain Message

The Secret Key

The Encrypted Message

The sub-secret key is ”010110”
Encrypted Message After adding Dummy Bits

EncryptedBinary=”1111110100010010100000110110
110100110000100101011110011001001000101111101
01010010100000011011000100111111111101100100”

Decryption System.
For Decrypting the same example:
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EncryptedBinary=”1111110010001000010101110010
001010111100100101001011101001010100001111001
011111111010000”
secret key = ”723” in decimal form
Secret key = ”1011010011” in binary form
sub-secret key = ”010110”

By using the sub-secret key, the system will search for
the two dummy bits that have already been added to
the encrypted message, then remove them from that
message. The first part of the sub-secret key points
to the position of the first dummy, the second part of
the sub-secret key points to the position of the second
dummy bit that has been added to each byte of the
encrypted message. In this case, the first dummy bit
position will be the third bit, the second dummy bit
position is the seventh bit.

To obtain a modified secret key to be equal to the
number of bits of the target message it should be
repeated.

Modifiedsecretkey=”101101001110110100111011010
011101101001110110100111011010011101101001110
1101001110110100”

By using the same truth table in the decryption
process the bit value of 0 changed to 1 and 1 to 0
according to the rules which added in the truth table
and Figure 2 shows a sample of a ciphered 8-bits
changed to decrypted 8-bits.

Truth Table =

Key Msg Enc Msg
0 0 0
0 1 1
1 0 1
1 1 0

Figure 2: One-byte decryption

The Encrypted Message Including Dummy Bits

The sub-secret key is ”010110”
The Encrypted Message After Removing Dummy
Bits

The Secret Key

The Decrypted message

Decryptedbinaryoutput=”0100100001100101011011
000110110001101111001000000101011101101111011
100100110110001100100”
Decrypted text = ”Hello World”
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2.2 CryptoBin Implementation

Now we propose the CryptoBin algorithm encryption by
using a simple coding language such as VB.NET. For sim-
plicity, we use a simple series of binary codes for plaintext
and secret key as shown in Algorithm 1, and 2.

Algorithm 1 CryptoBin Algorithm (Encryption)

1: ’Encryption Process
2: ’plain text = ”Hello World”
3: Diminputstr=”010010000110010101101100011011000

1101111001000000101011101101111011100100110110
001100100”

4: Dim key = ”1011010011” ’723 in decimal form
5: Dim keybit = ””
6: Dim txtbit = ””
7: Dim resbit = ””
8: Dim result = ””
9: Dim keylength

10: For x = 0 To inputstr.Length - 1 Step key.Length
11: keylength = key.Length
12: ’if no. of bits of plaintext length < no. of bits of key

length
13: If (inputstr.Length) - x < key.Length Then keylength

= (inputstr.Length) - x
14: For n = 1 To keylength
15: txtbit = Mid(inputstr, x + n, 1)
16: keybit = Mid(key, n, 1)
17: If keybit = ”0” And txtbit = ”0” Then
18: resbit = ”0”
19: ElseIf keybit = ”0” And txtbit = ”1” Then
20: resbit = ”1”
21: ElseIf keybit = ”1” And txtbit = ”0” Then
22: resbit = ”1”
23: ElseIf keybit = ”1” And txtbit = ”1” Then
24: resbit = ”0”
25: End If
26: result = result + resbit
27: Next n
28: Next x

Encryptedresult=”111111001000100001010111001000
1010111100100101001011101001010100001111001011111
111010000”

Decryptedresult=”010010000110010101101100011011
0001101111001000000101011101101111011100100110110
001100100”
We can use this code for Image Encryption also. For
example; we use an image file named ”m.png” and the
encrypted file named ”m-Encrypt.png”, Figure 3 shows
the image before and after encryption.

Algorithm 2 CryptoBin Algorithm (Decryption)

1: ’Decryption Process
2: ’Encryptedtext=”111111001000100001010111001000

1010111100100101001011101001010100001111001011
111111010000”

3: Diminputstr=”111111001000100001010111001000101
0111100100101001011101001010100001111001011111
111010000”

4: Dim key = ”1011010011” ’723 in decimal form
5: Dim keybit = ””
6: Dim txtbit = ””
7: Dim resbit = ””
8: Dim result = ””
9: Dim keylength

10: For x = 0 To inputstr.Length - 1 Step key.Length
11: keylength = key.Length
12: ’if no. of bits of plaintext length < no. of bits of key

length
13: If (inputstr.Length) - x < key.Length Then
14: keylength = (inputstr.Length) - x
15: For n = 1 To keylength
16: txtbit = Mid(inputstr, x + n, 1)
17: keybit = Mid(key, n, 1)
18: If keybit = ”0” And txtbit = ”0” Then
19: resbit = ”0”
20: ElseIf keybit = ”0” And txtbit = ”1” Then
21: resbit = ”1”
22: ElseIf keybit = ”1” And txtbit = ”0” Then
23: resbit = ”1”
24: ElseIf keybit = ”1” And txtbit = ”1” Then
25: resbit = ”0”
26: End If
27: result = result + resbit
28: Next n
29: Next x

Figure 3: Image before and after encryption

3 Performance and Security Anal-
ysis

For designing a very good encryption system, it should
be resisting all kinds of common attacks such as brute-
force attacks, the man in middle attack, dictionary at-
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tack, side channel attack, cipher-text attack, and vari-
ous attacks. Some of the security analysis techniques can
perform on the CryptoBin encrypting system while the
statistical analysis and key space are included.

The security analysis of the proposed CryptoBin en-
cryption for image encryption will be discussed in this
section, such as Histogram Analysis, Correlation between
plain images and cipher images, Information Entropy,
and Key Space Analysis to prove that the proposed en-
cryption system is effective, safe and more secure against
all common attacks. Experiments are executed by using
the ”Matlab” software. The key parameter for example;
key)Decimal = 723 or key)Binary = 1011010011. This pa-
rameter must be kept secret. The same key is used to
decrypt the cipher-images.

3.1 Statistical Analysis

To demonstrate the strength of the proposed encryption
system, a statistical analysis was performed showing su-
perior confusion characteristics and also diffusion char-
acteristics in the nature of strong resistance against all
kinds of statistical attacks. This is done by the study
of Histogram Analysis, Correlation, Key Space Analysis,
and Information Entropy between the plain images and
ciphered images [17]. Applying the statistical analysis
on the CryptoBin system demonstrated the properties of
diffusion and the superior confusion of the system that
effectively protect from statistical attacks. these results
will be shown by the histogram tests on the plain and the
ciphered images.

3.1.1 Histogram Analysis

Two techniques of confusion and diffusion may be used,
as Shannon pointed out, to defeat any strong attacks de-
pending on the statistical analysis. Histogram test is one
of Shannon methods and it is applied to ciphered images.
We have a grey-scale image (256X256) has different con-
tents, and we calculate its histogram which shows the dis-
tribution of pixel intensities of the image. The attacker
uses frequency analysis to obtain the secret key or the
plain-pixels. This attack type is called a statistical at-
tack. To prevent that statistical attack, the histogram of
the original image and histogram of the encrypted image
shouldn’t have a statistical similarity. Therefore, the his-
togram of the encrypted image should be relatively flat
or with a uniform statistical distribution, indicating the
strength and quality of the encryption system [10].

Figure 4 show histograms of image ’m.png’ before and
after encryption. Histogram of the encrypted image looks
relatively flat and with a uniform statistical distribution
and distinctive from the histogram of the original image.
Based on the experiment results above, the encryption
process turned out to return a noisy image, and also the
histograms of the previously encrypted image are very
similar to the uniform distribution, distinctive from the
original image and no statistical similarity to the original

Figure 4: Histograms of the plain image and ciphered
image

one is contained. The flat histogram in encrypted images
can make an attacker’s task very difficult to infer pixel
values or secret keys using a statistical attack. This cor-
responds to the ideal security set by Shannon, and the
encryption system resists against the known attacks [1].

3.1.2 Correlation between Plain and Cipher Im-
ages

Correlation is some of a wide class of statistical relation-
ships involving dependence, though in keeping usage it
usually identifies how close two variables are to presenting
a linear relationship together. We have analyzed the cor-
relation between horizontally, vertically, and diagonally
adjacent pixels in a wide range of normal images as well as
their encrypted images. The correlation coefficient anal-
ysis indicates the partnership among pixels in the cipher
image [14]. In the newest scheme, the correlation among
adjacent pixels is less than that of the original image.
This low correlation value between the original images
and their encryption indicates less resemblance between
them, which supplies more resistant to attacks. The Sta-
tistical correlation is a measure that states the effective-
ness of the linear relationship between two random vari-
ables. Let ’a’ and ’b’ are two random variables, each con-
sisting of n elements, the correlation coefficient of both
random variables is calculated by the Equations (1,2,3,
and 4):

rab =
cov(a, b)√
D(a)D(b)

(1)

D(a) =
1

n

n∑
i=1

[ai − E(a)]2 (2)
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cov(a, b) =
1

n

n∑
i=1

[ai − E(a)][bi − E(b)] (3)

cov(a, b) =
1

n

n∑
i=1

ai. (4)

Table 1: Correlation between both adjacent pixels in the
plain and ciphered images

Plain image Ciphered image
Diagonal 0.9358 -0.4020

Horizontal 0.9427 0.0082
Vertical 0.9858 -0.0005

From Table 1 results and the correlation charts, we no-
ticed that there is a negligible correlation between both
adjacent pixels in the ciphered image. But both adja-
cent pixels in the original image are extremely correlated.
Correlation in the encrypted images is exceptionally little
or insignificant while the suggested encrypting scheme is
utilized. Therefore, the suggested encryption system has
a great change and substitution properties.

3.1.3 Information Entropy

The information entropy is simply the average (expected)
amount of the information from the event or how much in-
formation there’s in an event. In general, the more uncer-
tain or random the event is, the more information it will
contain. It was founded in 1949 by Claude E. Shannon
[16]. Entropy test is the other one of Shannon methods
and it is applied to ciphered images, the indicator of ran-
domness is the information entropy that can be calculated
from the following Equation (5).

H(x) = −
2N−1∑
i=1

P (xi)log2[P (xi)] (5)

The entropy amounts the random value or average un-
certainty in xi where P(xi) is how much information from
one instance of the random variable xi. If all symbols have
the same probability then the information entropy will be
H(x) = 8, while x = (x0,x1,x2, ..., x28 -1) and P(xi) =
1/28 (i=0, 1, ..., 255), that matches the ideal case. Basi-
cally, the scrambled images information entropies are less
set alongside to the perfect case. The expected entropy of
the scrambled image is close to the perfect case in order to
create a great image encryption scheme. We may consider
the image to be more random somehow if the information
entropy is closer to 8. Table 2 shows the plain image
entropy value and its equivalent ciphered image entropy
value.

3.2 Keyspace Analysis

For the encryption scheme to be so effective, it must be
sensitive to the secret keys. The key space size has to be

Table 2: Entropy values for original and encrypted images

Image Entropy value
Original Image(plain Image) 7.1200

Encrypted Image (Cipher Image) 7.9919

big enough to prevent and stop the brutal attacks [21].
In this case, the size of the key space is unlimited. The
results of the experiments showed that CryptoBin is quite
sensitive to the secret key. Table 3 shows the CryptoBin
is sensitive to the secret keys. As visible once the secret
key is changed a little the correlation coefficients become
absolutely different.

Table 3: Correlation values for the image by using differ-
ent secret keys

Correlation Vertical Horizontal
Original Image 0.9858 0.9427

Encrypted Image (key1) 0.0160 -0.0174
Encrypted Image (key2) 0.0785 0.0711
Encrypted Image (key3) 0.0068 0.0078

4 Conclusion

An advanced approach for a cryptographic system using
binary codes based on (0,1) called CryptoBin is proposed.
This new algorithm depends on converting the target mes-
sage into zero and one and then swap the bit value from
one to zero and from zero to one by using mathematical
equations. This new system has a secret key, this secret
key has an unlimited length and a sub-secret key added
to the system. The sub-secret key is used to generate a
different encrypted message every time even if the same
secret key, the sub-secret key, and the same plaintext are
used several times, that increased the confidentiality and
strength of the system. To prove the effectiveness of the
proposed encryption system Histogram Analysis, Correla-
tion between plain images and cipher images, Information
Entropy, and Key Space Analysis has been tested. The
demands of secrecy and strength to confront the intrud-
ers with high efficiency have been achieved and the new
system introduced high-security analysis. The data was
encrypted by the proposed encryption system against any
attacks. The proposed system can be used to secure any
software applications.
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