
International Journal of Network Security, Vol.21, No.4, PP.601-606, July 2019 (DOI: 10.6633/IJNS.201907 21(4).09) 601

Face Database Security Information Verification
Based on Recognition Technology

Shumin Xue
(Corresponding author: Shumin Xue)

School of Computer Science and technology, Baoji University of Arts and Sciences

No.42 mailbox, Baoji University of Arts and Sciences, Baoji, Shaanxi 721016, China

(Email: shuminx84@126.com)

(Received Aug. 21, 2018; revised and accepted Mar. 12, 2019; First Online June 1, 2019)

Abstract

In recent years, with the rapid development of the In-
ternet, information can be transmitted more and more
rapidly, and the issue of confidentiality and security has
become increasingly important. Compared with tradi-
tional information verification methods, biometric identi-
fication is more secure and convenient. This study used
the MATLAB software to carry out the simulation of in-
formation verification performance of face recognition al-
gorithm based on Local Directional Pattern Algorithm
(LDP) and Principal Component Analysis (PCA). The
face image data were from ORL database. The results
showed that the increase of the training set samples could
raise the accuracy of security information verification of
the two algorithms and took less time, and under the same
number of training samples, the algorithm of face recogni-
tion based on PCA, compared with face recognition algo-
rithm based on LDP, had higher accuracy and less time
consuming. In conclusion, PCA-based face recognition
algorithm is more suitable for security information verifi-
cation.
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1 Introduction

After entering the 21st century, the Internet has been
widely used, and the speed of data transmission is getting
faster and faster. At the same time, the security of infor-
mation data [10] is becoming more and more serious. How
to ensure the identification and authentication in the pro-
cess of network communication has become an important
problem in the development of the Internet communica-
tion [27]. The essential principle of the identity authenti-
cation system [3, 12, 18] is to associate an identifier with
the identity of the user, which is identification feature
identity, in order to achieve the recognition of the identity
of the holder [13]. However, in traditional identification
systems, identifiers and holders are independent from each

other [4,6,14,25,27]. The system will recognize the holder
of the identifier as the correct person once confirming the
identifier and will not judge whether the person who holds
the identifier is the real owner [5, 24, 26, 28]. Therefore,
the new biometric recognition technologies [8, 15, 16] are
applied to the identity authentication system.

Biometric features mainly refer to voiceprint, finger-
print, face and so on. These features are unique to in-
dividuals. Using biometric features as identifiers in iden-
tity authentication systems can solve the disadvantages
of physical isolation between identifiers and holders in
traditional systems, which is because that biometric and
its holder is impossible to separate under normal circum-
stances. No additional account password is required for
biometric applications and the certification system will be
more convenient. Gilani [11] proposed a model-based 3D
face recognition algorithm, and tested the performance
of the algorithm with two large common 3D face data
sets. The results showed that the method could effec-
tively recognize face with posture and expression change,
and the comparison of single data set and composite data
set showed that the recognition accuracy decreased as the
size of the image library increased.

In order to achieve robust to illumination, posture and
facial expression change of unconstrained face recognition,
Ding et al. [7] proposed a new methods that extracted
“multiple layers of double direction patterns” from face
image, and the experimental results on Face Recogni-
tion Technology (FERET), CAS - pose, expression, ac-
cessories, and lighting (PEAL) - R1, Face Recognition
Grand Challenge 2.0 (FRGC 2.0) and Labeled Faces in
Wild (LFW) database showed that the method in face
recognition and face verification tasks were superior to
the most advanced local descriptor. In order to establish
the connection between Kinect and face recognition re-
search, Rui et al. [21] proposed the first publicly available
face database based on Kinect sensor, and used the stan-
dards of the proposed face recognition methods to bench-
mark the proposed database, and proved the performance
gain by fractional fusion when depth data was integrated
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with Red, Green, Blue (RGB) data. In this study, MAT-
LAB software was used to simulate the security infor-
mation verification performance of two face recognition
algorithms based on Local Directional Pattern Algorithm
(LDP) and Principal Component Analysis (PCA).

2 Face Detection, Recognition
and Matching

As shown in Figure 1, in the security information ver-
ification based on face recognition, first of all, the face
image of the registrant is collected through the camera,
and then face detection is carried out on the image to en-
sure that there is only face area in the image. Then, the
eigenvectors of the image are extracted by the recognition
algorithm. After that, information verification is carried
out. The camera is used to collect and verify images, and
then face detection is carried out on the verified images.
Meanwhile, the non-face area is removed. Then, the same
recognition algorithm is used to extract the eigenvectors
of the verified images and the classifier is applied to com-
pare the registered image and verify whether the eigen-
vectors of the image can be classified into one category.
If they can, the people in the two images will be judged
to be the same person, and pass the verification of infor-
mation, and if not, they will be determined as different
persons, and information validation will fail.

3 Face Recognition Algorithm
Based on LDP

LDP [23] can extract image features, the principle of
which is statistics of directional edge. X is a pixel in
the image and will be centered on the pixel gray value in
the field of 3 × 3 to have convolution with Kirsch tem-
plate N [1] to get the corresponding edge response |ni|,
and then edge response will be sorted according to the
gradient. The first K is denoted as code 1, and the rest
of the record is denoted as code 0. There are 8 types of
template N, including

N0 =

 −3 −3 5
−3 0 5
−3 −3 5


N1 =

 −3 5 5
−3 0 5
−3 −3 −3


N2 =

 5 5 5
−3 0 −3
−3 −3 −3


N3 =

 5 5 −3
5 0 −3
−3 −3 −3



N4 =

 5 −3 −3
5 0 −3
5 −3 −3


N5 =

 −3 −3 −3
5 0 −3
5 5 −3


N6 =

 −3 −3 −3
−3 0 −3
5 5 5


N7 =

 −3 −3 −3
−3 0 5
−3 5 5


The formula of LDP coding [2] is:

nk = kth(N)
N = |n0, n1, · · · , n7|
LDPk(r, c) =

∑7
i=0 bi(ni − nk)× 2i

bi(ni − nk) =

{
1 ni − nk ≥ 0
0 ni − nk < 0

}
 (1)

where nk is the edge response of Kth, N is Kirsch tem-
plate, LDPR(r, c) is the LDP code corresponding to cen-
ter point c, and r is the radius of the field which was set
as 3 in this study.

As shown in Figure 2, each pixel in the original face im-
age was converted into LDP code by combining 8 Kirsch
templates and Equation (1), and then the LDP coded
image of the face was constructed according to the LDP
code. After that, the LDP coded image was divided into
blocks of number a × b to extract histogram in each of
them. Finally, the histogram of the extracted block was
connected end to end to obtain the final eigenvector.

After obtaining the final eigenvector, the classifier was
required to classify the collected eigenvector to determine
whether the face image was the same face classification.
Moreover, different face recognition algorithms had differ-
ent vector classifiers, and the selection of classifier would
directly impact on the recognition effect.

In this study, LDP recognition algorithm adopted near-
est neighbor classifier [20] to classify eigenvectors, and
distance function was applied to calculate the contiguous
degree between samples. The formula of LDP recognition
algorithm is as follows:

dχ2(a, b) =
∑
n

a2n − 2anbn + b2n
an + bn

(2)

where a, b are LDP eigenvectors which are corresponding
to two face images respectively, and dχ2(a, b) is the chi-
square distance between the eigenvectors of two images.

4 Face Recognition Algorithm
Based on PCA

The basic principle of PCA [19] is to transform the orig-
inal random vector related to components into random
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Figure 1: Face detection, recognition and matching

Figure 2: The extraction process of facial features of LDP

vector unrelated to components by means of orthogonal
transformation, reduce the dimensionality of the trans-
formed multidimensional variable system, and then trans-
form the low-dimensional variable system into a one-
dimensional system through value function. PCA is a
statistical method of dimensionality reduction in mathe-
matics, which can greatly reduce the amount of calcula-
tion and improve the efficiency of calculation.

The extraction process of eigenvectors based on PCA
is as follows. First, it is necessary to calculate the mean
vector of all images in the training sample. The calcula-
tion formula of the mean vector of all images [29] is as
follows:

n =

∑Q
i=1Ai
Q

(3)

where n is the mean vector of all training sample images,
Q is the sum of training sample images, and Ai is the
original eigenvector of the ith training sample image.

Then, the original eigenvector mean value of the single
face image in the training sample is calculated, and the
calculation formula of the original eigenvector mean value
of the single face image is as follows:

ni =

∑L
j=1Aij

L
(4)

where ni is the average value of the original eigenvector
of the ith person’s face image, L is the number of training
samples of the ith person’s face image, and Aij is the orig-
inal eigenvector of the jth individual face image training
sample of the ith individual. Then the population disper-
sion matrix is calculated:{

Sb = BBT

P
B = [(n0 − n), (n1 − n), · · · , (nP−1 − n)]

}
(5)

where Sb is the total population scatter matrix, P is the
sum of people trained, and B is the matrix of the differ-

ence between the vector mean of single face image and
the vector mean of all training samples. Then the con-
struction matrix is calculated:

R = BTB∑t
i=1 δi/

∑P
i=1 δi ≥ θ

Ui = BNi√
δi

 (6)

where R is the construction matrix, δi is the eigenvalue of
the ith training sample, Vi is the orthonormalized eigen-
vector of the ith training sample, and Ui is the orthonor-
malized eigenvectors of Sb.

To sum up, the projection of the average eigenvector
of each person’s training sample in the eigensubspace is
Ci = WTm, where Ci is the feature subspace for each
person and WT is the dimension reduction matrix.

After the dimensionality reduction of high-dimensional
facial image eigenvectors by PCA, it is necessary to select
an appropriate classifier to classify the collected eigenvec-
tors. In this study, linear kernel function (SVM) classifier
was selected to recognize the eigenvectors.

Firstly, the training data set of some feature space
was selected, and then the optimization problem was con-
structed for the data set: the objective function was:

min[
∑M
i=1

∑M
j=1 αiαjyiyj(K(x,z)+

λij
C )

2 −
∑M
j=1 αj ]

λij =

{
1 i = j
0 i 6= j

}
 (7)

The condition was:{ ∑M
i=1 αiyi = 0

αi ≥ 0

}
(8)

where K(x, z) is kernel function, α is a parameter suitable
for C and λij is the parameter that determines whether
or not 1

C exists.
Finally, the decision function was constructed: b = yj(1− αj

C )−
∑M
i=1 αiyiK(x, z)

0 < αj < C

f(x) = sign(
∑N
i=1 αiyiK(x, z + b))

 (9)

where αj is a positive component of α and b is a parameter
involved in the decision.
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5 Simulation Experiment

5.1 Experimental Environment

The experiments in this study were carried out on a lab-
oratory server. The server configuration was Windows7
system, I7 processor and 16G memory. MATLAB soft-
ware [9] was used for algorithm programming.

5.2 Experimental Data

This study adopted the data set of ORL face database [22]
that contained 400 positive face images of people dis-
tributed in 40 folders which were corresponding to 40
people respectively. Each folder contained 10 positive face
images of the same person with different expressions, and
the image size was 112× 92 pixels.

5.3 Experimental Settings

The experimental procedure of this study is shown in Fig-
ure 3. Firstly, the data set was divided into training set
and test set. n face images were randomly selected from
the folder corresponding to each person as the training
set, and the rest as the test set. The selection of n was
one, three and five. Then, the training set was used to
train LDP recognition algorithm and PCA recognition al-
gorithm respectively for face recognition where block pa-
rameters of 7×7 were selected when LDP image histogram
was extracted from the LDP recognition algorithm. After
extracting LDP eigenvectors, the nearest neighbor classi-
fier was applied to classify features, so as to train LDP
recognition algorithm; in the PCA recognition algorithm,
the image was dimensionalized by PCA, the principal
components of the 20-dimensional vector were obtained,
and the SVM classifier classified them. The kernel func-
tion in the SVM was the linear kernel function. was set as
1, so as to train the PCA recognition algorithm. At last,
the face images in the test set were detected and classified
by two recognition algorithms respectively.

Figure 3: Experimental flow

When the face image in the test set was classified to the
corresponding person, it meant that it passed the security
information verification. The correct number of test set
of each person should be counted, and the accuracy of the
two recognition algorithms through the security informa-
tion verification should be calculated.

5.4 Experiment Results

As shown in Figure 4, when the number of training sets
was one face image per person, the accuracy of security

information verification of the LDP-based recognition al-
gorithm was 68.45%, and that of the PCA-based recogni-
tion algorithm was 70.12%. When the number of training
sets was three face images per person, the accuracy of the
LDP based recognition algorithm was 78.15%, and that of
the PCA-based recognition algorithm was 86.45%. When
the number of training sets was five face images per per-
son, the accuracy of the LDP based recognition algorithm
was 88.54%, and that of the PCA-based recognition algo-
rithm was 98.41%.

Figure 4: The accuracy rate of security information veri-
fication of the two algorithms

It could be seen from Figure 4 that with the increase
of the sample number of the training set, the accuracy
of the two recognition algorithms also increased. At the
same time, with the same number of training samples,
the accuracy of the PCA based recognition algorithm was
higher than that of the LDP-based recognition algorithm.

As shown in Table 1, when the number of training sam-
ples was one face image per person, the security informa-
tion verification of LDP algorithm took 366 ms, while
that of PCA algorithm took 354 ms. When the number
of training samples was three face images per person, the
security information verification of LDP algorithm took
329 ms, while that of PCA algorithm took 321 ms. When
the number of training samples was five face images per
person, the security information verification of LDP al-
gorithm took 315 ms, while that of PCA algorithm took
301ms. It could be seen that with the increase of training
samples, the time required by the two recognition algo-
rithms to verify the security information of the test set
also decreased. At the same time, under the same num-
ber of training samples, the PCA recognition algorithm
took less time.

6 Conclusion

This paper simply introduced face recognition algorithms
based on LDP and PCA, and the MATLAB software
information was used to simulate the security informa-
tion verification performance of two face recognition al-
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Table 1: Security information verification time of the two recognition algorithms

Training The time consumed by The time consumed by
sample size LDP algorithm/ms PCA algorithm/ms

1 366 354
3 329 321
5 315 301

gorithms, the two algorithms were trained by training
samples containing one face image per person, three face
images per person and five images per person, and then
the rest of the image was as a test set. When the training
samples were 1, 3 and 5 per person, the accuracy rate of
security information verification of LDP recognition algo-
rithm was 68.45%, 78.15% and 88.54%, respectively. The
accuracy rate of security information verification of PCA
recognition algorithm was 70.12%, 86.45% and 98.41%,
respectively. The accuracy of both algorithms increased
with the increase of training samples, and the accuracy of
PCA algorithm was higher. When the number of train-
ing samples was one, three and five per person, the secu-
rity information verification of LDP recognition algorithm
took 366 ms, 329 00 ms and 315 ms, while the security in-
formation verification of PCA recognition algorithm took
354 ms, 321 ms and 301 ms. The time of the two algo-
rithms decreased with the increase of training samples,
and the time of PCA algorithm was less.
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