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Abstract

SCP is a recent effort that focuses on improving the scal-
ability of blockchains by combining PoW and BFT. How-
ever, there exist security problems and performance lim-
itation in SCP. In this paper, an improved blockchain
consensus protocol ISCP with higher security and better
efficiency is presented. We adopt a decentralized multi-
partition consensus model to address the security problem
in SCP while keeping the computational-scalable feature
of the protocol. We also propose a novel intra-committee
consensus algorithm which is more efficient than BFT in
intra-committee consensus. We analyze and prove that
ISCP has higher security and better efficiency than SCP.
Experimental results show that the novel intra-committee
consensus protocol can significantly reduce consensus de-
lay and greatly increase throughput of the network.

Keywords: Blockchain; Consensus Protocol; Security;
Throughput

1 Introduction

Blockchains that can provide trusted, auditable comput-
ing in a decentralized network of peers are the underlying
technology of cryptocurrency platforms represented by
Bitcoin [7]. They also show broad application prospects
in fields such as finance, logistics, healthcare [8], and e-
commerce [15]. A blockchain is a kind of state machine
based on peer-to-peer networks. Ideally, the state of every
peer should keep consistent. A Proof-of-Work(PoW) [9]
consensus protocol based on CPU power is utilized in the
Bitcoin network to achieve consistency among peers by
selecting one of participants called miners to issue a pro-
posal that everyone adopts. The miners collect transac-
tions and compete to solve cryptographic puzzles. This
process is also known as mining [13]. The PoW con-
sensus can ensure communication efficiency and security
of blockchains. However, there are some limitations to
the consensus mechanism, such as consuming too much
computing power and spending too long time in each

epoch. The Bitcoin blockchain grows steadily at a rate
of one block every 10 minutes, with size of 1MB per
block [12]. The fixed growth speed and block size lead
to poor throughput of only 7 transactions per second
(Tx/s). Worse still, it will bring about more forks in the
blockchain if we simply increase the block size and speed
up the generation of blocks, which is likely to result in
double-spending [4, 10].

To address the security problem of PoW mechanism
under high-speed generating of blocks, Ethereum [2]
adopts GHOST (Greedy Heaviest-Observed Sub-Tree)
protocol which uses a new policy for selecting the main
chain in the block tree to relieve the conflict between secu-
rity and performance. However, the performance of the
performance of GHOST-PoW has not been sufficiently
tested. Eyal et al. propose the Bitcoin-NG [6] protocol
to increase the throughput of blockchains via a primary
node appending micro-blocks to the blockchain without
proof of work. However, the election of the primary node
is based on PoW mechanism which may lead to forks,
and the eventual consistency cannot be ensured through
this way. Traditional BFT consensus protocols have good
performance in throughput, but they require the identi-
ties of nodes to be fixed. Furthermore, the communica-
tion complexity of BFT will increase dramatically with
the increase of participants, so it only works on networks
with fewer nodes. Tendermint [1] with low communica-
tion overhead is a variant of BFT protocols. It offers
better node scalability and security than BFTs.

In recent years, hybrid PoW/BFT consensus proto-
cols become the promising solution for high performance
blockchains. SCP [14] is a computationally scalable
Byzantine consensus protocol for blockchains. It uti-
lizes a PoW-based identity management mechanism to
prevent Sybil attacks [5] and divide nodes into different
committees. Moreover, committees generating blocks in
parallel through the BFT protocol enables the network
throughput to scale approximately linearly with comput-
ing power. However, the node scalability of the BFT pro-
tocol is poor, and communication complexity increases



International Journal of Network Security, Vol.21, No.3, PP.359-367, May 2019 (DOI: 10.6633/IJNS.201905 21(3).01) 360

dramatically with the increase of nodes within commit-
tees, which will lead to long consensus delay. Besides, a
final committee is designated to combine the blocks of
sub-committees into an ordered blockchain data struc-
ture, which may cause the security problem. There exist
inherent contradictions between communication complex-
ity and security of the final committee. It is difficult to
ensure the security of the protocol while keeping its ef-
ficiency. This paper presents an improved SCP protocol
(ISCP). We design a decentralized multi-partition con-
sensus model without the final committee to address the
security problem in SCP and reduce the communication
complexity of the protocol. We further propose a more
efficient intra-committee consensus mechanism that sim-
plifies the consensus process and reduces the consensus
delay.

The remainder of this paper is organized as follows. In
Section 2, we overview some novel blockchain consensus
mechanisms that scale PoW and BFT protocols. Sec-
tion 3 analyses security and efficiency problem of SCP.
Section 4 introduces our improved consensus protocol in
detail. In Section 5 and Section 6, we analyze the se-
curity and efficiency of ISCP thoroughly. Experimental
results are presented in Section 7. The contributions of
this paper are concluded in Section 8.

2 Related Work

PoW blockchains are not suitable for modern cryptocur-
rency platforms due to their poor performance. There-
fore, many approaches have been proposed to solve the
problem. The GHOST protocol used in Ethereum the-
oretically supports higher throughput than Bitcoin. It
adopts a new policy that weights the subtrees rooted in
blocks rather than the longest chain rooted in given blocks
called the longest chain rule in Bitcoin. The new policy
relieves the conflict between performance and security, so
it supports higher throughput. However, the performance
of GHOST has not been verified yet because the current
throughput of Ethereum is only about 0.2 Tx/s on aver-
age. Eyal et al. proposed Bitcoin-NG that increases net-
work throughput and reduces consensus delay. In Bitcoin-
NG, a primary node elected by means of PoW appends
multiple micro-blocks that consist of transactions to the
blockchain without PoW mining. However, forks will ap-
pear during the election of the primary node inevitably
and the eventual consistency cannot be guaranteed, which
may lead to security problems.

Traditional BFT protocols, which support high
throughput, are only applicable in networks with few
nodes because they are bandwidth-limited. Classical BFT
protocols would run in O(n2) or O(n3) communication
complexity. With increase of nodes, the consensus delay
will eventually become unacceptable. In addition, they
cannot tolerate the fluidity of participants. As a result,
Byzantine agreement protocols cannot be directly used in
blockchain consensus. As a variant of BFT, the Tender-

mint protocol has higher security, better flexibility than
traditional BFTs because participants are forced to lock
their coins in a bond deposit during the consensus process
and a block is added to the blockchain only if it has been
signed by more than 2/3 validators. HoneyBadger [11] is
a randomized BFT protocol which supports more nodes
than classical BFT protocols and ensures good practical
performance. Liu et al. [3] argue that the attack model
assumed by the BFT systems rarely appears in reality and
propose the XFT protocol which reduces the communica-
tion complexity and tolerates up to n/2 byzantine nodes
simultaneously.

The lightning network proposed by Poon et al. [16] in-
creases the transaction throughput through a dedicated
fast channel. Through the scalable micro-payment chan-
nel network, parties can make high-frequency and bidirec-
tional micro-payment with extremely low delay. However,
the security of the lightning network is difficult to guaran-
tee and it essentially belongs to offline blockchain technol-
ogy. Micro-payment channels [17] increase the through-
put of blockchains, but it is also offline blockchain tech-
nology and its security is difficult to guarantee.

Hybrid consensus refers to a new kind of consensus
mechanism which combines PoW and BFT. SCP is a hy-
brid consensus protocol using PoW for identity manage-
ment and BFT for consensus. Generating blocks in par-
allel enables the throughput of blockchains to scale ap-
proximately linearly with the number of participants in
SCP.

3 SCP and Its Two-layer
Blockchain

SCP utilizes proof-of-work to randomly place nodes into
different committees, and these committees propose sub-
blocks in parallel, thus improving the throughput of the
blockchain network. The problem here is how to combine
the outputs of committees into an ordered data structure
which will be added to the blockchain. In SCP, a final
committee is designated to combine these sub-blocks like
the centralized institution. Furthermore, SCP has proved
the following lemmas:

Lemma 1. In every epoch with good randomness, for
each committee, at least c/2+1 committee members will be
honest with probability at least 1 − e−27c�160. Moreover,
the probability of generating c/2 + 1 malicious identities
by the end of the epoch is also exponentially small.

Lemma 2. In every epoch with good randomness, the
honest members agree on a unique value with at least c/2+
1 signatures, with probability at least 1− e−27c�160.

Lemma 3. In every epoch with good randomness, hon-
est members of the final committee will broadcast a com-
bined value (from values from other committees) which
has at least c/2 + 1 signatures, with probability at least
1− e−27c�160.
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Where c is the size of each committee, 2s is the number
of committees. Lemma 3 ensures security and correctness
of the final committee as long as c is large enough. How-
ever, the parameter c has significant influence on efficiency
of SCP because the total number of message transmissions
is O(nc + c3) in each epoch where n is the total number
of nodes in an epoch. As shown in Figure 1, assuming
n is 10,000 (10,510 nodes in Bitcoin and 15,147 nodes in
Ethereum until May 2018), the number of message trans-
missions will reach 390,000 when the size of committee
is 35. Moreover, according to Lemma 3, probability that
the final committee behaves correctly will decrease dra-
matically when the size of final committee is below 50,
which is shown in Figure 2. Therefore, the correctness
of final committee cannot be ensured with overwhelming
probability while keeping the efficiency of the protocol.

Figure 1: Message transmissions grow polynomial with
the size of committee

Figure 2: Probability that the final committee behaves
correctly decreases dramatically when the size of final
committee is below 50

4 ISCP

To address the security and efficiency problems of SCP,
we propose ISCP, an improved blockchain protocol. We
design a decentralized multi-partition consensus model
which consists of only single layer without the final com-
mittee. We further propose an inter-committee consensus
protocol to ensure all the honest nodes reach an agree-
ment securely and efficiently on the final block which is
then added to the blockchain. To further improve the ef-
ficiency of ISCP, we also adopt a novel intra-committee
consensus algorithm which only requires linear communi-
cation complexity.

4.1 Decentralized Multi-partition Con-
sensus Model

As shown in Figure 3, we propose a decentralized multi-
partition consensus model. The operation of ISCP is di-
vided into epochs. In each epoch, ISCP splits network
participants into several sub-committees to generate sub-
blocks in parallel. Similar with SCP, nodes in ISCP are
random assigned into different committees according to
the PoW computation result. The last r bits of the PoW
result is used to specify which committee a node belongs
to, i.e., each committee is identified by its r-bit commit-
tee id. Unlike SCP, a final committee is not required to
integrate sub-blocks in our decentralized multi-partition
consensus model. The committees in our protocol are
responsible for not only generating sub-blocks but also
combining all the correct sub-blocks into a final consen-
sus block.

The consensus process of each epoch is divided into
two steps. In the first step, committees run our intra-
committee consensus protocol to process separate sets of
transactions and generate sub-blocks in parallel. Once a
sub-block is verified and signed by at least c/2 + 1 mem-
bers of a committee, the sub-block will be broadcast to all
the sub-committees instead of sending to the final com-
mittee. In the second step, each committee runs an inter-
committee consensus protocol to reach an agreement on
the final consensus block that includes all the correct sub-
blocks. The final consensus block will be added to the
blockchain. At the same time, a random string is revealed
to each node to start a new epoch.

4.2 Intra-committee Consensus

4.2.1 Algorithm

The PoW consensus algorithm is designed for Bitcoin net-
works with a large number of nodes and high mobility, but
it is criticized for its heavy computational resource con-
sumption and unstable consensus period. SCP adopts the
BFT protocol for consensus in committees. The BFTs
protocol, which are bandwith-limited, are not suitable
for intra-committee consensus in our system because the
number of nodes may exceed 200 (e.g. 300) in a sin-
gle committee. In this paper, we propose a novel intra-
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Figure 3: Decentralized multi-partition consensus model

committee consensus algorithm to achieve better consen-
sus performance. We adopt a “retry-on-failure” mech-
anism to achieve consensus and reduce communication
complexity in each committee. The interaction process
of the novel intra-committee consensus protocol includes
five operation steps. These steps are described as follows:

In Step 1, the leader node in each committee broad-
casts the prepare message 〈PreBlockHash, BlockHash,
Blockpre, random, Signature, CommitteeId〉 within the
committee. Where Blockpre contains all the correct trans-
actions received by the committee, random is a random
value chosen by the leader node as the seed for generating
epochRandomness which will be used in next epoch, and
CommitteeId is the identity of the committee;

In Step 2, nodes in the committee verify the cor-
rectness of data in Blockpre, and send a prevote
message 〈BlockHash, IP, PK, nonce, Signature〉 to the
leader node if the verification succeeds. If a node detects
errors in Blockpre, the node will ask other nodes in the
committee to re-elect the leader node.

In Step 3, when the leader node in a parti-
tion collects c/2 + 1 of the prevote messages the
for the Blockpre, it broadcasts a submit message
〈Block,BlockHash, T imestamp, random,PK, Signatur
es, CommitteeId〉 to the nodes in the committee.

In Step 4, the nodes in the committee verify whether
the Signatures in the submit message contains at least
c/2 + 1 valid signatures or not. If the verification fails,
another leader node will be randomly elected to restart
the consensus process. In this paper, a new concept called
computation power distance between nodes is introduced
to help to randomly elect a new leader node when the
current leader node is compromised. We will introduce it
later in Section 4.2.2. If the verification succeed, nodes
in the committee will broadcast the submit message to
other committees.

4.2.2 Computation Distance

When the leader node in a committee is compromised,
honest nodes will randomly select a new leader node which
has the minimal computation distance with the previous
leader node to continue the consensus process. In ISCP,

we introduce a new concept called computation distance
to ensure the randomness of selection. The computation
power distance is defined as follows:

Dist(node1, node2) = Hashnode1 XOR Hashnode2 . (1)

Where Dist(node1, node2) is the computation power
distance between node1 and node2, Hashnode1 and
Hashnode2 are the suitable fixed-length hash strings cal-
culated by node1 and node2 in the previous PoW phase.
XOR stands for the logical operation whose output is true
only when inputs differ. We can easily prove the random-
ness of the selection because the hash string is randomly
generated.

4.2.3 Normal-case Operation

When the leader node in a partition is a non-malicious
node, the timing diagram of the protocol is illustrated as
Figure 4.

Figure 4: Normal case timing diagram of intra-committee
consensus

After joining a committee, leader nodes and ordinary
nodes start to collect transactions submitted by users in
the blockchain network. In our system, all nodes in a com-
mittee can receive transactions and all the received trans-
actions will be broadcasted within the partition. This
process ensures that the committee can continue to pro-
cess transactions even if the leader node is compromised.
When the received data reaches a certain number of bytes
(such as 1 MB) or the waiting time expires (for example 5
minutes), the committee generates and broadcasts a sub-
block following the protocol described above.

4.3 Inter-committee Consensus

After broadcasting sub-blocks, all committees have to
achieve consensus on the final block through running the
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inter-committee consensus protocol. Our goal is to en-
sure security with overwhelming probability and achieve
O(n) communication complexity which is independent of
the size of a committee. An inter-committee consensus
protocol is introduced to integrate sub-blocks into a final
consensus block. The protocol consists of the following
steps:

In Step 1, after receiving a submit message with sub-
block, an honest node checks whether the sub-block con-
tains at least c/2 + 1 correct signatures or not. If the
verification fails, the honest node will discard this mes-
sage and stop to propagate to other nodes. If the verifi-
cation succeeds, the honest node will save the sub-block
and sends the submit message to its neighboring nodes.

In Step 2, once a node has received sub-blocks from all
the committee, it begins to take the ordered set union of
all transactions in sub-blocks into a final consensus block
where sub-blocks are arranged by the order of committee
id. If there exist conflicts between sub-blocks, the trans-
action in the sub-block behind will be deleted from the
final consensus block.

In Step 3, a node which has generated the final block
becomes a leader node in its committee and the committee
run the intra-committee consensus protocol to reach an
agreement on the final consensus block.

In Step 4, each committee broadcast its confirm
messages 〈PreBlockHash, BlockHash, Timestamp,
CommitteeId, epochRandomness, nodesList〉 to other
committees, where BlockHash is the cryptographic di-
gest of the final consensus block and epochRandomness
calculated from seeds in all the sub-blocks is the random
value for next epoch of consensus process. nodeList is a
list of 20 to 30 members in a committee from where other
nodes can download the final consensus block.

In Step 5, once a node has received at least c/2 + 1
valid confirm message with the same PreBlockHash
and BlockHash, it adds the final consensus block to the
blockchain locally and begins the next epoch.

5 Security Analysis

In ISCP, we consider the same threat model and secu-
rity assumptions as SCP. Malicious nodes may behave
arbitrarily and the portion of byzantine adversaries is no
more than 1/3. In addition, honest nodes in the network
topology are connected and the communication channel
is synchronous.

5.1 Intra-committee Consensus Security

As mentioned above, nodes are randomly assigned into
different committees, the number of compromised nodes
is at most 1/3 at a high probability. We utilize a “retry on
failur” method to elect an honest leader node to propose
a correct sub-block and reach consensus within a com-
mittee. We also adopt a new concept called computation
distance to ensure randomness of the election. In each

time of election, The probability that the elected leader
node behaves arbitrarily is no more than 1/3. In the first
x times of elections, the probability P that all the leader
nodes are compromised satisfies the following constraint:

P = 3−x. (2)

As shown in Figure 5, with the increase of election
times, the probability that all the previous leader nodes
are malicious decreases dramatically and honest nodes
in a committee will reach an agreement once an honest
leader node turns up. A Malicious leader node may broad-
cast a sub-block without enough signatures, but honest
nodes will refuse to accept it and stop to propagate to
other nodes.

Figure 5: Probability that elected leader nodes are all
malicious decreases quickly with times of election

5.2 Inter-committee Consensus Security

During propagation phase of sub-blocks, a malicious ad-
versary may forge sub-blocks to confuse other honest
nodes in the network because honest nodes do not know
the identities of the nodes in other committees. These
counterfeit sub-blocks consist of correct transaction data
but are different from the origin ones, i.e., part of trans-
actions are deleted. We will prove that it is extremely
hard for malicious adversaries to launch such an attack.

As mentioned above, Provotes in the submit message
must contain at least c/2+1 valid prevote messages. The
prevote message contains IP , PK, Signature and nonce
of a specific node. Honest nodes can check the valida-
tion of an identity by comparing the difficulty and hash
string which is calculated from IP , PK and nonce in
prevote message. A malicious adversary wants to forge
a sub-block, he must create enough identities to provide
enough valid signatures. Moreover, these identities must
belong to the same committee which is identified by an
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r-bit committee id. The malicious adversary has to search
for valid nonce that makes the calculated hash string have
(50+r) same bits with the original. If T is the expected
time for all the users, collectively, to find one proof-of-
work, then the adversary has to take a time Tbyz to find
a satisfied nonce value. The Tbyz satisfies the following
constraint:

Tbyz = 2s · T. (3)

Assuming T10 minutes, 2s is 32, Tbyz will be 5.3 hours
which are far more than the time an epoch takes. There-
fore, It is nearly impossible for the adversary to launch
such an attack.

6 Efficiency Analysis

6.1 Intra-committee Consensus Effi-
ciency

In SCP, a committee runs classical consensus protocol
such as PBFT to propose sub-block. The number of
nodes is c in a committee, the operation of PBFT proto-
col in normal case is shown in Figure 6. Four phases are
needed in each consensus epoch, including pre-prepare
phase, prepare phase, commit phase and reply phase.
During the last reply phase, nodes in a committee sub-
mit a sub-block to the upper layer (the final committee).
The messages required for a consensus process is the sum
of messages in four phases, Msgsum = 2c2 − c, and the
time complexity is O(c2).

Figure 6: Normal case operation of the PBFT protocol

The operation of our intra-committee consensus pro-
tocol in normal case is showed in Figure 7. Four phases
are required to complete a consensus, including prepare
phase in which the leader node broadcasts Blockpre to
other nodes in the partition for verification, prevote phase
during which vote messages towards Blockpre from other
nodes will be sent to the leader node, submit phase in
which the leader node broadcast a block with enough sig-
natures to the other nodes in the committee, broadcast
phase in which the committee members broadcast the

submit message to other committees. The number of mes-
sages required for a consensus is Msgsum = N + c + c +
c− 3 = 3c− 3 + N , and the time complexity is O(c).

Figure 7: Normal case operation of the intra-committee
consensus protocol

PBFT can achieve the state synchronization among
honest nodes even if a few nodes are compromised. How-
ever, consistency among nodes within a committee is
achieved through a voting process in our system. Com-
pared with BFTs, we cancel the mutual communication
among the nodes in our intra-committee consensus proto-
col. Even if the leader node is compromised, other nodes
can detect the compromise in time and continue to com-
plete the consensus. From the analysis above, it can be
concluded that the intra-committee consensus protocol in
ISCP greatly reduces the computation complexity of the
protocol compared with the BFTs protocol.

6.2 Inter-committee Consensus Effi-
ciency

In SCP, the number of messages transmitted in the final
consensus phase and broadcast phase is Msgsum = N+c3.
The final committee has to run the PBFT protocol when-
ever a sub-block is proposed by a node in committees,
which causes very high communication complexity. In
contrast, each committee only broadcasts a sub-block to
the network in ISCP, which makes the communication
complexity independent of the size of committee. The
total number of messages transmitted during the inter-
committee consensus phase is (3 + 2s) ·N which consists
of an intra-committee consensus process and a broadcast
of the final block.

7 Experimental Evaluation

Experiments are conducted to test and compare the con-
sensus delay and throughput of ISCP and SCP in the
intra-committee.
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7.1 Experiment Setup

In the experiments, Docker, an advanced container virtu-
alization technology, is used to simulate network nodes
with version of Docker Community Edition 17.09.0-ce-
win33 (13620). The codes are based on Python 3. The
communication between nodes is based on the UDP pro-
tocol. An official Docker image with python version 3.5.4-
jessie is the running environment of the codes. The host’s
memory is 8GB and its operating system is Windows 10
Professional Version 14393.1770. 2048MB memory is al-
located to Docker for use.

7.2 Consensus Delay Test

Consensus delay experiments test the time required for
SCP and ISCP to complete a consensus in one commit-
tee. SCP uses the PBFT protocol to reach a consensus,
while ISCP uses the intra-committee consensus protocol
reach a consensus. By continuously increasing the num-
ber of nodes in the committee, we obtain a delay trend for
consensus in a partition, as showed in Figure 8. Each data
is the average of 20 test results under the same conditions.

Figure 8: Consensus delay evaluation

In a committee, the consensus delay of SCP approxi-
mately grows quadratically with the increase of number
of nodes, but the consensus delay of ISCP increases lin-
early at the same conditions. The reason is that there
is many unnecessary communication between nodes in
the PBFT protocol used by SCP when the leader node
is honest with high probability. Massive message trans-
mission between nodes greatly increases the consensus de-
lay, especially in the internet environment where there
may be non-negligible delay during message delivery. The
intra-committee consensus protocol in our single-layer
blockchain is used for electing a consensus sub-block by
voting within a committee. As a result, messages ex-
changed between nodes are greatly reduced. Experimen-
tal results show that our intra-committee consensus pro-

tocol can greatly reduce the time it takes to reach con-
sensus in a committee, which enables the committee pro-
cess network requests more quickly and provide better
services.

7.3 Throughput Test

This test compares the processing performance of SCP
and ISCP in a committee. SCP uses the PBFT protocol
to reach a consensus, while ISCP uses the intra-committee
consensus protocol to reach a consensus. A certain num-
ber of requests (200 in the test) are send to the committee
with sending rate increased constantly. When the sending
rate is increased to a certain extent, requests cannot be
fully processed in the committee and some messages are
lost. We think this is a failure. In the experiment, the
failure rate of processing requests of the two protocols is
compared at different request sending rate.

Figure 9: Throughput evaluation

As shown in Figure 9, the failure of the PBFT proto-
col occurs when requests are processed at a sending rate
of 185 requests per second. However, the failure of ISCP
occurs at 333 requests per second. At a high level, when
new requests arrive at the partition, a queue of requests
with limited length is allocated to cache the requests in
each member of the partition. If the partition cannot pro-
cess and remove the requests from the queue in time, the
newly arrived requests will be discarded. That is, request
processing begins to fail. When a committee in ISCP runs
the intra-committee consensus protocol, the delay of con-
sensus process is low and requests are processed quickly.
Because the delay of the consensus process of PBFT in
SCP are longer than the intra-committee consensus pro-
tocol in ISCP, slow request processing rate leads to low
throughput. The experimental results show that the com-
mittee in ISCP can handle requests with higher sending
rate when using our intra-committee consensus protocol.
The throughput of the ISCP in committees is higher than
that of the SCP committees.
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8 Conclusion

BFT used in SCP can result in higher latency and com-
munication complexity in the intra-committee consensus
process. In addition, existence of the centralized final
committee also leads to the increase of communication
complexity and the security of final committee is hard to
guarantee, which threatens the system security. This pa-
per introduced ISCP, an improved blockchain consensus
protocol to address these problems. We design a decen-
tralized multi-partition consensus model without the final
committee and an inter-committee consensus protocol to
enable honest nodes to reach an agreement on the final
consensus block with high efficiency. We further propose
an intra-committee consensus protocol for committee con-
sensus which is more efficient than the BFTs protocol in
SCP. The consensus mechanism of ISCP enhanced the
performance and security of blockchains. Experimental
results showed that the consensus delay of the commit-
tees in ISCP is much lower than that of the commit-
tees in SCP, especially as the number of nodes increases.
The intra-committee consensus protocol of ISCP supports
higher processing rates of transactions than PBFT under
the same conditions.
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Abstract

With the rapid development of information technology,
vulnerability has become a major threat to network secu-
rity management. Vulnerability classification plays a vital
role in the whole process of vulnerability management. It
is the key point to select proper features to represent cat-
egories. Due to the low efficiency and accuracy of some
common feature selection algorithms, in this paper, we
proposed a new method called OCFSII, which measures
the importance of the feature terms both in inter-class
and intra-class based on orthogonal centroid. We eval-
uated the method on the vulnerability database, using
two classifiers, namely, KNN and SVM. The experimental
results show that the proposed method OCFSII outper-
forms Information Gain (IG), Document Frequency (DF),
Orthogonal Centroid (OC), and is comparable with Im-
proved Gini index (IGI) when KNN used while OCFSII
is superior to the four algorithms. In addition, OCFSII is
more advanced than OC.

Keywords: Classifier; Feature Selection; Information Se-
curity; OCFSII; Vulnerability Classification

1 Introduction

Nowadays, with the development of network technology,
people can get information in different channels. To meet
the demands of various users, the relevant products, such
as different operation systems and application software,
are developed, which greatly promotes transmission and
sharing of information. However, because of the defects
of operation and application software on design or on own
disadvantage of programming languages, these products
have various disadvantages on design and realization. In
terms of information security, the most significant defect
is inevitable security vulnerabilities [12]. With the im-
provement of information society, the coverage rate of In-

ternet devices is improving while the number of security
vulnerabilities increases in exponential type. Therefore, it
is significant to manage the numerous vulnerabilities [10].

As an important link of vulnerability management,
the key point in vulnerability classification is to describe
and distinguish different vulnerabilities accurately. Ac-
curate classification of security vulnerability is the basis
to continue to analyze and manage vulnerability. It can
also greatly help vulnerability researcher know profoundly
generation cause and attack influence of the same kind of
vulnerability, and it provides key reference information for
security administrator to assess severity of vulnerability
correctly. Detailed data about vulnerability is indispens-
able core data for computer security tool and vulnerability
classification, while these data are based on text informa-
tion.

It is the key for vulnerability classification to establish
relationship between feature and category and moreover,
it is the key point for research of this paper about how
to select proper vulnerability features to represent vul-
nerability category. Whether vulnerability features are
proper or not will greatly influence the accuracy of vul-
nerability classification. In recent years, research popu-
larity for text features selection still increases. Venter et
al. [13] have put forward a kind of automatic classification
scheme based on Self Organization Maps (SOM), which is
a kind of data cluster algorithm. The main contribution
of this method lies in a type of experimental vulnerabil-
ity classification model, which does not need to define the
vulnerability category manually in advance. It can collect
vulnerability samples with similar features into different
categories automatically by SOM algorithm. But, this
method has low accuracy and efficiency. Mingoti et al. [9]
has improved vulnerability classification model based on
SOM cluster algorithm in [13] using N-Gram replacement
word, which has advanced accuracy of cluster. Wang et
al. [14] has proposed a kind of automatic classification
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model for vulnerability based on Bayesian network, which
trains Bayesian network by vulnerability information ob-
tained from NVD database and then divides vulnerability
into categories defined by CWEs. Chen et al. [2] have pre-
sented a kind of automatic classification model based on
SVM, which trains the SVM classifier with vulnerabil-
ity information obtained from the CVE list and divides
vulnerability automatically into predefined vulnerability
features categories. Zhang et al. [17] have put forward the
research on vulnerability classification method based on
fuzzy entropy features selection algorithm. This method
can classifies different vulnerabilities combining the ad-
vantages of fuzzy entropy theory and SVM classification
method and give the evidence for vulnerability features
selection to calculate fuzzy entropy. In addition, many
scholars have put forward various feature selection al-
gorithms to select more reasonable vulnerability features
and improve accuracy and learning ability of vulnerability
classification.

However, these methods have some disadvantages.
Here are the following points to be improved:

1) Factors for assessing these algorithms are too sim-
ple and the situation that distinguishes categories via
features is usually considered from one perspective.
For example, in [16], document frequency only mea-
sures the significance of a feature term in the intra-
class while in [1, 15], orthogonal centroid feature se-
lection algorithm and DIA association only calculate
the score of a feature in the inter-class. Namely, these
algorithms do not take into account importance of
features both in the inter-class and intra-class.

2) During the results and analysis of these algorithms,
experiments are carried out only by utilizing one
same kind of classifier. And the influence in different
types of classifiers on accuracy of vulnerability fea-
tures is not compared. For example, in [4], only näıve
Bayes is taken as an experiment tool of vulnerability
classification while in [5,6], only SVM is taken as an
experiment tool of vulnerability classification.

3) These algorithms need to obtain vulnerability text
resource from vulnerability database, while different
vulnerability database has different text factors.

It is necessary to formulate the unified vulnerability text
factors to enhance the applicability

To solve the above problems, this paper compares fac-
tors in different vulnerability databases, and proposes the
standard vulnerability text factors. Moreover, we put for-
ward a new features selection algorithm, called Orthogo-
nal Centroid Features Selection algorithm both in Inter-
class and Intra-class (OCFSII). To confirm this method,
we use two classifiers including SVM and KNN in vul-
nerability data, and compare it with four feature selec-
tion algorithms including in Information Gain, Improved
Gini index, Document Frequency and Orthogonal Cen-
troid. The experiment results show that the proposed

method OCFSII outperforms IG, DF OC, and is compa-
rable with IGI when KNN used while OCFSII is superior
to IG, DF, OC and IGI when SVM used.

The main contributions of our paper are as follows.

1) This paper gives the standard and unified vulnerabil-
ity text factors from different vulnerability database.

2) The proposed method measures the significance of a
feature term both in inter-class and intra-class.

The remainder of the paper is organized as follows. In
Section 2, vulnerability classification principle, feature se-
lection and feature term -classification matrix are briefly
reviewed. After that, the proposed method algorithm is
presented in Section 3. Experimental setup and Results
are included in Section 4 and Section 5 respectively. Fi-
nally, the concluding remarks are drawn in Section 6.

2 Related Work

2.1 Vulnerability Classification Principle

Since vulnerabilities from regular vulnerability databases
and open vulnerability resource mainly are presented in
text form, this paper classifies vulnerabilities via refer-
ring to relevant technologies of text classification. Text
classification is a process that divides the given text to
one or more predefined text categories according to con-
tents [7]. Similarly, Vulnerability classification is a process
that classifies the unknown vulnerabilities into predefined
vulnerability categories. From the mathematical perspec-
tive, vulnerability classification is a special mapping pro-
cess actually.

This paper gives formalized description for vulner-
ability classification: Giving a vulnerability text set
D =

{
d1, d2, · · · , d|D|

}
and a vulnerability category set

C =
{
c1, c2, · · · , c|C|

}
, where, |D| and |C| represent the

number of vulnerability text and vulnerability categories.
There is an unknown ideal mapping Φ between vulnera-
bility text set and vulnerability category set:

Φ : D → C. (1)

The purpose of classification learning is to find a map-
ping model ϕ that is the most similar to ideal mapping Φ
and based on the given assessment function f , the aim of
learning is to make Φ and ϕ fulfilling the following formula

Min

 |D|∑
i=1

f(Φ(di)− ϕ(di))

 (2)

Generally, the process of vulnerability classification is
shown as Figure 1, which includes learning stage and clas-
sification stage. Learning stage consists of training pro-
cess and test process. In order to find the proper parame-
ters for classifying, the feedback mechanism is introduced,
which could improve the training results. Classification
stage classifies unmarked vulnerabilities by utilizing clas-
sifiers ultimately generated in learning stage and vulner-
ability classification results are output.
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Figure 1: Vulnerability classification process

2.2 Feature Selection

Feature selection is a method which we use proper eval-
uation criteria to select the optimal features subset from
the original feature set. The aim is to select the smallest
features subset according to some criteria, so that some
tasks, such as classification and regression, achieve better
results. Through feature selection, some irrelevant and
redundant features are removed, so the simplified data
sets often get more accurate models and are easier to un-
derstand. In this paper, we give a general framework of
feature selection, as shown in Figure 2.

A feature selection algorithm is mainly composed of
four parts: generation strategy, evaluation criteria, stop
condition and conclusion. The generation strategy refers
to generate some feature subsets from the original feature
set, while the evaluation criteria means to evaluate the ra-
tionality and relevance of feature subsets. Moreover, the
stop condition is to determine whether the feature subsets
in accordance with initial requirements while conclusion
means the validity of feature subsets.

We give the presentation of some popular feature se-
lections including Information Gain, Improved Gini index,
Document Frequency and Orthogonal Centroid.

1) Information gain: Information gain is a widely used
algorithm in the field of machine learning. The In-
formation Gain of a given feature tk with respect to
the class ci is the reduction in uncertainty about the
value of ci when the value of tk is known. The larger
Information Gain of a feature is, the more useful the

Original feature space

Generation strategyGeneration strategy

Evaluation criteriaEvaluation criteria

Stop conditionStop condition

conclusionconclusion

YES

NO

Figure 2: Framework of feature selection

feature is for classification. Information Gain of a
feature tk toward a classification ci can be defined as
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follows:

IG(tk, ci) =
∑
c

∑
t

P (t, c)log
P (t, c)

P (t)P (c)
(3)

where P (c) is the fraction of the documents in cat-
egory c over the total number of documents. is the
fraction of documents in the category c that contain
the word t over the total number of documents. P (t)
is the fraction of the documents containing the term
t over the total number of documents.

2) Improved gini index: Improved Gini index measures
the purity of feature tk toward a classification ci. The
larger the value of purity is, the better the feature
is. The formula of the improved Gini index can be
calculated as follows:

IGI(tk) =
∑
i

P (tk|ci)2P (ci|tk)
2
. (4)

Where, P (tk|ci) is the probability that the feature tk
occurs in category ci. P (ci|tk) refers to the condi-
tional probability that the feature tk belongs to cat-
egory ci when the feature tk occurs.

3) Document frequency: Document frequency is a sim-
ple and effective feature selection algorithm that
computes the number of documents that contain a
feature. The main idea of this algorithm is that if
a feature appears in a small number of texts, it is
not useful for classification and may even reduce the
classification performance. Therefore, the features
which possess high document frequency need to be
preserved. The formula of Document Frequency can
be calculated as follows:

DF (tk, ci) = P (tk|ci). (5)

4) Orthogonal centroid: The orthogonal centroid firstly
computes the centroid of each category and the whole
training set. Then the score of feature is calculated
according to the centroid of each class and entire
training set. The larger the score of the feature is, the
more classification information the feature contains.
The formula of orthogonal centroid can be described
as follows:

OC(tk) =

|C|∑
i=0

ni

n
(mk

i −mk)
2
. (6)

Where nj is the number of documents in the category
cj , is the total number of documents in the training
set, mk

j is the kth element of the centroid vector mj

of category cj , m
k is the kth element of the centroid

vector m of entire training set, |C| refers to the total
number of categories in the corpus.

2.3 Feature Term - Classification Matrix

At present, common features selection algorithm is based
on Vector Space Model (VSM) and taken into account
the property of a features term in a classification, which
is called as feature term—classification matrix. In this
matrix, row represents feature term in vector space and
column represents classification. The property, such as
frequency of a feature term in certain classification can
be represented by corresponding element value in the ma-
trix. Table 1 shows a feature term—classification matrix,
where the value expresses the frequency.

In the table, for example, the frequency of Home in C5
is 111 and other feature terms have low frequency in C5,
so Home can represent the C5.

Table 1: Feature term - Classification matrix

Feature term C1 C2 C3 C4 C5
Home 80 27 11 0 11

Products 5 155 21 0 98
Plan 7 7 0 79 36

Projects 2 0 145 19 1
Design 3 0 6 65 0

3 Unified Description of Vulnera-
bility Factors

Nowadays, different business and institutions possess
their own vulnerability database, and the same vulner-
ability in different database may have different factors. It
is not convenient for us to determine which database to
choose and which factor to opt. Therefore, it is neces-
sary to formulate the unified vulnerability text factors to
enhance the applicability.

3.1 Common Vulnerability Database

CVE is a well-known, widely recognized vulnerability
database [3]. Every vulnerability gets a standard name,
so it is easy to share data in all kinds of vulnerability
database and vulnerability assessment tools. Therefore,
we can find the security vulnerabilities of software prod-
ucts more quickly and effectively and give the solution to
avoid the threat.

X-FORCE, belonging to ISS, has the most complete
the vulnerability items [11]. However, it cannot publish
the vulnerability free. ISS offers the online search service.

US-CERT is a middle-class vulnerability database from
the Computer Emergency Response Team, and it is built
in the Carnegie Mellon University [8]. Also, it can provide
online search service.
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3.2 Select Unified Factor

The selection of the vulnerability unified factor is the
foundation of vulnerability Classification. According to
some factors from different database, three institutions
selecting the factors for vulnerability classification are
shown in Table 2.

Therefore, we select four factors for the unified stan-
dards, where the number of the factors selected is three
times. It shows that these factors are recognized as the
representative attributes in the world. Actually, the fac-
tor Date Public is just the time and it has no use for us
to vulnerability classification.

Ultimately, we use three factors, CVE name, severity
rank and description to express vulnerability. We give an
example in Table 3.

4 Algorithm Design

4.1 Algorithm Idea

Orthogonal Centroid Algorithm firstly calculates the cen-
troid of all features in each class and the training set and
then calculates the score. We can find that orthogonal
centroid algorithm focuses on inter-class, namely calcu-
lating the most important feature term compared with
other feature terms in one classification. Document fre-
quency is a simple and effective feature selection algo-
rithm. However, Document Frequency method only mea-
sures the significance of a feature term in the intra-class.
Thus the Document Frequency method concentrates on
the column of the feature term-classification matrix while
Orthogonal Centroid Algorithm focuses on the row.

Both Document Frequency method and Orthogonal
Centroid Algorithm just focus on one respect of the ma-
trix. Therefore, this paper puts forward a kind of new
feature selection algorithm, Orthogonal Centroid Features
Selection algorithm both in Inter-class and Intra-class
(OCFSII), which can make up deficiency of Orthogonal
Centroid Algorithm and Document Frequency method
and measure comprehensively the importance of a feature
term to classification.

4.2 Algorithm Flow

As is shown in Figure 3, we give the flow chart of OCF-
SII algorithm, which mainly includes two parts, including
the construction of feature term-classification matrix and
selection of text feature. Text feature selection needs to
calculate the centroid of training set. Moreover, we cal-
culate the offset of feature terms both in inter-class and
intra-class respectively. Finally, we can obtain the total
offset of feature terms and then make a rank for those.

Here, feature term-classification matrix is VT×C , which
consists of T features and Cclasses, matrix element vij rep-
resents the frequency of the ith feature in the jth class, the
vector D = {d1, d2 · · · di}, 1 ≤ i ≤ C, where di represents

text number of the ith class. There are some calculation
formulas as following:

1) Feature term centroid in training set M =
{m1,m2, · · ·mi}

mi =

C∑
j=1

vij/

C∑
j=1

dj (7)

Where mirepresents the ith feature term centroid;

2) Feature term centroid in inter-class Mj =
{m1

j ,m
2
j · · ·mi

j}

mi
j =

vij
dj

(8)

Where, mi
j represents the centroid of the ith feature

term in the jth class;

3) Feature term centroid in intra-class

m̄ =

C∑
j=1

vij

C
(9)

4.3 Algorithm Description

Algorithm 1 OCFSII algorithm

1: Input feature term - classification matrix VT×C and
matrix element vijrepresents frequency of the ith fea-
ture in the jth class; text number vector of class
vulnerabilityD = {d1, d2 · · · di} , 1 ≤ i ≤ C; feature
numberK

2: Output feature subset VS

3: mi = F1(vij , di) // calculate feature term centroid in
training set

4: mi
j =

vij
dj

// calculate feature term centroid in inter-

class
5: m̄ = F2(Vij , C) // calculate feature term centroid in

intra-class
6: for i = 1 to T
7: for j = 1 to C
8: aij = vij−m̄ // calculate offset in intra-class
9: bij = mi

j − mi // calculate offset in inter-
class

10: end for
11: OCFSIIij = aij ∗ bij
12: end for
13: VS = OCFSIITOPK

Moreover, the function F1 and F2 are defined as fol-
lows:

OCFSII algorithm measures the importance of features
both in inter-class and intra-class. And it is so simple to
implement. The time complexity is O(T*C) - namely the
product of the number of rows and columns in Feature
Term-classification Matrix.
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Table 2: Institution selecting the factors for vulnerability classification

ID Factor CVE X-FORCE US-CERT Times
1 CVE name X X X 3
2 Data public X X X 3
3 Date-up Ö Ö X 1
4 Severity rank X X X 3
5 Credit Ö Ö X 1
6 Solution Ö Ö X 1
7 Description X X X 3

Table 3: CVE-2015-1611 information

CVE name description Severity rank

CVE-2015-1611
OpenFlow plugin for Daylight before Helium SR3 allows

remote attackers to spoof the SDN topology and affect the
flow of data, related to fake LLDP injection.

Middle
(CVSS score: 5.0)
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Calculate the centroid of 

training set and every 

classification

Calculate the centroid of 

training set and every 

classification

 Feature term-

classification matrix

 Feature term-

classification matrix

Intra-class: calculate the 

offset between a feature term 

and a centroid of the class

Intra-class: calculate the 

offset between a feature term 

and a centroid of the class

   Calculate the  total 

offset of feature terms 

   Calculate the  total 

offset of feature terms 

Vulnerability Features 

Inter-class: calculate the 

offset between a feature term 

and another one 

Inter-class: calculate the 

offset between a feature term 

and another one 

Rank the feature 

terms 

Rank the feature 

terms 

Figure 3: Flow chart of OCFSII algorithm

5 Experiment Setup

5.1 Experimental Classifier

In this section, K-Nearest Neighbor (KNN) and Support
Vector Machine (SVM) are described briefly. Both of
them are supervised learning method.

1) KNN classifier: KNN classification is a kind of learn-
ing algorithm based on sample, which is considered

as an inert method. This algorithm shows wonderful
performance in many applications. The key point of
this method is to find a proper similarity measure
to determine the degree of similarity between sample
and training set. Therefore, we can get the nearest
training set from the unmarked samples.

2) SVM classifier: SVM is a kind of machine learning
algorithm, which is widely used in machine learning.
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Algorithm 2 F1(vij , di)

1: vij = 0; dj = 0
2: for i = 1 to T
3: for j = 1 to C
4: vij = vij + 1
5: dj = dj + 1
6: mi =

vij
dij

7: end for
8: end for
9: return (vij , dj)

Algorithm 3 F2(vij)

1: vij = 0
2: for i = 1 to T
3: for j = 1 to C
4: vij = vij + 1
5: m̄ =

vij
C

6: end for
7: end for
8: return (vij)

Moreover, SVM is a high efficient classifier in classi-
fication. In our study, we choose liner kernel SVM.

5.2 Experimental Data

The purpose of this experiment is to select the feature of
vulnerability, so as to verify the accuracy and efficiency
of the vulnerability classification. In addition, we do not
give a profound study on the selection of the categories.
The vulnerabilities are divided into the most common six
categories, authentication, buffer errors, cross-site script-
ing, code injection, information leak and input validation
respectively. The sample set of vulnerabilities is shown in
Table 4.

We select 3500 vulnerabilities from Security Content
Automation Protocol (SCAP), from which 3000 vulnera-
bilities belong to training sample and 500 vulnerabilities
belong to test training. As is seen from the Table 4, 3000
samples will train the classifier alter the feature selection
and, the 500 samples are utilized to test the accuracy of
OSFCII.

5.3 Experimental Steps

In this section, we give the concrete the steps of vulnera-
bility classification experiment.

1) Obtain the original vulnerability features via prepro-
cessing the vulnerabilities text from the database;

2) Construct the feature term- class matrix;

3) Get the feature terms of each category by utilizing
the proposed feature selection OCFSII;

4) Use VSM to quantify the vulnerability feature terms;

5) Utilize one-to-many method to structure the vulner-
ability classifier;

6) Calculate the F1 and accuracy and give the experi-
ment results.

5.4 Performance Measures

In our experiment, we utilize the F1 and Accuracy to mea-
sure the performance of the vulnerability classification.

1) Precision and micro-precision: Precision is the ra-
tio of the number of vulnerability texts which are
correctly classified as the positive class to the total
number of those which are classified as the positive
class. The formula of the precision for class ci is de-
fined as:

Pi =
TPi

TPi + FPi
(10)

Where TPi is the number of vulnerability texts which
are correctly classified as class ciand FPi means the
number of vulnerability texts which are misclassified
as class.

Similarly, in order to evaluate the performance aver-
age across the classes and micro-precision is used in
this paper. The formula of the micro-precision can
be calculated:

Pmicro =
TP

TP + FP
=

|C|∑
i=1

TPi

|C|∑
i=1

(TPi + FPi)

(11)

Where |C| is the number of the classes.

2) Recall and micro-recall: Recall is the ratio of the
number of vulnerability texts which are correctly
classified as the positive class to the total number of
those which are actually belong to the positive class.
The formula of the precision for class ci is defined as:

Ri =
TPi

TPi + FNi
(12)

Where FNi means the number of vulnerability texts
belonging to class ci are misclassified to other classes.

Similarly, in order to evaluate the performance aver-
age across the classes and micro-precision is used in
this paper. The formula of the micro-precision can
be calculated:

Rmicro =
TP

TP + FN
=

|C|∑
i=1

TPi

|C|∑
i=1

(TPi + FNi)

(13)

3) F1 and accuracy: When we obtain the micro-
precision and micro-recall, the formula of the F1 and
Accuracy can be calculated:

F1 =
2PmicroRmicro

Pmicro + Rmicro
(14)
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Table 4: Experimental vulnerability sample

Category
Number

Training sample Testing sample The total
authentication 221 30 251
buffer errors 303 80 383

cross-site scripting 945 200 1145
code injection 830 110 940

information leak 250 30 280
input validation 451 50 501

Accuracy =
TP + TN

TP + TN + FP + FN
(15)

Where TN means the number of vulnerability texts
which are correctly classified to other classes exclud-
ing the positive class.

6 Results

6.1 Experimental Results when KNN
Classifier

Table 5 shows the F1 measure results when KNN classifier
is used. In this chart, we can see that OCFSII actually
has the best performance when the number of features
is 300, 500, 1300 and 1500. Moreover, the IGI has the
similar performance compared with OCFSII but the lat-
ter is superior to the former. All of the algorithms have
the positive correlation when the number of the features
between 300 and 1300 and from 1300 on, the F1 measure
begins to decrease. Therefore, the number of the features
is 1300 for the database and the experiments can get the
excellent results.

Similarity, Figure 4 shows the accuracy measure results
when KNN classifier is used. In this graph, OCFSII and
IGI have the better results compared with other methods.
And all the curves rise from 300 to 1300 and decline later.
It proves that when the number of features is 1300, and
we can get the good results. OCFSII has the greatly
improved when we consider the importance of features
both in inter-class and intra-class compared with OC.

6.2 Experimental Results when SVM
Classifier

Table 6 shows the F1 measure results when SVM classifier
is used. In this chart, it can be seen that F1 measure re-
sults when utilized OCFSII outperforms any other meth-
ods. Although IGI has the similar performance compared
with OCFSII, the latter precedes the former a little. Sim-
ilarly, all of the algorithms have the positive correlation
when the number of the features between 300 and 1300
and from 1300 on, the F1 measure begins to decrease.
So, we can select 1300 features for the database approxi-
mately to obtain the good results. Compared with KNN
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classifier used in the experiment, SVM classifier performs
better when we use the same methods.

Similarity, Figure 5 shows the accuracy measure re-
sults when SVM classifier is used. In this graph, OCF-
SII has the better results compared with other methods.
All of the curves ascend gradually with the increasing of
the number of features, and they reach the highest point
when the number is 1300. It tells us that we can get
the excellent performance when we select 1300 features
approximately. Obviously, OCFSII has the greatly im-
proved compared with OC because both inter-class and
intra-class are taken into consideration. Compared with
KNN classifier used in the experiment, SVM classifier out-
performs when we use the same methods.

7 Conclusion

In order to protect the information and network from the
numerous numbers of the vulnerabilities, it is significant
to manage the vulnerabilities. Classification, as a key link
of vulnerability management, plays a major role in this
whole process. Due to some feature selection method just
consider the importance of the feature term from one as-
pect, we proposed a new feature selection algorithm called
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Table 5: F1 measure results using KNN classifier (%)

The number of feature 300 500 700 900 1100 1300 1500
OCFSII 69.22 72.54 74.65 76.70 77.76 78.55 77.21

IG 47.88 49.43 52.12 55.23 57.12 58.21 57.33
DF 50.32 52.88 54.76 57.45 59.23 60.52 59.21
IGI 68.54 71.21 74.87 76.92 77. 99 78.32 77.10
OC 49.83 51.43 53.43 56.32 58.22 59.43 58.45

Table 6: F1 measure results using SVM classifier (%)

The number of feature 300 500 700 900 1100 1300 1500
OCFSII 71.54 73.85 75.81 78.60 79.76 80.21 79.21

IG 50.39 51.66 53.94 56.43 57.99 58.32 57.10
DF 52.47 54.18 56.85 58.21 60.23 61.76 60.53
IGI 70.35 72.31 75.32 78.10 78.54 79.21 78.29
OC 51.43 53.57 55.22 57.47 59.22 60.25 59.64
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(%)

OCFSII, considering the importance of the feature term
both in inter-class and intra-class. To confirm the valid-
ity of this method, we use two classifiers including SVM
and KNN in our experiment, and compare it with four
feature selection algorithms including Information Gain,
IGI, Document Frequency and Orthogonal Centroid. The
experiment results show that the proposed method OCF-
SII outperforms IG, DF OC, and is comparable with IGI
when KNN used while OCFSII is superior to IG, DF,
OC and IGI when SVM used. As part of our future re-
search, we plan to design the better method to improve
the accuracy and efficiency to enhance the understanding
of vulnerability essence. [8]
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Abstract

LWE based homomorphic encryption scheme has been
proven as secured technique and consequently widely im-
plemented since the last decade. However, the scheme is
not considered to be practical because of its larger size of
public keys and ciphertexts. In this paper, LWE based
additively homomorphic encryption technique is further
modified to enhance the performance in minimizing the
space required for public keys and ciphertext without
compromising the security of the scheme. This makes
the scheme suitable for implementation in low space de-
vices. The practical implementation of the scheme is ex-
plored and its performance analysis has been presented
here. The scheme is also compared with the standard
LWE.

Keywords: Compact Devices; Learning with Errors;
Prime Factoring; Pseudorandom Generator

1 Introduction

A Fully Homomorphic Encryption (FHE) is treated as
theholy grail of cryptography, because, it allows arbi-
trary processing of data in encrypted mode [8, 13]. An
encryption scheme is called homomorphic if, given two
ciphertexts say c1 = Ek(m1) and c2 = Ek(m2) where
m1,m2 are plaintexts and k is the key, one can com-
pute c = c1oc2 = Ek(m1om2) for some operation o such
that Dk(c) = m1om2 [11]. This idea of homomorphic
encryption was initially proposed by Rivert, et al [19]
in 1978. If o corresponds to a single operation of ei-
ther addition or multiplication only, the scheme is said
to be partially homomorphic. Several partially homo-
morphic encryption schemes were proposed and success-
fully used in applications such as electronic voting, pri-
vate information retrieval, multiparty computation, obliv-
ious polynomial evaluation and so on [11, 15]. However,

to perform arbitrary computations over the encrypted
data so that the scheme is suitable for any application
in general, it must support both addition and multipli-
cation operations over the ciphertexts without any limits
in case of which it is called as fully homomorphic encryp-
tion (FHE) [8]. Solving a three-decade old long lasting
cryptographic problem of designing an FHE scheme was
a dream of cryptographers, which was first theoretically
solved in a pioneering work by Craig Gentry in 2009 us-
ing an innovative construction method [8] Gentry’s FHE
is based on the algebraic lattice theory and consists a
general blueprint that can be used for the construction
of FHE schemes. However, the scheme was practically
infeasible due to high computational complexities under-
lying the blueprint, specifically, the bootstrapping or ci-
phertext refreshing process. In a quest for devising a
practical FHE scheme, several variants of the Gentry’s
scheme were explored [20–22]. Many new schemes based
on different security assumptions and hard algebraic and
number theoretic problems such as Approximate Greatest
Common Divisors (AGCD) [22], Chinese Remainder The-
orem (CRT) [5], identity based [13] and attribute based
schemes [10] were proposed. Though all these works have
shown progressive improvements one over the other, none
of them could be a candidate for practical deployment.
Therefore, devising an FHE scheme with practical time
complexities is still an open problem.

The Learning with errors (LWE) based cryptographic
scheme was first proposed and implemented by Regev [18]
in 2009. LWE problem has been considered well suited
for new research on public key cryptography. LWE based
cryptosystem is proven as simple and fast for implemen-
tation. Moreover, the security of the LWE problems is
proven to be hard [17] since it is related to the well-known
“learning parity with noise” problem.

Several variants of LWE based Homomorphic encryp-
tion schemes such as FHE using standard LWE [2, 3],
RLWE (Ring LWE) [2, 14], and other variants [1, 4, 9]
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have been proposed. The theoretical implementation of
the schemes has been considered to preserve privacy in
cloud computing while practical implementation of LWE
based homomorphic encryption is considered to be com-
plex due to its larger public keys and ciphertexts. The
space constraint also limits the implementation of these
schemes on compact devices. However, there were some
techniques [6, 7, 12, 16] proposed elsewhere to reduce the
size of public keys and ciphertexts which are suitable for
the implementation in low speed and low storage devices.
The aim of this work is to propose the possible imple-
mentation of the LWE based cryptosystem suited for the
devices with low storage capacity.

Contributions. The major contribution of this paper
is to reduce the size of the public keys and cipher-
texts. The scheme is theoretically presented with
time complexities for the Encryption, Decryption,
Key Generation and Additions functions in the pre-
vious work [16]. In this work, the extended version of
the encryption is presented to further minimize the
public key space without compromising the security.

2 Preliminaries

2.1 Notations

In this section, basic concepts related to LWE notations
are presented for quick appreciation of the proposed work.
An integer is denoted as small case letter in single quo-
tations (e.g., ′n′). The bold upper case letters (e.g., V ))
are used to denote vectors. The symbols ′+′ and ′.′ are
used for the addition and multiplication operations re-
spectively. The symbol < V 1,V 2 > denotes the integer
which resulted as the sum of individual products of ele-
ments of the vectors V 1 and V 2.

2.2 LWE Based Homomorphic Encryp-
tion

Standard LWE based homomorphic encryption scheme [3]
is constructed based on two major parameters: ′n′ (di-
mension) and ′q′ (modulus). First Secret vector S of
′n′ integers is chosen and then set of public keys (Ai, b),
denoted as PK = {PK1, PK2...}, is computed using
key generation function, where Ai is an arbitrary vec-
tor of ′n′ integers, and ′b′ is an integer computed as
< Ai,S > +2.ei; where ′e′i is small randomly chosen
error. Now, for every jth public key generation, the
random arbitrary vector Aj is chosen, and jth public
key, PKj , computed from the secret key S as follows:
PKj = (Aj , bj) = (Aj , < Aj ,S > +2.ej).

Given the plaintext message bit mi, encryption al-
gorithm computes the ciphertext C i = (Ai, vi) using
any random jth public key PKj= (Aj , bj ) where vi =
bj +mi (mod q) = (< Aj ,S > +2.ej +mi (mod q)) and
Ai= Aj .

Decryption takes ciphertext C i = (Ai, vi) and com-
putes the plaintext message bit ′mi’ using the secret key
S . The decryption process is given as follows:

mi = (vi− < Ai,S >)mod2,

Decryption eliminates two masks and leaves the message
bit as output.

3 Scheme with Shorter Public
Keys and Ciphertexts

In this section, we formally present the LWE based
additively homomorphic encryption scheme with shorter
public keys and ciphertexts. Seed based technique is
proposed to minimize the each public key as well as
ciphertext from (n + 1).log2(q) bits down to 2.log2(q)
bits [7, 16]. A pseudo random number generator with
initialized seed value (seedj) is used to generate the
vectorAj of ‘n′ elements which in turn generates the jth

public key PKj = (Aj , bj).

Instead of publishing the public keyPKj = (Aj , bj) of
size n + 1, the public key vector is shortened to two inte-
gers and published as (seedj , bj). LWE based encryption
with shortened public keys with the support of homomor-
phic encryption [16] is formally presented as follows:

KeyGen function. It takes initial parameters, modulus
′q′ and dimension ′n′ as inputs, then it chooses the
secret key vector S of ′n′ integers and generates set
of public keys PK(= {PK1, PK2, . . . ..}). Any ith el-
ement of PK, using parameters ′n′,′ q′ and the secret
key vector S , is computed as follows:

1) Choose a prime value ′p′i as a seed value and
pass it to the pseudo random number generator
for generating ′n′ integers of vector Ai.

2) Compute the public key PKi = (Ai, bi) as
(Ai, < Ai,S > +2ei) where ′e′i is a small ran-
dom error.

3) Publish the public key PKi = (pi, bi) instead of
(Ai, bi).

Encryption function. For encrypting any ith plain text
message bit mi (0 or 1)

1) Choose any kth public key PKk : (pk, bk)

2) Compute ciphertext Ci using public key PKk

as follows:

Ci = (pi, vi) = (pk, bk + mj).

Homomorphic addition function. Given any two ci-
phertexts Cx= (px, vx) and Cy= (py, vy), compute
the new sum cipher Cz as follows:

Cz= (pz, vz),

where pz = px.py and vz = vx + vy.
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Figure 1: Proposed LWE based additively homomorphic
encryption process

Decryption function. For any given ciphertext Cj=
(pj , vj) decryption function computes the plaintext
message bit mj using the secret key S . The process
is given as follows:

1) Compute set of prime factors p1, p2, p3 and so
on from pj using prime factoring technique.

2) Generate vector Ai of size ′n′ using pseudo ran-
dom number generator function from the seed
value ′p′i for all prime factors computed from
′p′j .

3) Compute sum vector A from all vectors A1,
A2, A3,... as follows:

A =
∑
i

Ai

4) Compute message mj from ciphertext using the
following relation,

mj = (vj− < A,S >) mod 2
where S is the secret key vector.

The whole process of key generation, encryption, and
decryption and addition operation is illustrated as
shown in the Figure 1.

4 An Extended Encryption

The key generation function is used to generate a set of ′x′

public keys and these keys are stored in the public store.

In the encryption process, a public key, PKk = (pk, bk)
is chosen randomly from the public key store to encrypt
the plain text message bit mi and to compute the cipher-
text Ci= (pi, vi) as described under Encryption Function
in Section 3. The ciphertext thus computed is stored in
publicly accessed ciphertext store. Also, the second com-
ponent ′v′i of the ciphertext is computed by adding the
message bit (0 or 1) to the second component ′b′k of the
public key, PKk. If the message is 0, then vi = bk and if
the message is 1, then vi = bk + 1. This makes very little
difference to the component ′v′i of the ciphertext. Since
the public key store and the ciphertext store are publicly
accessible, an adversary can choose any ciphertext from
the ciphertext store and search for its corresponding pub-
lic key (used for its encryption) in the public key set. If
the size of public key set is small, then it becomes easy for
an adversary to search for its corresponding public key,
hence, to compute the message bit. Therefore, big size of
the public key set ensures that the scheme is secure. How-
ever, the huge size may affect the suitability of scheme in
implementing over compact devices.

Modification in the encryption function, proposed ear-
lier [16], helps to reduce the number of keys down to small
number and to make the scheme suitable for compact de-
vices without compromising the security. The proposed
extended version of the scheme utilizes the modified en-
cryption function.

Modified encryption function. For encrypting any
ith message bit mi (0 or 1)

1) Choose any kth public key PKk : (pk, bk)

2) Compute ciphertext Ci

Ci = (pi, vi) = (pk, bk + mi + 2.ei)
where ′e′i is randomly chosen error.

Now, the newly added error term ‘e′i in the encryp-
tion seems to make the scheme significantly more se-
cure; further, the public key set can be minimized to
fit for the low storage devices.

Security of the scheme.

• The security of the scheme is totally dependent
on modulus ′q′, dimension ′n′ and the secret
vector S. Hence, its hardness is equivalent to
that of the LWE problem.

• It is important to consider the privacy of the op-
erations on the ciphertext as it is important for
homomorphic encryption scheme. The size of
the ciphertext is reduced to two and it maintains
the privacy even after performing the many ad-
dition operations on it.

5 Results and Discussion

In the proposed scheme, the total size required for storing
′x′ public keys or ciphertexts is minimized to [2x. log2(q)],
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whereas the size required in standard LWE schemes is
[x.(n + 1). log 2(q)]. The comparison of the storage (in
bits) required for publishing 1024 public keys in standard
LWE scheme and the proposed scheme is given in Table 1.
For the parameter n = 10 and for an integer ′q′ with
10 bits the maximum storage required for 1024 public
keys in the proposed scheme is 24477 bits, whereas for
the standard LWE scheme, the storage required is 112624
bits. A key implication of this minimization is that the
size of the public keys or ciphertexts becomes independent
of the security parameter ′n′.

In the practical implementation of the proposed LWE
based additively homomorphic encryption scheme, it is
observed that the execution time for the encryption op-
eration is in the same range as that of the previously
proposed work [16]. The comparison of the time com-
plexities of standard LWE scheme [3] and the proposed
version of the LWE scheme for different values of ′n′ and
′q′ are given in Figure 2. It is observed that the execu-
tion time for the homomorphic encryption functions of
the proposed LWE are comparable to the standard LWE.
The execution time for the Key Generation, Encryption
and Decryption operations are in the same range too as
that of the standard LWE. However, the execution time
for the addition operation is significantly low in the pro-
posed LWE which becomes more prominent at higher ′n′

and ′q′ values. At n = 100000 and ′q′ to be a 50 bit
number, the execution time for the addition operation in
standard LWE is 2.1×108 whereas for the proposed LWE,
it is 4× 103.

6 Conclusions

An efficient LWE based additively Homomorphic Encryp-
tion has been proposed and explored with practical im-
plementation. The prime number used as the seed value
for the pseudo random generator helps shorten the public
keys and ciphertexts. The proposed enhanced encryption
function provides the enhanced security and further mini-
mization of public key space large extent. In the practical
implementation of the scheme, the execution time com-
plexities for every function are reasonably small even for
higher values of the security parameters. This makes the
scheme suitable to implement over compact devices.
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Abstract

In this paper, we propose a new scalar multiplication algo-
rithm on elliptic curves over GF(3m). It combines original
Montgomery ladder algorithm and the ternary representa-
tion of the scalar, which makes full use of cubing. In addi-
tion, in order to improve performance, we have presented
new composite operation formulas which are 2P1+P2 and
3P1, and applied them to the improved scalar multiplica-
tion algorithm. Based on the original Montgomery lad-
der algorithm, it can resist Simple Power Attack (SPA).
In the experimental analysis, we set the ratio of inversion
and multiplication to a dynamic value. Results show that
with respect to previous algorithm, the average efficiency
of proposed scalar multiplication algorithm is increased
by 7.8 % to 11.3 % in affine coordinate, and 4.0 % to
17.9 % in projective coordinate.

Keywords: Characteristic Three; Composite Formulas;
Elliptic Curve Cryptography; Montgomery Ladder Algo-
rithm; Scalar Multiplication

1 Introduction

Elliptic Curve Cryptography (ECC) was introduced inde-
pendently by Koblitz [9] and Victor Miller [16] in around
1985. Its key size is smaller than RSA with the equiva-
lent security, for example, elliptic curve with the key of
160 bits is competitive with RSA with the key of 1024
bits. This can be especially an advantage for applica-
tions where resources are limited, such as smart cards,
embedded devices and mobile phones. Its safety is based
on the difficulty of elliptic curve discrete logarithm prob-
lem (ECDLP). ECC is used for encryption, decryption,
digital signature and verification [5, 7, 8, 18, 22, 28]. The
factors that affect the execution rate of ECC algorithm
are generally as follows: The choice of coordinates, scalar
multiplication, the selection of elliptic curves. One of the
decisive factors is the calculated rate of scalar multiplica-
tion. Scalar multiplication, defined as [k ]P=P+P+. . .+P,

where k is an integer and P is an elliptic curve point, is
a major and time-consuming operation in ECC. Scalar
multiplication operations can be divided into two layers:
the top layer and the bottom layer. Among them, the top
layer operation is basic point operation on elliptic curve,
such as point addition and point doubling, and the bot-
tom layer operation is underlying field operation, such as
inverse, multiplication, squaring, and so on.

In recent years, GF(2m)-ECC and GF(p)-ECC have
been well studied. There are a lot of methods to improve
the elliptic curve scalar multiplication, such as double-
and-add [11], non-adjacent form (NAF) [20] and so on,
while GF(3m)-ECC have been less studied due to their
efficiency factors. So the research of fast and security
scalar multiplication on the elliptic curve over GF(3m)
has become one of the hot research topics. GF(3m)-ECC,
as a special type of GF(pm)-ECC, has some properties of
fast computation similar to GF(2m)-ECC, but it has own
special properties and is suitable as a carrier of secure
password algorithm [12,19,24,26].

In 1987, Montgomery [17] proposed a fast algorithm
for calculating the elliptic curve scalar multiplication kP
that resists Simple Power Attack(SPA) attacks. SPA is
a type of side channel attack proposed by literature [10].
The basic idea is: Integer k is expanded into binary form,
which is computed cyclically from left to right. And there
are one point doubling and one point addition operations
in each cycle. Because of the same computational pattern
and cost in every loop iteration, this algorithm prevents
SPA. However, the original Montgomery ladder algorithm
has the demerit of slow performance. In this paper, a
scalar k is represented as ternary form instead of binary
form. The length of the ternary expression is shorter
than binary expression. Based on Montgomery’s idea,
a new algorithm was proposed by Lopez and Dahab [15]
in 1999, and it was used for calculating the elliptic curve
scalar multiplication over GF(2m). By using a new set
of point addition and point doubling calculation formu-
las, every iteration requires only the x-coordinate of the
point to be calculated, and the y-coordinate is restored
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at the end of the algorithm. Smart and Westwood [27]
first pointed out that ordinary elliptic curves over finite
fields of characteristic three is an alternative for imple-
menting elliptic curve cryptosystems, and it is at most
50% slower than the equivalent system over finite fields of
characteristic two. After that, these elliptic curves were
extensively studied by many papers [3, 4, 12, 27]. The lit-
erature [29] proposed point addition and point doubling
calculation formulas that omit the calculation of the Y-
coordinate, and remove the inverse operation, thereby im-
proving the Montgomery algorithm over GF(3m). The lit-
erature [3] improved further point addition, doubling and
tripling operation over GF(3m). In 2013, Gu et al. [4]
gave the reason why the Montgomery ladder algorithm
performs worse over ternary fields than binary fields. In
2015, Zhou et al. [25] deduced a formula of calculating
3k P directly under the affine coordinates. Yu et al. [30]
optimized Projective Montgomery Algorithm over the fi-
nite field with characteristic of 3 by using co-Z tricks, and
the Y coordinate is not calculated in the middle of the
loop. Robert and Negre [1] first presented thirding point
formula together with our third-and-add and parallel ap-
proaches for scalar multiplication.

Our contributions in this paper are divided three levels:

• We review researches about scalar multiplication over
GF(2m), GF(p) and GF(3m) in recent years, and re-
lated theory about ECC.

• Different from original Montgomery ladder algo-
rithm, an improved ternary Montgomery ladder al-
gorithm over GF(3m) is proposed. Furthermore, in
order to increase the speed of scalar multiplication,
we develop composite operation formulas in the un-
derlying field.

• The proposed algorithm can be applied in elliptic
curve cryptography. This algorithm has many ad-
vantages over the existing ones, and it has better
performance and higher security naturally.

The remainder of this paper is organized as follows. The
next section reviews the necessary background for arith-
metic on elliptic curves over GF(3m), ordinary ternary
form of k, and related scalar multiplication. In Section 3,
we present the improved ternary Montgomery ladder al-
gorithm. Additionally, we derive composite operation for-
mulas which are 2P1 + P2 and 3P1. In Section 4, we give
some comparison with other algorithms under different
coordinate system. Finally, in Section 5, we draw some
concluding remarks.

2 Background

2.1 Elliptic Curve Cryptography

An elliptic curve E over a finite field K is defined by the
equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6. (1)

where a1, a2, a3, a4, a6 ∈ K, and∆ 6= 0, the ∆ is discrimi-
nant of E.

When the characteristic of K is equal to 3, we use the
non-supersingular form of an elliptic curve given for a 6= 0
by

y2 = x3 + ax2 + b. (2)

where a, b ∈ K, and ∆ = −a3b 6= 0.
P1 = (x1, y1) 6= O and P2 = (x2, y2) 6= O is two differ-

ent points on the elliptic curve, then the sum of them is
P3 = (x3, y3) computed by

x3 = λ2 − x1 − x2 − a, y3 = λ(x1 − x3)− y1, (3)

where λ =
y2 − y1
x2 − x1

.

The doubling of the point P1 = (x1, y1) 6= O is the
point P3 = (x3, y3) given by

x3 = λ2 + x1 − a, y3 = λ(x1 − x3)− y1, (4)

where λ =
ax1
y1

.

Both doubling and addition formulae require 1I+2M+
1S, where I,M, S is the cost of a field inverse, multipli-
cation and squaring, respectively.

2.2 Elliptic Curve over Fields of Charac-
teristic Three

For elliptic curves over fields of characteristic three, we
know some basic facts [27]: polynomial g(z), as an element
in the field F3m = F3[z]/M(z), the cubing rule can be
shown as follows:

g(z)3 = g(z3) (mod M(z)).

The square uses the same algorithm as multiplication,
so it is regarded as equivalent to multiplication. Multiply-
ing and squaring field elements are similar in complexity
and are not too expensive, but more costly than cubing.
The computing speed of cubing is at least ten times faster
than that of multiplication or squaring. Since the charac-
teristic of the elliptic curve is 3, so we can simplify cubic
computation with Frobenius self-homomorphism [6], and
computational overhead of cubic can be negligible, com-
pared to other operations. Addition and subtraction can
be ignored as well [2]. Although, the cubing in ternary
fields can be implemented by previous efficient methods,
the original Montgomery ladder algorithm do not make
full use of cubing [4]. In Section 3, we propose an im-
proved ternary Montgomery ladder algorithm. Here, the
ternary expression is useful to reduce the length of the
scalar representation.

A curve of the form y2 = x3 + ax2 + b is used in this
paper, and it has a point of order three and the order of
the group is divisible by three. It needs to meet some re-
quirements, for example, there is group order 3×p, where
p is a prime, and it can be performed in the subgroup of
size p.
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2.3 Ordinary Ternary Form

According to the traditional division algorithm,
An arbitrary positive integer k is expressed as
k=(kn−1, · · · , k1, k0)3, where kn−1=1 or 2, and
ki ∈ {0, 1, 2}, i = 0, 1, · · · , n− 2.

Algorithm 1 Ordinary Ternary Form

1: Input: A positive integer k
2: Output: k=(kn−1, · · · , k1, k0)3, with kn−1=1 or 2

and ki ∈ {0, 1, 2}.
3: i← 0
4: while k > 0 do
5: if k mod 3 = 2 then
6: ki ← 2
7: k = bk/3c
8: end if
9: if k mod 3 = 1 then

10: ki ← 1
11: k = bk/3c
12: end if
13: if k mod 3 = 0 then
14: ki ← 0
15: k = k/3
16: end if
17: i← i+ 1
18: end while
19: Output k.
20: End

Algorithm 1 correctness:

1) The result of k mod 3 in this algorithm is only 2, 1
and 0, and the ratio of 2, 1, and 0 is 1/3 [13], on
average.

2) A branch is always performed in the loop, so k will
certainly continue to decrease after k ← k/3, the
program ends the loop when the final result of k is
0. Therefore,any positive integer k will certainly be
turned into an ordinary ternary string, after the cir-
cular execution of Algorithm 1.

Example 1. A positive integer k = 520
i← 0
k0 ← 1, k = 173, i← 1
k1 ← 2, k = 57, i← 2
k2 ← 0, k = 19, i← 3
k3 ← 1, k = 6, i← 4
k4 ← 0, k = 2, i← 5
k5 ← 2, k = 0, i← 6
Output k = {2, 0, 1, 0, 2, 1}

2.4 Scalar Multiplication

2.4.1 Ordinary Ternary Form Scalar Multiplica-
tion

Ordinary ternary form scalar multiplication is expressed
as left-to-right form, and Algorithm 2 describes corre-
sponding elliptic curve scalar multiplication.

kP =

n−1∑
i=0

ki3
iP = 3(· · · 3(3kn−1P + kn−2P ) + · · · ) + k0P.

Algorithm 2 Ordinary ternary form scalar multiplica-
tion algorithm

1: Input: P = (x, y) ∈ E(GF (2m)), and k =
(kn−1, kn−2, · · · , k1, k0)3

2: Output: Q = kP ∈ E(GF (2m)).
3: R0 ← O
4: for i = n− 1, · · · , 0 do
5: R0 = 3R0

6: R1 = R0 + P
7: R2 = R0 + 2P
8: R0 = Rki

9: end for
10: Return Q = R0

11: End

The algorithm requires (n)-time triple, (n)-time double
and 2(n)-time addition. Each loop performs the same
point operation whatever the key bit is, so attacker can
not guess the value of scalar k from power trace of point
multiplication, i.e., Algorithm 2 can resist SPA.

2.4.2 A Left-to-Right Montgomery Ladder

The well-known Montgomery ladder for speeding up the
scalar multiplication, which was initially proposed and
utilized for Montgomery form elliptic curves [17], can be
adapted to Weierstrass form curves. Algorithm 3 de-
scribes the classical left-to-right Montgomery ladder ap-
proach for point multiplication [21].

The algorithm requires (n-1)-time double and (n-1)-
time addition. Each loop performs one point doubling and
one point addition operations, so this algorithm prevents
SPA. Furthermore, given a base point P, and there is no
change in the difference between the input points R0 and
R1, i.e., R1−R0 = P . This algorithm can also be applied
to elliptic curve over GF(3m) [30].

3 Proposed Algorithm

In this part, we propose a new efficient scalar multipli-
cation algorithm based on the Montgomery ladder algo-
rithm. The scalar k is represented as a ternary form,
and the new algorithm is extended to elliptic curves over
GF(3m).
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Algorithm 3 Left-To-Right Montgomery Ladder Algo-
rithm
1: Input: P = (x, y) ∈ E(GF (2m)), and k =

(1, kn−2, · · · , k1, k0)2
2: Output: Q = kP ∈ E(GF (2m)).
3: R0 = P ; R1 = 2P
4: for i = n− 2, · · · , 0 do
5: if ki = 1 then
6: R0 = R0 +R1; R1 = 2R1

7: end if
8: if ki = 0 then
9: R1 = R0 +R1; R0 = 2R0

10: end if
11: end for
12: Return Q = R0

13: End

3.1 The Improved Ternary Montgomery
Ladder Algorithm

Given a positive integer k, and it is expressed as ternary
form k = 3n−1kn−1 + · · ·+ 3k1 + k0, where kn−1=1 or 2.

Definition 1. The value of scalar multiplication is stored

in R0. We define R
(i)
0 = (

∑i
j=1 kn−j3

i−j)P as the value
of R0 at the end of the ( i-1)-round loop in the algorithm,

where 1 ≤ i ≤ n, j ≤ i and R
(i)
0 is a point on the elliptic

curve. Especially, for i = 1, R
(1)
0 = (

∑1
j=1 kn−130)P =

kn−1P is an initial value in the algorithm.

Similarly, R
(i)
1 is defined as R

(i)
1 = (

∑i
j=1 kn−j3

i−j)P ,

and it also holds R
(i)
1 = R

(i)
0 +P . Then, R

(i+1)
0 and R

(i+1)
1

are computed by using R
(i)
0 and R

(i)
1 , and they depend on

the value of kn−i−1, as follows:

if kn−i−1 = 0, R
(i+1)
0 = 3R

(i)
0 ,

R
(i+1)
1 = 2R

(i)
0 +R

(i)
1

if kn−i−1 = 1, R
(i+1)
0 = 2R

(i)
0 +R

(i)
1 ,

R
(i+1)
1 = 2R

(i)
1 +R

(i)
0

if kn−i−1 = 2, R
(i+1)
0 = 2R

(i)
1 +R

(i)
0 ,

R
(i+1)
1 = 3R

(i)
1

(5)

Therefore, in the calculation of R
(i+1)
0 and R

(i+1)
1 , two

composite operations 2P1 + P2 and 3P1 are involved,

where P1 and P2 are R
(i)
0 or R

(i)
1 . R

(i)
1 − R

(i)
0 = P is

still valid. Algorithm 4 describes the improved ternary
Montgomery ladder algorithm over finite fields of charac-
teristic three, and in the following, the algorithm is veri-
fied by giving an example.

Notice that at each iteration of Algorithm 4, the vari-
able R0 is updated as

R0 =

 3R0, if ki = 0
2R0 +R1, if ki = 1
2R1 +R0, if ki = 2

(6)

Algorithm 4 The Improved Ternary Montgomery Lad-
der Algorithm over GF(3m)

1: Input: P = (x, y) ∈ E(GF (3m)), and k =
(kn−1, kn−2, · · · , k1, k0)3, where kn−1 = 1 or 2

2: Output: Q = kP ∈ E(GF (3m)).
3: R0 = kn−1P , R1 = (kn−1 + 1)P
4: for i = n− 2, · · · , 0 do
5: if ki = 0 then
6: R2 = 3R0, R1 = 2R0 +R1

7: end if
8: if ki = 1 then
9: R2 = 2R0 +R1, R1 = 2R1 +R0

10: end if
11: if ki = 2 then
12: R2 = 2R1 +R0, R1 = 3R1

13: end if
14: R0 = R2

15: end for
16: Return Q = R0

17: End

Example 2. k = 520, k ={2,0,1,0,2,1}
R0 = 2P,R1 = 3P
k = 0, R0 = 3R0 = 6P,R1 = 2R0 +R1 = 7P
k = 1, R0 = 2R0 +R1 = 19P,R1 = 2R1 + 2R0 = 20P
k = 0, R0 = 3R0 = 57P,R1 = 2R0 +R1 = 58P
k = 2, R0 = 2R1 +R0 = 173P,R1 = 3R1 = 174P
k = 1, R0 = 2R0 +R1 = 520P,R1 = 2R1 + 2R0 = 521P
Output Q = 520P

and the variable R1 is updated as

R1 =

 2R0 +R1, if ki = 0
2R1 +R0, if ki = 1
3R1, if ki = 2

(7)

The new proposed algorithm preserves the advantages
of the original Montgomery ladder algorithm, the differ-
ence between input point R0 and R1 is not changed, i.e.,
R1 −R0 = P .

3.2 Composite Operation

Computing 2P1+P2. Let O is the identity element on the
elliptic curve, which is considered as a point at infinity.

Now given two points P1 = (x1, y1) and P2 =
(x2, y2) in E\{O} with x1 6= x2, their sum is the point
R = P1+P2 = (x3, y3) and is given by using Equation (3)

x3 = µ2
1 − a− x1 − x2, y3 = µ1(x1 − x3)− y1, (8)

where µ1 =
y2 − y1
x2 − x1

.

R is added to P1 to get point S = 2P1 + P2 = (x4, y4),
and coordinates of S is given by

x4 = µ2
2 − a− x1 − x3, y4 = (x1 − x4)µ2 − y1, (9)
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where µ2 =
y3 − y1
x3 − x1

.

The calculation of y3 can be omitted by deform µ2 as

µ2 = −µ1 −
2y1

x3 − x1
= − y1

x1 − x3
− µ1.

x4 can be also computed as

x4 = µ2
2 − a− x1 − x3 = (µ2 − µ1)(µ2 + µ1) + x2.

In addition, letting h := (x2 − x1)2(2x1 + x2) − (y2 −
y1)2 + a(x2−x1)2,it follows that h = (x2−x1)2(x1−x3).
Defining H := h(x2 − x1) and I := H−1,we get

1

x2 − x1
= hI and

1

x1 − x3
= (x2 − x1)3I.

Therefore, there is no x3 is used when computing
2P1 + P2. In Algorithm 5, the computation of h,H, I, µ1

and µ2 requires 1 inversion, 2 squarings, 1 cubing and 8
multiplications. Similarly, Algorithm 6 is point tripling
algorithm.

Algorithm 5 Double-and-Add Algorithm for Elliptic
Curve over GF(3m)

1: Input: P1 = (x1, y1) 6= O, and P2 = (x2, y2) 6= O
2: Output: S = 2P1 + P2.
3: if x1 = x2 then
4: if y1 = y2 then
5: return 3P1

6: end if
7: if y1 6= y2 then
8: return P1

9: end if
10: X ← (x2 − x1)2;Y ← (y2 − y1)2

11: h← X(2x1 + x2)− Y + aX
12: if h=0 then
13: return O
14: end if
15: H ← h(x2 − x1); I ← H−1

16: µ1 ← hI(y2 − y1)
17: µ2 ← −y1X(x2 − x1)I − µ1

18: x4 ← (µ2 − µ1)(µ2 + µ1) + x2
19: y4 ← (x1 − x4)µ2 − y1
20: end if
21: Return (x4, y4)
22: End

4 Analysis of Algorithm

In this part, we first analyze the security of the new al-
gorithm. Then, in order to make the efficiency analysis
more accurate, we compare the new algorithm with pre-
vious algorithms over GF(3m) in different coordinate sys-
tems. And some practical results are listed in the table
below.

Algorithm 6 Tripling Algorithm for Elliptic Curve over
GF(3m)

1: Input: P1 = (x1, y1) 6= O
2: Output: S = 3P1.
3: if y1 = 0 then
4: return P1

5: end if
6: A← ax1;B ← x31 + b
7: C0 ← 1;C1 ← a(x31 + b) = aB
8: D ← y31
9: E ← B3 − bA3C2

0

10: F ← D3 − aDC2
1

11: x3 ← E
C2

1

12: y3 ← F
C3

1

13: Return (x3, y3)
14: End

4.1 Security Analysis

The basic idea of power analysis attack is to obtain its
key by analyzing the energy consumption during the op-
eration of the cryptographic device. Power analysis at-
tacks include Simple Power Analysis (SPA) and Differen-
tial Power Analysis (DPA). SPA [10,14,23] is a technique
that can directly analyze the power consumption infor-
mation, which is collected during the execution of the
encryption algorithm. It can retrieve its key through a
single leakage trace.

In this paper, the security is analyzed by taking I/M =
8.75, C/M = 1.37, S/M = 1 [27,29] for the cost of inverse,
cubing and squaring operation. For GF(3m), the cost of
computing 2P1 + P2 is 1I + 2S + C + 8M ≈ 1I + 11M .
And the cost of computing 3P1 is 1I + 2S + 6C + 3M ≈
1I + 11M . Because energy consumption of each iteration
is the same roughly whether ki = 0, 1, or 2, so side chan-
nel profile of 2P1 + P2 and 3P1 can not be distinguished.
Our algorithm is based on the original Montgomery lad-
der algorithm, so the this algorithm is able to resist SPA
attacks. Furthermore, this algorithm can resist the DPA
by randomizing the scalar.

4.2 Efficiency Analysis

Before we analyze the efficiency, we define β as a dynamic
ratio of inverse and multiplication [13]:

I

M
= β. (10)

In Algorithm 4, there are operation included tripling
and double-and-add or two double-and-add at each loop,
which depends on the value of the scalar k. The cost of
tripling and double-and-add is 2I + 4S + 7C + 11M , the
cost of two double-and-double is 2I + 4S + 2C + 16M , so
the average cost of each iteration, which is tripling and
double-and-add or two double-and-add, is 2I + 38

3 M +
16
3 C + 4S.
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Figure 1: The comparison between Algorithm 3 and Al-
gorithm 4 in the (a) m=101, (b) m=122, (c) m=162, (d)
m=379

4.2.1 Affine Coordinate

The proposed Algorithm 4 is compared with previous al-
gorithm in affine coordinate system. An analysis of the
costs of different scalar multiplication is shown in Table 1.

Given an integer k, the ternary (3-adic) expansion of
k is shorter than the binary (2-adic) expansion. Suppose
k is an n bit number, and n = dlog2 ke, the length of the
ternary expansion of k is m, and m = dlog3 ke, therefore,
n = m log2 3 ≈ 1.584m, i.e., 101-ternary is equivalent to
160-binary [27], 122, 162, 379-ternary is equivalent to 192,
256, 600-binary, respectively.

For example, comparing Algorithm 3 using formula 10,
11 in [29] and our algorithm, we can conclude that the
efficiency of the new algorithm is recorded in the following
formula:

ε = 1−
(2m− 2)β + ( 50m

3 −
50
3 )

(2mlog23− 2)β + (6mlog23− 6)
. (11)

Figure 1 (a)-(d) show that the comparison between
the original Montgomery ladder algorithm, i.e., Algo-
rithm 3, and the improved ternary Montgomery ladder
algorithm, i.e., Algorithm 4, in different data bits. Our
new algorithm can improve the computational efficiency
of scalar multiplication with the increase of β. Compared
with Algorithm 3 using formula 10, 11 in [29], the average
efficiency of the new algorithm can be increased by 6.6%
and 11.3% for different data bits, respectively, when β is
equal to 8 and 10.

Figure 2 shows the comparison of algorithms with the
scalar of the equivalent bits. From the graph of the vari-
ation of improved efficiency with the ratio of inverse and
multiplication, we can conclude that the larger the ratio
of I and M , the slower the rate of increasing in efficiency,
and Table 1 shows that the efficiency of the new Mont-
gomery ladder algorithm is increased by 7.8% and 11.0%,
compared to Algorithm 3 using formula 12 in [29] and [4],
when β is equal to 10.
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Figure 2: The comparison of algorithms with the scalar
of the equivalent bits
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Figure 3: The comparison of algorithms in different coor-
dinates in [27]

4.2.2 Projective Coordinate

As is shown in Table 2, the proposed Algorithm 4 is com-
pared with previous algorithm, such as [27] and [30], in
projective coordinate system. The peculiarity of this ar-
ticle is the dynamic ratio β, resulting in a dynamic per-
centage. In this paper, we take a list of the efficiency at
special points.

Figure 3 shows the comparison of algorithms in dif-
ferent projective coordinates in [27], we can draw that
the efficiency decreases, as the ratio increases. For algo-
rithm in Lopez Dahab coordinate, it has a slow rate of
decline, compared with the other two projective coordi-
nates. Form Table 2, we draw that if we set the maximum
value of the ratio as 10, the efficiency is improved by 4.0%.

Figure 4 shows the comparison of algorithms in dif-
ferent projective coordinates in [30]. Compared with the
other two previous algorithm, the algorithm in Co-Z pro-
jective has higher efficiency. In addition, in Table 2, com-
pared our algorithm, previous algorithm is proposed by
5.0% in standard projective, when β is equal to 3, and
7.2% in scaled projective [3], when β is equal to 2, and
4.9% in Co-Z projective, when β is equal to 1.5, respec-
tively.
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Table 1: Timing costs of different algorithm in affine coordinate system

Algorithm Total costs(n = dlog2 ke,m = dlog3 ke) Total costs(#I + #M)
Formula 10,11 in [29] 2(n− 1)I + 4(n− 1)M + 2(n− 1)S (2n− 2)I + (6n− 6)M

Formula 12 in [29] 2(n− 1)I + 3(n− 1)M + 2(n− 1)C + 2(n− 1)S (2n− 2)I + (5n− 5)M
[4] (2n− 3)I + (3n− 5)M + (3n− 5)S (2n− 3)I + (6n− 10)M

Ours 2(m− 1)I + 38
3 (m− 1)M + 16

3 (m− 1)C + 4(m− 1)S (2m− 2)I + 50
3 (m− 1)M

Table 2: Timing costs of different algorithm in projective coordinate system

Algorithm Coordinate Each iteration’s costs Total costs(#M) I
M = β ε

Ref. [27](binary)

Standard projective 15M + 2S + 4C 17M 4 8.8%
Jacobian 13M + 5S + 5C 18M 5 6.9%

Lopez Dahab 17M + 7S + 2C 24M
8 17.9%
10 4.0%

Ref. [30](binary)

Standard projective 13M + 2S + 2C 15M 3 5.0%
Scaled projective [3] 14M + 3C 14M 2 7.2%

Co-Z projective 10M + 3S + C 13M 1.5 4.9%

Ours(ternary) Affine 2I + 38M
3 + 16C

3 + 4S 2I + 50M
3
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Figure 4: The comparison of algorithms in different coor-
dinates in [30]

In the actual experimental environment, I/M is differ-
ent and relatively large. Table 2 shows that the efficiency
of new algorithm varies from 4% to 17.9%, compared with
previous algorithm in projective coordinate system.

5 Conclusions

In this paper, we proposed an improved Montgomery lad-
der algorithm over GF(3m), and the scalar was expressed
in ternary form. In addition, we derived composite op-
eration formulas 2P1 + P2 and 3P1 with a lower compu-
tational cost. Based on the original Montgomery ladder
algorithm, it is able to resist SPA. In analyzing efficiency,
the difference with the past is that the ratio of I to M ,
which is set to a dynamic value. Correspondingly, in-
creased efficiency is also dynamic, ranging from 7.8% to
11.3% in affine coordinate, and from 4% to 17.9% in pro-

jective coordinate. Further work may include designing a
new scalar multiplication algorithm over GF(3m), and it
makes cubing operation faster.
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[21] T. Oliveira, J. López, and R. H. Francisco, “The
montgomery ladder on binary elliptic curves,” Jour-
nal of Cryptographic Engineering, no. 5, pp. 1–18,
2017.

[22] Q. Qian, Y. L. Jia, and R. Zhang, “A lightweight
rfid security protocol based on elliptic curve cryptog-
raphy,” International Journal of Network Security,
vol. 18, no. 2, pp. 354–361, 2016.

[23] Reddy and E. Kesavulu, “Elliptic curve cryptosys-
tems and side-channel attacks,” International Jour-
nal of Network Security, vol. 12, no. 3, pp. 151–158,
2011.

[24] T. Satoh, “The canonical lift of an ordinary elliptic
curve over a finite field and its point counting,” Jour-
nal of the Ramanujan Mathematical Society, vol. 15,
no. 4, pp. 247–270, 2000.

[25] S. F. Shen and M. Zhou, “Research on fast algo-
rithms for scalar multiplication of elliptic curve cryp-
tography over gf(3n),” Advances in Applied Mathe-
matics (in Chinese), vol. 4, no. 4, pp. 390–399, 2015.

[26] C. S. Sin, Regular Ternary Algorithm for Scalar Mul-
tiplication on Elliptic Curves Over Finite Fields of
Characteristic Three, July 2012. (https://eprint.
iacr.org/2012/390.pdf)

[27] N. P. Smart and E. J. Westwood, “Point multi-
plication on ordinary elliptic curves over fields of
characteristic three,” Applicable Algebra in Engineer-
ing, Communication and Computing, vol. 13, no. 6,
pp. 485–497, 2003.

[28] S. F. Tzeng, M. S. Hwang, “Digital signature with
message recovery and its variants based on elliptic
curve discrete logarithm problem”, Computer Stan-
dards & Interfaces, vol. 26, no. 2, pp. 61–71, Mar.
2004.

[29] H. Wang, B. Li, and W. Yu, “Montgomery algorithm
on elliptic curves over finite fields of character three,”
Journal on Communications (in Chinese), vol. 29,
no. 10, pp. 25–29, 2008.

[30] W. Yu, B. LI, K. P. Wang, W. X. Li, and S. Tian,
“Co-z montgomery algorithm on elliptic curves over
finite fields of characteristic three,” Chinese Journal
of Computers (in Chinese), vol. 40, no. 5, pp. 1121–
1133, 2017.

Biography

Shuang-Gen Liu is PhD, associate professor. His re-
search interests are information security and cryptology.

Rong-Rong Wang is a graduate student of Xi’an Uni-
versity of posts and telecommunications. She is mainly
engaged in the research of elliptic curve cryptosystem.

Yun-Qi Li is a undergraduate student in information
security in Xi’an University of posts and telecommunica-
tions. Her research interest is cryptography.

Can-Liang Zhai is a undergraduate student in informa-
tion security in Xi’an University of posts and telecommu-
nications. His research interest is cryptography.



International Journal of Network Security, Vol.21, No.3, PP.392-401, May 2019 (DOI: 10.6633/IJNS.201905 21(3).05) 392

A Fast Recovery Method for Single Disk Failure
Based on EVENODD

Feng Xiao, Di Fan, and Dan Tang
(Corresponding author: Dan Tang)

School of Software Engineering, Chengdu University of Information Technology

No. 24, Xue-Fu Road, Chengdu 610225, China

(Email: 398879332@qq.com)

(Received Nov. 23, 2017; Revised and Accepted Apr. 28, 2018; First Online Jan. 12, 2019)

Abstract

In an array storage system based on EVENODD, the tra-
ditional single disk failure recovery requires reading all
the remaining data. Even if the hybrid recovery method
is used, the theoretical limit of the data reading cost can
be reduced by only 25%.To further reduce the read over-
head for single disk failure recovery, improve the reliabil-
ity of storage system, this paper proposes an improved
method for EVENODD single disk failure recovery. This
method is to reduce the amount of data that needed to
read during recovery by adding a local redundant.The ex-
perimental results show that the improved method has
significantly improved the recovery time comparing with
the EVENODD.

Keywords: EVENODD; Reading Overhead; Single Disk
Failure

1 Introduction

In recent years, with the rapid development of society
and technology, the amount of data in the world is in-
creasing at an explosive rate. As a result, the scale of
storage systems is also growing accordingly. As the scale
increases, the stability of the storage system is also fac-
ing many great challenges. The main reason is that while
the number of disks is increasing, the probability of data
loss caused by disk failures is also increasing. In order to
protect the data, it is necessary to recover the data even
after the disk failed. Therefore, the time of data recovery
and the amount of the data that needed to be read during
the recovery process become the key to the stability of the
system.

Array codes is a kind of erasure code which is widely
applied. Its advantage is the calculation is XOR so the
encoding and decoding speed are pretty fast. The typical
array codes include EVENODD [5], RDP [3], STAR [7],
RTP [4] and so on. STAR and RTP are expanded by
EVENODD and RDP respectively. However, there are
still many problems to be solved. Aiming at the prob-

lem of update efficiency, Chen put forward the Inverse
Code [2] by constructing low density matrix. Aiming at
the problem of data storage reliability and expansibility,
Teng proposed the Random Array Code [10]. In order
to accelerate the speed of data recovery, Sun proposed a
new coding theory named ESRC [9], which is based on
local check and global check. In order to solve the prob-
lem that the MDS array codes have a length limitation,
Huang proposed a new code named Symmetric code [6].

EVENODD code is one of the most commonly used
array codes in storage systems which can tolerate two
errors. Its principle is to ensure the integrity of the data
by adding two redundant disks. EVENODD can recover
the original data correctly after any two of the disks failed.

For EVENODD coding, the advantages are that the
structure is simple, and the encoding and decoding pro-
cess are based on XOR operation, so the speed is very
fast. However, one of the major defect is that the sin-
gle disk failure recovery requires too much data to read.
All the remaining raw data is need to be read. Consid-
ering that the recovery is based on a single check disk, if
a local check disk is computed only by some of the data
disks, then when the data disk fails, only part of the data
disks that generate the local check disk can be recovered.
Therefore, a fast recovery method for single disk failure
based on EVENODD is proposed.

2 Introduction of EVENODD

2.1 Encoding Process

The encoding process of EVENODD is based on an orig-
inal data array, and the size of the original data array is
(p − 1) ∗ p, p is a prime number. The data block in the
array is assumed to be ai,j , where i and j represent row
and column coordinates of elements. The coding formulas
are shown in Equations (1),(2)and (3):

ai,p =

p−1⊕
j=0

ai,j (1)
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S =

p−1⊕
j=1

ap−1−j,j (2)

ai,p+1 = S ⊕
( p−1⊕

j=0

a<i−j>p,j

)
. (3)

The final coding process is shown in Figure 1.

Figure 1: Horizontal redundancy and diagonal redun-
dancy calculation process

Finally, an array of (p−1)∗(p+2) with two redundant
columns is obtained.

2.2 Single Disk Failure Recovery

The traditional single disk failure recovery method can
be divided into two categories according to the position
of the failed disk: data disk failure and redundant disk
failure.

The method of recovering from data disk failure is to
determine the location of the failed disk first, and then
read out all the other data blocks in data disks and hor-
izontal redundant disk, and finally run XOR operation
through these data, get the lost data disk. The data re-
quired to be read during recovery is shown in Figure 2, the
”X” indicates that the data block is lost and ”O” means
the data block need to be read.

Figure 2: Data to be read from single disk failure recovery

The recovery of the redundant disk failure is exactly
the same as the coding process, that is, when the hori-
zontal or diagonal redundant disk fails, it can be rebuilt
by using encoding algorithm.

Therefore, for the method of traditional single disk fail-
ure recovery, whether the data disk failed or redundant
disk failed, the number of data disks required is p.

2.3 Single Disk Failure Hybrid Recovery
Algorithm

In order to reduce the recovery read overhead of single
disk failure, literature [1] proposes that, for EVENODD
when a data disk fails, the horizontal redundancy and di-
agonal redundancy can be used simultaneously to recover.
Because there are some repeated data blocks needed in
using different methods to recover, so the recovery read
overhead can be reduced by caching these blocks. The-
oretical deduction is also carried out in this paper, and
it is found that the best recovery method is to recover
half of the data using horizontal redundancy, and recover
the other half data using diagonal redundancy. And the
lower bound of the theoretical recovery read overhead is
3/4 of the total data, which means it can save 25% of
the recovery read overhead. Similarly, a hybrid recovery
algorithm for RDP single disk failure is proposed in the
literature [11]. The lower bound of the read overhead is
also 3/4 of the total data.

As it’s shown in Figure 3, when the Disk0 fails, the
first two data blocks are recovered by horizontal redun-
dant columns, and the latter two data blocks are recov-
ered by diagonal redundancy. Among them the circle in-
dicates that the data blocks used by horizontal redundant
columns while square means the data blocks used by diag-
onal redundant columns, and the data blocks which have
both symbols mean they are repeated.

Figure 3: Using hybrid algorithm to recover single disk
failure

3 Local Repair Method of EVEN-
ODD

In order to reduce the recovery read overhead of EVEN-
ODD code in the single disk failure further, this paper
has modified this code. The transformation method is
called EVENODD local repair method. And the ex-
panded EVENODD is called LREVENODD (Local Re-
pairable EVENODD).
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3.1 Encoding Process

Local repairable EVENODD code is an extension of
EVENODD. A redundant column x is added on the basis
of the original EVENODD with two redundant columns.
Redundant column x is obtained by horizontal XOR com-
putation of the previous p−1

2 data columns. The compu-
tation formula is Equation (4):

ai,p+2 =

p−1
2⊕

j=0

ai,j (4)

Encoding process of Local repairable EVENODD code
is shown in Figure 4. The same shape of white blocks
generate the corresponding black check blocks:

Figure 4: Encoding process of LREVENODD

3.2 Encoding Overhead

For the EVENODD local repair method, encoding pro-
cess only adds a step in the traditional process of EVEN-
ODD encoding. In the calculation of horizontal redun-
dant columns, after XORing the first half of the data, the
XOR result as local redundant column and save to disk
X. Although this step increases the storage overhead and
the encoding time, it does not increase the computational
complexity. Moreover, with the increase of prime number,
the proportion of increased overhead to the overall cod-
ing overhead will continue to decline. Because the value
p in the real environment represents the number of disks
in the storage cluster, it is generally larger, so the over-
head caused by the increased local redundant column x is
relatively smaller.

3.3 Correctness Proof

Based on the definition in the upper section, the former
p+ 2 column of the Local Repairable EVENODD code is
the EVENODD code, so the nature of the former p + 2
column is no longer discussed at next, and only the impact
of the new local redundant column x loss is discussed

3.3.1 Only the X Column is Missing

If only the X column is missing, it means that all the data
in the front p+ 2 columns is in good condition, and the X
column can be generated by encoding Equation (4). At
this point, the data integrity can be guaranteed.

3.3.2 X and Another Column Y Missing

First, suppose that another missing column is a data col-
umn, then the horizontal redundant column is intact. So
the data column can be recovered by XOR of all the re-
maining data columns and the horizontal redundant col-
umn. The computation formula is Equation (5):

ai,y =

p⊕
j=0

ai,j (5)

When all the data columns have been rebuilt, the sit-
uation is consistent with the loss of the X column, and
then the X column can be generated again by encoding.

If another missing column is a redundant column,
which means all data columns are in good condition. So at
first, the missing horizontal redundant column or diago-
nal redundant column can be regenerated by EVENODD
encoding. If the horizontal redundancy column is lost, the
coding formula of recovery is Equation (1). If the miss-
ing redundant column is diagonal redundant column, the
coding formula of recovery is shown in Equation (2) and
Equation (3).

After restoring the horizontal redundant column or di-
agonal redundant column, only the X column still needs
to be recovered. So the X column can be restored by
Equation (4).

Through the analysis above, it can be concluded that
after adding a local redundant column x, the new array
code can still recover any two errors.

3.4 Relative Properties

3.4.1 MDS Property

It can be found that although the extended EVENODD
code adds a redundancy, but it can only tolerate any two
errors (in some cases it can tolerate three errors) and lose
the MDS property. The reason is that the local fault tol-
erance is in conflict with MDS property. For example, RS
codes remove the lost blocks and decode them with the
rest of the global blocks, so the locality is poor, but there
is good code distance, and has the best fault tolerance.
EVENODD and all the MDS codes are like this. The
literature [8] pointed out that if adds some local redun-
dant columns, it means that there exists errors(missing
columns is not related to these columns) that the local re-
dundant columns can not be solved. Thus it can be seen
that the local fault tolerance and minimum code distance
are conflicted, which means it is inevitable to improve the
local tolerance while sacrificing MDS property.

Furthermore, it is proved that the Local Repairable
Codes with additional local redundant columns can be
infinitely approximated to MDS codes. Then, for a MDS
code with only one redundant column, it can be proved
that, when the value p is increased, the LREVENODD
code can also be close to the MDS codes.
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3.4.2 The Relationship Between New Redun-
dancy and Overhead Reduction

By discussing MDS property, it can be concluded that
increasing local redundant columns and ensuring MDS
property are conflicted. The paper [12] pointed out that
appropriate data redundancy can improve system per-
formance. Therefore, it is necessary to explore the re-
lationship between redundant columns number and re-
duced overhead to determine how much local redundancy
is added to achieve optimal.

In order not to increase the complexity of the encoding
process, the redundant columns are selected by sharing
the original data columns. The number of local redundant
columns is n, and the percentage of saved overhead is cp,
then the ratio of new redundancy and overhead is l = cp

n .
Assuming that the additional local redundancy columns
are 1, 2, 3, 4 and 5, the obtained results are shown in
Table 1:

Table 1: Relationship between new redundancy and over-
head reduction

symbol value
cp 50% 67% 75% 80% 83%
n 1 2 3 4 5
l 50% 33% 25% 20% 17%

It can be seen from the table that with the increase of
the number of local redundant columns, the saved read
overhead is also increasing, but the reduction of the over-
head caused by the new redundancy is decreasing, that
is, the efficiency is decreasing. And adding redundant
columns will bring more storage overhead, and will also
influence the efficiency of encoding and decoding. So the
choice of adding only a local redundant column can signif-
icantly reduce the single disk failure recovery read over-
head and does not increase the excessive storage overhead
and lead to system performance degradation.

4 Decoding Process

4.1 Single Disk Failure

For traditional EVENODD coding, the recovery of single
disk failure (non redundant columns) is done by reading
the remaining data columns and the horizontal redundant
columns to xor. For the EVENODD local repair method,
there are two situations to repair a single disk failure.

First, suppose the data column fails, then it can be
divided into two cases, one is the missing data column
is in the first half, and the other is in the second half.
If the missing column is in the first p−1

2 columns, it is
necessary to read the first half part of the remaining data
column and the new local redundant column x for XOR
restoration. The data block needed to recover is shown

in Figure 5, the ”X” indicates that the data block is lost,
”O” means the data blocks which are required in recover.

Figure 5: Data need to read when missing column is in
first part

If the missing column is in the posterior p+1
2 columns,

the local redundancy column X and the horizontal redun-
dant column p can be read first, then XOR them, and
the result is the XOR of the data column in the second
half. Then read the data columns in the second half, and
XOR with the previous result, to get the missing data
column. The data blocks needed for recovery are shown
in Figure 6.

Figure 6: Data need to read when missing column is in
second part

It can be concluded that the amount of data needed to
recover from single disk failure is p−1

2 and p+1
2 respectively

in two cases. When p is increasing, the reduced read
overhead tends to approach 50%.

If the local redundant column fails, it is necessary to
read the first p−1

2 data columns for restoration, which is
completely equivalent to the encoding process. This sit-
uation does not exist in the EVENODD codes, and the
recovery read overhead remains p−1

2 . When p is increas-
ing, the proportion of local redundant column fails to all
single disk failures will continue to decrease.

In case of horizontal redundant column fails, only the
posteriors p+1

2 data columns and the local redundant col-

umn are needed to recover. Read overhead is only p+1
2 +1.

When p is increasing, it can reduce the data reading over-
head approaching to 50%. The data blocks required for
the recovery of horizontal redundant column failure are
shown in Figure 7.

For the case of diagonal redundant column fails, the
EVENODD local repair method is consistent with the tra-
ditional EVENODD recovery algorithm, that is, read all
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Figure 7: Data need to read when horizontal redundant
column is missing

data columns to encode and get the redundant columns,
and the read overhead is p. Similarly, the ratio of this fail-
ure to all single disk failures will continue to decrease as p
continues to increase. Therefore, for single disk failure re-
covery, assuming that the probability of each disk failure
is consistent, the average overhead of the LREVENODD
single disk failure recovery is shown in Equation (6):

c =
p−1
2 ∗ p−1

2 + p+1
2 ∗ p+3

2 + p+3
2 + p+ p−1

2

p+ 3
(6)

According to the analysis above, it can be concluded
that the single disk failure recovery overhead of LREVEN-
ODD approach nearly p

2 , and Figure 8 is a theoretical
comparison between the EVENODD and the LREVEN-
ODD single disk failure recovery overhead when p takes
different values.

Figure 8: Comparison of single disk failure recovery read-
ing overhead

Compared with the traditional EVENODD recovery
algorithm, the proposed method saves 50% of the data
read overhead in the single disk failure recovery, while
the recovery of redundant columns is almost consistent
with the traditional EVENODD read overhead. Because
the number of data columns in practical applications is
much larger than the number of redundant columns, it
can be concluded that the method reduces the data read
overhead by nearly 50% for single disk failure recovery.

4.2 Double Disk Failures Recovery

4.2.1 Two Data Column Missing

Like traditional recovery methods, recovery is done by
reading the remaining data and using horizontal redun-
dancy and diagonal redundancy when two data columns
failed in LREVENODD. Data read overhead is shown as
Equation (7):

cp = p− 2 + 2 = p. (7)

4.2.2 One Data Column and Local Redundant
Column Missing

First, by reading the remaining data columns and hor-
izontal redundant column to recover the lost data col-
umn, and cache the xor result of the previous p−1

2 data
columns(don’t xor the missing column, but xor it with
the cache result when restored it ), the final xor result is
the missing local redundant column.

As shown in Figure 9, when the second data column
and the local redundant column are lost, the remaining
intact data columns and horizontal redundant columns
are first read to recover the lost second data column. At
the same time, the XOR results are saved in the process.
After calculating the second column data, xor the result
with the second data column, and the local redundant
column is obtained.

Figure 9: Data need to read when local redundant column
and one data column are missing

As shown in Figure 9, the read overhead of recovery in
this case is still p columns.

4.2.3 One Data Column and Horizontal or Diag-
onal Redundant Column Missing

The recovery method in this situation is consistent with
the traditional EVENODD recovery method. The reading
overhead is p.

4.2.4 Two Redundant Columns Missing

The recovery method in this situation is consistent with
the encoding process. So obviously, the reading overhead
is p.

In summary, the EVENODD local repair method can
greatly reduce the read overhead and improve the per-
formance when the single data disk fails. For other cases,
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the EVENODD local repair method does not produce too
much overhead, and is basically consistent with the tra-
ditional EVENODD.

4.3 Triple Disk Failures Recovery

Although the extended EVENODD loses its MDS prop-
erty, it can still be successfully restored for most of the
three disk failures. Then analysis in which case the three
disk failure can be restored when p = 7.

The three redundant columns in the extended EVEN-
ODD can be represented by the following equations:

ai,p =

p−1⊕
j=0

ai,j (i = 0, 1, ..., p− 2)

aj,p+1 = S ⊕
( p−1⊕

j=0

a<i−j>p,j

)
(i = 0, 1, ..., p− 2)

ai,p+2 =

p−1
2⊕

j=0

ai,j (i = 0, 1, ..., p− 2).

Meanwhile, assume the probability of each disk failure
is γ.

4.3.1 Three Data Disks Missing

When three disks are lost and the three disks are all data
disks, the probability is shown as Equation (8).

λ = C3
p ∗ γ3 (8)

When the lost disks are all data disks, for the horizontal
redundant disk, each of the equations contains 3 unknown
quantities. For diagonal redundant disk, each equation
contains at least 2 unknown quantities. The problem then
turns into whether the situation can be translated into
two disks lost, i.e. whether a disk exists in the three lost
disks can be recovered by the local redundant disk. We
discuss the situation according to the position distribution
of the three data disks:

First, the three column data disks are in the front p−1
2

disks or back p+1
2 disks, the probability of such a situation

is shown as Equation (9).

λ = C3
p−1
2

∗ γ3 + C3
p+1
2

∗ γ3 (9)

First, suppose that three disks are in the previous p−1
2

disks, as shown in Figure 10. Assuming each column rep-
resents a data disk, for a local redundant disk, each of its
equations contains 3 unknown quantities and is not solv-
able. And if three disks are in posteriors p+1

2 disks is also
similar, because the disks in the back are not a linear re-
lationship with the local redundant disk, it is impossible
to recover the local redundant disk. And only through
the other two redundant disks to restore has too many
unknown disks, so this situation is not solvable.

Figure 10: Can not recover from missing three data disks
in same part

Assuming there is a disk in the three data disks not in
the same half with the other two disks, the probability of
this kind of case is shown as Equation (10).

λ = C1
p−1
2

∗ C2
p+1
2

∗ γ3 + C2
p−1
2

∗ C1
p+1
2

∗ γ3 (10)

First, suppose that there is a lost disk in the previous
p−1
2 disks and the other two lost disks are in the second

half, then there is only one unknown quantity in each
equation that constitutes a local redundant disk. So it can
be solved. When the first lost disk is restored, the problem
is transformed into an ordinary double disk failure, so the
situation is solvable.

If there are two disks lost in the previous p−1
2 disks

and one in the second half. Then the equations of the
horizontal redundant disk and the equations that consti-
tute the local redundant disk can be subtracted, and a set
of equations about the latter p+1

2 disks can be obtained,
shown as Equation (11).

ai,p − ai,p+2 =

p−1⊕
j= p−1

2

ai,j (11)

In these equations, each has only one unknown quan-
tity and can be solved. When the missing data is restored,
the problem is transformed into an ordinary double disk
failure again. So the situation is also solvable.

4.3.2 Two Data Disks and One Redundant Disk
Missing

When there are three disks lost, two of them are data
disks, and the other one is redundant disk, and the prob-
ability of this case is shown as Equation (12).

λ = C2
p ∗ C1

3 ∗ γ3 (12)

This situation can be divided into several types accord-
ing to the redundant disk type, in which the probability
of each case is shown as Equation (13).

λ = C2
p ∗ γ3 (13)

First, if the lost disk is a local redundant disk, it is
equivalent to the normal EVENODD double disk failure
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recovery. After the completion of the restoration, the local
redundant disk can be restored by encoding.

If the lost disk is horizontal redundant disk, then it
can be classified according to the distribution of the data
disks.

When the two disks are in the first half, the property
of EVENODD shows that there is always only one un-
known ai,j in the equations of the diagonal redundant
disk. Through diagonal redundancy can calculate this un-
known quantity ai,j . And then there is only the unknown
quantity ai,k in the same row, and it can be calculated
through the local redundancy. And after ai,k is calcu-
lated, there is only one unknown quantity on the line and
it located which slope is 1. And by repeating these steps,
it can solve all the unknowns.

If the two disks are in the second half, because the local
redundancy is independent of the latter p+1

2 disks, they
can only be solved by diagonal redundancy. The previ-
ous discussion shows that although the diagonal redun-
dancy can solve an unknown quantity ai,j , but the other
unknown quantity in the same line depends on other re-
dundancy to solute. While there is no other redundant
existence at the same time, so it can not be solved. The
probability of this case is shown as Equation (14).

λ = C2
p+1
2

∗ γ3 (14)

Assuming there is a data disks in the previous p−1
2 disks

while the other is in the second part, the probability of
such a situation is shown as Equation (15).

λ = C1
p−1
2

∗ C1
p+1
2

∗ γ3 (15)

There is only one unknown quantity existed in each
equation that constitutes a local redundant disk. So it
can be solved. When the first lost disk is restored, there
is still one data disk and horizontal redundant disk are
missing, which can be restored by the traditional RDP
double disk recovery method. So this situation is solvable.

If the lost disk is redundant disk, then it can be clas-
sified according to the distribution of the data disk.

Assuming the two disks are both in the previous p−1
2

disks or in the second half, the probability of this hap-
pening is shown as Equation (16).

λ =
(
C2

p−1
2

+ C2
p+1
2

)
∗ γ3 (16)

When the two lost data disks are in the first half, even
though there are two redundant disks, the two redundant
disks are linearly related, so the two missing disks can not
be restored. And when the two disks are in the second
half, there is only horizontal disk related to the lost disk,
so it can not be recovered either.

If one of the two disks is in the first half and the other
in the second half, they can be restored. Because the lost
disk in the first half can be restored by the local redun-
dant disk, the remaining lost data disk can be restored
by the horizontal redundant disk. Finally, the diagonal
redundant column is restored by the encoding algorithm.

4.3.3 One Data Disk and Two Redundant Disks
Missing

Assuming there are three disks lost, one is a data disk,
and the other two are redundant disks, the probability of
this case is shown as Equation (17).

λ = C1
p ∗ C2

3 ∗ γ3 (17)

In consideration of that only one data disk is lost, if
the intact redundant disk is a horizontal redundant disk
or a diagonal redundant disk, the data disk can be re-
stored, and then the lost redundant disks can be restored
by encoding.

Assuming the remaining redundant disk is local redun-
dant disk, the probability of such a situation is shown as
Equation (18).

λ = C1
p ∗ γ3 (18)

This situation needs to be classified according to the
location of the data disk.

If the lost data disk is in the front half, the data disk
can be recovered through a local redundant disk, and then
other redundant disks are restored by encoding.

And assuming the missing data disk is in the second
half, the probability of such a situation is shown as Equa-
tion (19).

λ = C1
p+1
2

∗ γ3 (19)

Because the local redundant disk is linear independent
of the latter part, and it is impossible to recover the lost
data disk only by diagonal redundancy, so the situation
is not solvable.

4.3.4 Three Redundant Disks Missing

If the lost three disks are redundant disks, they can be
restored directly by encoding again.

From the above discussion, we can get the sum of the
probability of the non-solvable cases, which are shown as
Equation (20).

λ =
(
C3

p−1
2

+ C3
p+1
2

+ C2
p+1
2

+

(C2
p−1
2

+ C2
p+1
2

) + C1
p+1
2

)
∗ γ3 (20)

And the probability of three disk failures is shown as
Equation (21).

λ = C3
p+3 ∗ γ3 (21)

Therefore, the proportion of non-recoverable cases of
all three disk failures is shown as the following equation:

Ω =

(
C3

p−1
2

+ C3
p+1
2

+ C2
p+1
2

+ (C2
p−1
2

+ C2
p+1
2

) + C1
p+1
2

)
C3

p+3

From the above equation, it can be concluded that
when the p tends to infinity, the probability of unable to
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recover in the three disk failure is Ω = 1
4 , that is to say,

for the LREVENODD, 75% of the three disk failures can
be recovered. And because in practice, the probability of
three disk failures is much lower than the single disk fail-
ure, so the EVENODD extended by using the local repair
algorithm is closer to MDS codes.

5 Performance Test

This section tests and compares the performance of
the single disk failure recovery between EVENODD and
LREVENODD. The machine parameters in the experi-
mental environment cluster are: CPU Intel Core i7-3632,
memory 8GB, disk 500GB, test file size 10M.

5.1 Encoding Test

Figure 11 gives the coding time of EVENODD and
LREVENODD when the prime takes different values.

Figure 11: Coding time comparison

5.2 Single Disk Failure Recovery Test

Figure 12 gives a single disk failure recovery time when p
is determined and block size is different. And Figure 13
gives a single disk failure recovery time when p takes dif-
ferent values.

Through the test results, it can be found that when
the p increases and the block file size increases, the recov-
ery overhead of single disk failure decreases. When p=17
and block file size is 5000Bytes, the overhead is reduced
by 44%. And Figure 14 gives a comparison of the file
block used in single disk failure recovery process between
EVENODD and LREVENODD.

As shown in Figure 14, it can be found that when the
number of file blocks increases, the number of data blocks
required for single disk failure recovery in LREVENODD
is closer to 50% of the number in EVENODD.

Figure 12: Single disk failure recover time in determing p

Figure 13: Single disk failure recover time in determing
block file size

Figure 14: Single disk failure recovery reading overhead
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5.3 Double Disk Failure Recovery Test

Figure 15 shows the recover time in double disk failure
when the prime number p is different while block size is
determined.

Figure 15: Double disk failures recover time

5.4 Triple Disk Failure Recovery Test

Figure 16 shows the unrecoverable times when 10000
triple disk failures occured with different prime number.

Figure 16: Times of unrecoverable triple disk failure

By Figure 16 knowable, when p increases, the number
of non recoverable times is gradually approaching 2500
times, which is 25% of the total number of triple disk
failure. Figure 17 shows the average recovery time of the
triple disk failure when the file size is large and the prime
number p takes different values.

6 Conclusions

Aiming at the problem that the read overhead of single
disk failure recovery in EVENODD is too large, this pa-
per proposes a method to reform it. Combining LRC with

Figure 17: Decoding time in triple disk failure

RS codes, local repair method is used to improve EVEN-
ODD codes. The local repair method reduces the read
overhead of single disk failure recovery by adding a new
redundant column. The experimental results showed that
the improved EVENODD code with local repair method
can effectively reduce the read overhead of single disk fail-
ure recovery and improve the system performance. In
fact, this method is not only applicable to EVENODD,
but also can be used for RDP, STAR and RTP codes and
many other slope codes, and the relevant proof and test
need to be further completed.
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Abstract

This paper presents a new pseudo random bit generator
based on a modified Gingerbreadman chaotic system, The
new model has been well studied to avoid fixed and peri-
odic points. We have verified that the system’s Lyapunov
exponent is positive, which means the system is a chaotic
one. The randomness of the bits generated by the pro-
posed generator is successfully tested by the NIST. We
notice that during the execution of the algorithm, the
password changes automatically after a number of itera-
tions.

Keywords: Chaotic Systems; Gingerbreadman Map; Lya-
punov Exponent; NIST; Pseudo-random Bit Generator

1 Introduction

In the mathematical theory, introduced by Devaney
in 1988, the Gingerbreadman map is a simple two-
dimensional chaotic map. Several studies, which were de-
voted to the Gingerbreadman map, show the existence of
fixed and periodic points [4]. This property is undesirable
by cryptography.

The idea of designing a pseudo-random bit generator
by making use of chaotic first order nonlinear differen-
tial equation was proposed by Oishi and Inoue [9] in
1982. After their paper, several pseudo-random bit gen-
erators were suggested. Notice that the algorithms based
on chaos showed a good performance for data encryption
such as images, videos or audio data [8].

The aim of this paper is to propose a new pseudo-
random bit generator based on a chaotic system. We will,
firstly, try to eliminate the fixed and periodic points by
adding a perturbation function. Then we will verify that
the modified Gingerbreadman map is a chaotic system
that includes appropriate features such as high sensitiv-
ity to initial conditions, unpredictability, mixing property
and high complexity. This will allow the system to inte-
grate into various cryptographic applications.

The rest of this paper is structured as follows: the first

section presents how the chaotic system affects the pro-
duced sequences. In the second section, basic definitions
of Lyapunov exponent and The Gingerbreadman map will
be recalled. In the third section, we will test the modi-
fied Gingerbreadman chaotic system. In section four, we
present a detailed description of our generator. Before
concluding, the statistical analysis and validation of the
bits sequences generated by our generator are given in
section five.

2 Chaotic System

A chaotic system is a non-linear deterministic dynamical
system, which exhibits pseudo-random behaviour. The
output values of a chaotic system vary depending on spe-
cific parameters and initial conditions. Different param-
eter values yield different periods of oscillations at the
output of the system.

Chaotic sequences produced by a chaotic system are
pseudo-random ones, their structures are very complex
and difficult to analyse and to predict. These sequences
appear totally random to an external observer, in spite
of their deterministic generation, as they are sensitively
dependent on initial conditions. In other words, chaotic
systems can improve the security of encryption systems.

In mathematics, ”Lyapunov exponent” is a quantity
that measures the speed at which those small differences
are amplified; it actually measures the degree of sensi-
tivity of chaotic systems. Those that have a chaotic be-
haviour are defined as a chaotic map [10].

The two following sections present a brief description
of the Lyapunov exponent and the chaotic map (Ginger-
BreadMan) used in this paper.

2.1 Lyapunov Exponent

In chaotic systems, the distance between two initially
close trajectories tends to increase at an exponential speed
and then stabilizes when the distance reaches a limit
value.
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The Lyapunov exponent is an approximate quantity
that measures the exponential divergence of initially close
trajectories, it also estimates the amount of chaos in any
system.

Definition 1. The Lyapunov exponent L computed using
the derivative method is defined by

L = 1/n(ln | f ′(x1) | +ln | f ′(x2) | + · · ·+ ln | f ′(xn) |)

where f ′ represents differentiation with respect to x and
x1, x2...xn are successive iterates. The Lyapunov expo-
nent may be computed for a sample of points near the
attractor to obtain an average Lyapunov exponent. [6]

Theorem 1. If at least one of the average Lyapunov ex-
ponents is positive, then the system is chaotic; if the av-
erage Lyapunov exponent is negative, then the orbit is pe-
riodic. However when the average Lyapunov exponent is
zero, a bifurcation occurs [7].

2.2 The Gingerbreadman Map

In dynamical systems theory, the System (1) is called ”the
Gingerbreadman map.” It was investigated by Devaney in
1984 as a simple module of a chaotic two-dimensional map
presented by the following transformation:{

xn+1 = 1− yn+ | xn |
yn+1 = xn

(1)

The Gingerbreadman map is a piecewise linear appli-
cation, which has been shown to be chaotic in certain
regions and stable in others. Figures 1 and 2 displays the
first iterations of (−0, 2; 0, 2).

Figure 1: 10000 iterates Figure 2: 20000 iterates

Despite its good property, algorithms [3] proved that
the Gingerbreadman map has fixed and periodic points
in the hexagonal as shown in Figure 3.

3 A Proposed Chaotic System

3.1 Description of the Proposed System

In order to avoid these fixed and periodic points, we add
the perturbation function f(yn) = r × sin(yn) to the sec-
ond equation in the Gingerbreadman system, where r is
a non-arbitrarily chosen real parameter. Therefore, the

Figure 3: Periodic and fixed points of Gingerbreadman
map

new model of Gingerbreadman map (NMGM) is given by
the following system

H =

{
xn+1 = 1− yn+ | xn |
yn+1 = xn + r × sin(yn)

(2)

The aforementioned perturbation function is simple and
periodic function to ensure that the dynamical system
remains non-linear and deterministic; that is, it does not
tend to infinity. It should be noted that it is possible to
replace the sin(yn) with cos(yn) as shown in the Figures 4
and 5.

Figure 4: Gingerbread-
man with cos(y) and r =
3.8

Figure 5: Gingerbread-
man with sin(y) and r =
3.8

In the next section, we determine the intervals of the
parameter r for which the system remains chaotic, by
using the Lyapunov exponent.

3.2 Chaotic Tests of the Proposed Sys-
tem

The Lyapunov exponent of the proposed system varies
depending on the parameter r.

The Figure 6 gives the curve of the Lyapunov exponent
in function of the parameter r. One can remark that the
Lyapunov exponent of the new model of Gingerbreadman
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map (NMGM) is positive when r > 2 for x0 = 0 and
y0 = 0, which implies that the proposed system is chaotic.

Figure 6: The Lyapunov exponent of the proposed system

Another simple method used to determine whether or
not a system is chaotic, is to use the sensitivity to initial
conditions. Figures 7, 8, 9 and 10 show how the attrac-
tors of the NMGM are affected by small differences in the
initial conditions.

Figure 7: NMGM with
r = 3.8, y0 = 0 and x0 =
0.1

Figure 8: NMGM with
r = 3.8, y0 = 0 and x0 =
0.1 + 0.1× 10−6

Figure 9: NMGM with
r = 3.8, y0 = 0 and x0 =
0.1 + 0.1× 10−9

Figure 10: NMGM with
r = 3.8, y0 = 0 and x0 =
0.1 + 0.1× 10−12

3.3 Comparison of the Bifurcation and
Lyapunov Exponent

In this section, the comparison between our system and
Gingerbreadman map is presented. Figures 1 and 2 shows
the bifurcation diagrams of Gingerbreadman map. It is
apparent from comparison of Figures 7, 8, 9 and 10, the
bifurcation of our system is well distributed.

Figures 11, 12, 13 and 14 shows the Lyapunov expo-
nent of NMGM is more than 0.6 where the Lyapunov
exponent of Gingerbreadman map is less than 0.15. So
we can concluded that, the NMGM is more chaotic.

Figure 11: Gingerbread-
man map y0

Figure 12: Gingerbread-
man map x0

Figure 13: NMGM with y0
Figure 14: NMGM with
x0

4 Designing a PRBG Based on
the NMGM

Our pseudo-random bit generator based on the new model
of Gingerbreadman map (PRBG-NMGM) is a determin-
istic generator initialized by a password Pw of any size,
whose output is a cryptographically secure binary se-
quence.

The initial conditions of our system (NMGM) x0, y0
and r0 are calculated from the password Pw by a method
based on a pointer that is positioned on a bit of the Pw.
The pointer moves from a position to another according
to a linear congruential throughout the ASCII represen-
tation of the Pw [2].

After a predetermined number of iterations performed
for the three initial conditions x0, y0 and r0, we start
generating the numbers needed to construct the final se-
quence S = S1...Sn with Si = Xi ⊕ Yi, where Xi and Yi
are two 32-bit numbers generated in the ith step.
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4.1 The Calculation of the Initialization
Values x0 and y0

From a binary string of any length n which represents
the password Pw = (P1P2...Pn)2, we calculate the three
initial conditions x0,y0 and r0. For that we extracted 64
bits for each value from the Pw.

We consider a pointer (Zi) that takes values indicating
the bit positions of Pw. The sequences of positions are
defined as follows{

Z(0) = bn/4c
Z(i+ 1) = ((n2 + 1)× Z(i) + 1)mod(n)

(3)

The pointer moves throughout the password and re-
turns to 64 bits stream length, which are classified as
follows PT=(PZ(0)PZ(1)PZ(2)PZ(3)...PZ(61)PZ(62)PZ(63)).

We calculate the number A B and C from PT (0 ≤
A,B,C < 264) as follows:

A = (PZ(0)PZ(1)PZ(2)PZ(3)...PZ(61)
PZ(62)

PZ(63))2

=

21∑
i=0

PZ(3i) × 263−3i +

20∑
i=0

PZ(3i+1) × 263−3i−1

+

20∑
i=0

PZ(3i+2) × 263−3i−2 (4)

B = (PZ(0)PZ(1)PZ(2)PZ(3)...PZ(61)
PZ(62)

PZ(63))2

=

20∑
i=0

PZ(3i) × 263−3i +

21∑
i=0

PZ(3i+1) × 263−3i−1

+

20∑
i=0

PZ(3i+2) × 263−3i−2 (5)

C = (PZ(0)PZ(1)PZ(2)PZ(3)...PZ(61)PZ(62)PZ(63))2

=

20∑
i=0

PZ(3i) × 263−3i +

20∑
i=0

PZ(3i+1) × 263−3i−1

+

21∑
i=0

PZ(3i+2) × 263−3i−2 (6)

Finally, x0 = A
263 , y0 = B

263 and r0 = C
263 +2. So the initial

conditions values are in the fallowing intervals: 0 ≤ x0 <
2, 0 ≤ y0 < 2 and 2 ≤ r0 < 4.

Algorithm 1 is used to calculate initial values x0, y0
and r0

4.2 Generating the Pseudo-random Se-
quence

After extracting the initial values x0, y0 and r0, the sys-
tem (PRBG-NMGM) will be ready to generate the pseudo
random bits sequences.

Algorithm 2 of generating has two input parameters,
a password Pw and an integer F that indicates the
length of the output binary sequence.

Algorithm 1 Initialization

1: Input password Pw = (P1P2...Pn)2 a binary string
of any length n

2: Output initiation values x0, y0 and r0
3: Z ← bn/4c
4: A,B,C ← 0
5: for i← 0 to 63 do
6: Z ← ((n2 + 1)× Z + 1)mod(n)
7: if i mod (3) = 0 then
8: A← A+ PZ × 263−i

9: B ← B + PZ × 263−i

10: C ← C + PZ × 263−i

11: else
12: if i mod (3) = 1 then
13: A← A+ PZ × 263−i

14: B ← B + PZ × 263−i

15: C ← C + PZ × 263−i

16: else
17: A← A+ PZ × 263−i

18: B ← B + PZ × 263−i

19: C ← C + PZ × 263−i

20: end if
21: end if
22: end for
23: x0 ← A

263 ; y0 ← B
263 ; r0 ← C

263 + 2;
24: return x0; y0; r0

Step 1: In the first step leaving the system NMGM loop-
ing up to n0 iterations to avoid the harmful effects of
transitional procedures [1], where n0 is determined
from the length of Pw such as

n0 = r0 × length(Pw).

Step 2: The iteration of the system NMGM continues,
for each i ≤ F andmod(i, length(Pw)) 6= 0 we obtain
the pairs (xi, yi) to construct the sub-sequence Si =
Xi ⊕ Yi such as

Xi = floor(mod(xi, 1)× 232),

Yi = floor(mod(yi, 1)× 232),

where the floor(x) returns the largest integer less
than or equal to x, mod(x, y) returns the reminder
after division of x by y, Xi and Yi are two 32-bit
numbers generated in the ith step, and ⊕ represents
operator of exclusive-OR.

Step 3: If mod(i, length(Pw) = 0 the parameter rj of
the system NMGM change automatically, we obtain
the new rj with the following equation:

rj+1 = (rj + 1)2mod(2) + 2,

else return to step 2 until the bit stream limit is
reached.

The output S of the PRBG-NMGM is the concate-
nation of the sub-sequences S1S2...Si...SF . Figure 15
shows scheme of ith generation step of our PRNG-
NMGM.
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Algorithm 2 Generation

1: Input password Pw = (P1P2...Pn)2 and F the length
of the requested binary sequence

2: Output S the random binary sequence
3: x, y, r ← Initialize(Pw)
4: M ← r × length(Pw)
5: S ← 0
6: i, j, k ← 0
7: while j ≤ F do
8: if i ≤M then
9: (xi+1, yi+1, r)← H(xi, yi, r)

10: i← i+ 1
11: else
12: if i%n 6= 0 then
13: (xi+1, yi+1, r)← H(xi, yi, r)
14: X ← b(xi+1mod(1)× 232c
15: Y ← b(yi+1mod(1)× 232c
16: R = X

⊕
Y

17: S ← S ‖ R
18: i← i+ 1
19: j ← j + 1
20: else
21: r ← (r + 1)2mod(2) + 2
22: i← i+ 1
23: end if
24: end if
25: end while
26: return S

5 Security Analysis

Security analysis is a tool for evaluating the performance
of our proposal PRBG-NMGM. In this section we exam-
ine the key space size, the sensitivity to the initial condi-
tions and the randomness level of the generated sequences.

5.1 Key Space

Among the most important criteria of a cryptosystem is
the size of key space. A space large enough security keys
make exhaustive attacks infeasible. Our PRBG-NMGM
initialized by a key of any size as already mentioned.

On the other hand a key space of size larger than 2128

is computationally secured against exhaustive attacks [5],
therefore, the key size N must be greater than 128.

The calculation of the three initial values x0, y0 and r0
needs exactly 192 bits, which are extracted via a pointer
that traverses the binary string, so the space of initial
values is 2192. This leads us to say that the size of the
key space is large enough to be attacked exhaustively.

5.2 Key Sensitivity

The key sensitivity implies that the small change in the
secret key should produce a big change in the pseudo-
random sequences, this property is essential to make a
highly secured PRBG against statistical and differential

Figure 15: Scheme of ith generation step of our PRNG

attacks. This property is also basic for the PRGB not to
be broken even if there is a small difference between the
keys. The proposed generator is based on a chaotic map
of the positive Lyapunov exponent meaning that is very
sensitive to the initial conditions.

In order to examine the security of our generator, we
have performed the key sensitivity test; we place several
keys ki in the input of the generator with a bit of difference
between them, then we calculate the hamming distance
between two pseudo-random sequences Si of the size N
generated by each key.

The calculation of the hamming distance between
two binary sequences is the number DH(Si, Sj) =
card{e/xe 6= ye} with Si = x1x2...xN and Sj = y1y2...yN .
In general, this distance is given by:

DH(Si, Sj) =

N∑
k=1

(xk
⊕

yk).

The fact that a generator is very sensitive to the key
makes the hamming distance vary in the neighbourhood
of N/2, resulting the DH(Si, Sj)/N being about 0.50 for
each pair of sequences produced.

In the next test we will generate a set of pseudo-random
sequences {Si} from the keys {ki}0≤i≤55.

We consider k0 = ”ABIDINE” whose binary repre-
sentation in ASCII code is k0 = (01000001 01000010
01001001 01000100 01001001 01001110 01000101)2.
The other 55 keys {ki}1≤i≤55 are derived from the k0,
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modifying the ith bit among the 56 bits of the k0 to find
ki.

The result of the Hamming distance between the se-
quences is given in Figure 16.

Figure 16: The Hamming distance between the sequences

It is clear that the proportions of difference between the
sequences are about 50%, which implies that the proposed
generator is purely sensitive to the initial conditions.

This sensitivity is due to the chaotic system that con-
structs the generator, meaning that the generated se-
quences are chaotic and unpredictable. It is also due to
the initialization values of the PRBG-NMGM that are de-
rived from a password, using a method based on a Linear
Congruential Generators.

Indeed, a change of one bit between two keys leads to
a totally different initialization values as well as different
generated sequences.

5.3 Randomness Level

We used the NIST tests and DIEHARD tests in order
to measure the level of randomness of the bits sequences
generated by PRBG-NMGM .

The NIST tests suite consists of 15 tests developed to
quantify and to evaluate the degree of randomness of the
binary sequences produced by the cryptographic genera-
tors.

These tests are: frequency (monobit), block-frequency,
cumulative sums, runs, longest run of ones, rank, Fast
Fourier Transform (spectral), non-overlapping templates,
overlapping templates, Maurers Universal Statistical, ap-
proximate entropy, random excursions, random-excursion
variant, serial, and linear complexity.

For each statistical test, a Pvalue is calculated from the
bit sequence. This Pvalue is compared to a predefined
threshold α = 0.01, which is also called significance level.

If Pvalue is greater than 0.01, then the sequence is con-
sidered to be random, and it proceeds the statistical test
successfully. Otherwise, the sequence does not appear
random.

To apply the NIST tests on our generator we generated
1000 sequences, the size of each sequence is 106 bit from a

different key. The table 1 bellow presents the test results
in the sequences.

Table 1: NIST statistical test suite results for 1000 se-
quences of size 106 bit each generated by the our genera-
tor

NIST statistical test Pvalue Pass rate
Frequency 0,800005 989/1000

Block-Frequency 0,100709 990/1000
Cumulative Sums 0,233162 989/1000

Runs 0,350485 994/1000
Longest Run 0,719747 989/1000

Rank 0,402962 995/1000
FFT 0.345650 987/1000

Non-Overlapping 0,509841 990/1000
Overlapping 0.709558 987/1000

Universal 0.390721 990/1000
Approximate Entropy 0.846338 986/1000
Random Excursions 0,338148 620/628

Random Excursions Variant 0,592461 623/628
Serial 0,490572 990/1000

Linear Complexity 0.805569 987/1000

The minimum pass rate for each statistical test with
the exception of the random excursion (variant) test is ap-
proximately 980 for a sample size 1000 binary sequences.

The minimum pass rate for the random excursion (vari-
ant) test is approximately 613 for a sample size 627 binary
sequences.

The DIEHARD tests consists of a set of sta-
tistical tests for measuring the quality of random-
ness, developed by George Marsaglia, these tests
are: birthday spacings, overlapping 5-permutations, bi-
nary rank (31 x 31), binary rank (32 x 32), bi-
nary rank (6 x 8), bitstream, Overlapping-Pairs-Sparse-
Occupancy, Overlapping-Quadruples-Sparse-Occupancy,
DNA, stream count- the-ones, byte-count-the-ones, 3D
spheres, squeeze, overlapping sums, runs up, runs down,
craps.

For the DIEHARD tests, we generated 1000 sequences
of one million bits each, by the proposed pseudo-random
bit generators. The results are given in Table 2.

We can see from Table 1 that the NIST tests suite is
passed successfully. The pvalue of all tests is greater than
the minimum rate (0.01).

Table 2 shows the DIEHARD Pvalues are in acceptable
range of (0, 1), and all tests are passed successfully.

Based on these results, the NMGM based random gen-
erator is suitable for cryptographic applications.

6 Conclusion

In this paper, a novel pseudo-random bits generator based
on modified chaotic map was presented.
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Table 2: DIEHARD statistical test suite results for 1000
sequences of size 106 bit each generated by the our gen-
erator

DIEHARD test name Pvalue Assessment
Birthday 0.92580677 passed

Overlapping 5-permutation 0.22867882 passed
Binary rank (32 x 32) 0.82601210 passed
Binary rank (6 x 8) 0.59379048 passed

Bitstream 0.90091209 passed
OPSO 0.09739253 passed
OQSO 0.54519450 passed
DNA 0.17853645 passed

Stream count-the-ones 0.50254509 passed
Byte count-the-ones 0.39753149 passed

Parking lot 0.91507220 passed
Minimum distance 0.91222820 passed

3D spheres 0.41362890 passed
Squeeze 0.63363326 passed
Runs up 0.09807447 passed

Runs down 0.49918763 passed
Craps 0.61161595 passed

The new model has been selected after a rigorous anal-
ysis that showed high dimensional chaotic which generate
more complex and unpredictable chaotic sequences.

The results of statistical analyses like randomness, key
space and key sensitivity indicate high security and suit-
ability of the proposed generator for practical encryption.

In future works, we will apply our proposal PRBG-
NMGM especially in audio and image encryption and in
other cryptographic applications
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Abstract

In the fast-growing smart devices, Android is the most
popular OS, and due to its attractive features, mobility,
ease of use, these devices hold sensitive information such
as personal data, browsing history, shopping history, fi-
nancial details, etc. Therefore, any security gap in these
devices means that the information stored or accessing
the smart devices are at high risk of being breached by
the malware. These malware are continuously growing
and are also used for military espionage, disrupting the
industry, power grids, etc. To detect these malware, tra-
ditional signature matching techniques are widely used.
However, such strategies are not capable to detect the
advanced Android malicious apps because malware de-
veloper uses several obfuscation techniques. Hence, re-
searchers are continuously addressing the security issues
in the Android based smart devices. Therefore, in this
paper using Drebin benchmark malware dataset we ex-
perimentally demonstrate how to improve the detection
accuracy by analyzing the apps after grouping the col-
lected data based on the permissions and achieved 97.15%
overall average accuracy. Our results outperform the ac-
curacy obtained without grouping data (79.27%, 2017),
Arp, et al. (94%, 2014), Annamalai et al. (84.29%, 2016),
Bahman Rashidi et al. (82%, 2017)) and Ali Feizollah, et
al. (95.5%, 2017). The analysis also shows that among
the groups, Microphone group detection accuracy is least
while Calendar group apps are detected with the highest
accuracy, and for the best performance, one shall take 80-
100 features.

Keywords: Android Malicious Apps; Dangerous Permis-
sions; Machine Learning; Static Malware Analysis

1 Introduction

The attractive features and mobility of smart devices have
drastically changed the today’s environment. Many func-
tionalities of these devices are similar to the traditional
information technology system, which can also access en-

terprises applications and data, enabling employees to do
their work remotely. Hence the security risks are not only
limited to Bring Your Own Smart Device (BYOSD) sce-
narios but also for the devices which are adopted on an
ad hoc basis. Therefore, any security gap in these devices
means that the information stored or accessing smart de-
vices are at high risk of being breached. The recent at-
tack shows that the security features in these devices are
not as par to completely stop the adversary [23]. Hence
smart devices are becoming an attractive target for the
online criminal, and they are investing more and more for
the sophisticated attacks viz. ransomware or to steal the
valuable personal data from the user device.

In the smart devices, Android is the most popular oper-
ating systems and are connected through the internet ac-
cessing billions of online websites (an estimate shows that
5 out of 6 mobile phones are working on Android OS [25]).
Its popularity is basically due to its open source, exponen-
tial increase in the Android supported apps, third-party
distribution, free rich SDK and the very much suited Java
language. In this growing Android apps market, it is
very hard to know which apps are malicious. As per
Statista [24], there are approximately two million apps
at the Play Store of Google and also many third-party
apps available for the Android users. Hence potential of
the malicious apps or malware entering these systems is
now at never seen before levels, not only to the normal
users but also for military espionage, disrupting the indus-
try, power grids (e.g., Duqu, StuxNet), etc. [21]. In this,
Quick Heal Threat Research Labs in the 3rd quarter of
2015 reported that they had received ∼ 4.2×105 malware
per day for the Android and Windows platforms [15].

To detect the malware, traditional approaches are
based on the signature matching, which is efficient from a
time perspective but not relevant for the detection of ad-
vanced malicious apps and continuously growing zero-day
malware attack [9]. Also, to evade the signature-based
techniques, malware developer uses several obfuscation
techniques. However, to detect the Android malicious
apps, time to time, a number of static and dynamic meth-
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ods have been proposed [2,5,11,16]. But, it appears that
the proposed methods are not good enough to effectively
detect the advanced malware [21] in the fast-growing in-
ternet and Android based smart devices usage into our
daily life. Hence researchers are continuously addressing
the security issues in the Android based smart devices.
Therefore, in this paper, for the effective detection of An-
droid malicious apps with high accuracy, we classified the
apps after grouping the collected data based on permis-
sions. The remaining paper is organized as follows. In
next Section, we discuss the related work. Section 3 de-
scribes how the collected Android apps are grouped, Sec-
tion 4 explains the feature selection approach, while Sec-
tion 5 describes our approach for the effective detection
of Android malicious apps and the obtained experimental
results. Finally, Section 6 contains the conclusion.

2 Related Work

In both the two main methods (static and dynamic) used
for the classification of malicious apps, selected classi-
fiers are trained with a known dataset to differentiate
the benign and malicious apps. In this, Arpil et al.
achieved 94% detection accuracy by generating a joint
vector space using AndroidManifest.xml file and the dis-
assembled code [2]. Seo, et al. also used the same static
features viz. permissions, dangerous APIs, and keywords
associated with malicious behaviors to detect potential
malicious apps [19].

Based on a set of characteristics derived from binary
and metadata Gonzalez, et al. proposed a method Droid-
Kin, which can detect the similarity among the apps un-
der various levels of obfuscation [6]. Quentin et al., uses
op-code sequences to detect the malicious apps. However,
their approaches are not suitable to detect the malware
which are completely different [8].

In 2015, Smita Naval, et al. proposed an approach
by quantifying the information-rich call sequences to de-
tect the malicious binaries and claimed that the model is
less vulnerable to call-injection attacks [12]. In 2016, Jae-
wook jang, et al. proposed Andro-Dumpsys, a hybrid mal-
ware detection approach based on the similarity between
the malware creator-centric and malware-centric infor-
mation. Their experimental analysis shows that Andro-
Dumpsys can classify the malware families with good True
Positive (TP ) and True Negative (TN), and are also capa-
ble of identifying zero-day threats [7]. Luca Caviglione, et
al. obtained 95.42% accuracy using neural networks and
decision trees [12].

Sanjeev Das, et al. proposed GuardOl (a hardware-
enhanced architecture), a combined approach using pro-
cessor and field programmable gate array for online mal-
ware detection. Their approach detects 46% of malware
for the first 30% of execution, while 97% on complete ex-
ecution [4]. Saracino, et al., proposed a host-based mal-
ware detection system called MADAM which simultane-
ously analyzes and correlates the features at four levels

to detect the malware [18]. Gerardo Canfora, et al. ana-
lyzed two methods to detect Android malware, first was
based on Hidden Markov Model, while the 2nd one ex-
ploits structural entropy and found that the structural en-
tropy can identify the malware family more correctly [3].

Annamalai et al. proposed DroidOl for the effective
online detection of malware using passive-aggressive clas-
sifier and achieved an accuracy of 81.29% [11].

Recently in 2017, Feizollah, et al. evaluated the effec-
tiveness of Android Intents (explicit and implicit) as a dis-
tinguishing feature for identifying malicious applications.
They conducted experiments using a dataset containing
7406 applications comprising 1846 clean and 5560 infected
applications. They achieved the detection rate of 91% us-
ing Android Intent and 83% using Android permission.
With the combination of both the features, they have
achieved 95.5% detection rate [5]. Nikola et al. estimated
F-measure (does not take account of correctly classified
benign apps) of 95.1% and 89% by classifying the apps
based on source code and permission respectively [10].

Rashidi et al. experimented with the Drebin bench-
mark malware dataset and shown that their model can
accurately assess the risk levels of malicious applications
and provide adaptive risk assessment based on user in-
put and can find malware with the maximum accuracy of
82% [16].

3 Grouping of Android Apps

In Android, apps run as a separate process with unique
user/group ID and operate in an application sandbox
so that apps execution can be kept in isolation from
other apps and the system. Hence, to access the user
data/resources from the system, apps need additional
capabilities that are not provided by the basic sand-
box. To access data/resources which are outside of the
sandbox, the apps have to explicitly request the needed
permission. Depending on the sensitivity of data/area,
requested permission may be granted automatically by
the system or ask the user to approve or reject the
request. In Android, these permissions can be found in
Manifest.permission file e.g. to use the call service in an
Android app, it should specify:

< manifestxmlns :

Android = “http : //schemas.Android.com/apk/res/Android”

package = ”com.Android.app.callApp” >

< uses− permissionAndroid :

name = “android.permission.CALL PHONE”/ >

...

< /manifest >

In total there are 235 permissions out of which 163 are
hardware accessible and remaining are for user informa-
tion access [13]. In terms of security, all these permissions
can be put into two categories i.e. normal and dangerous
permissions [1]. Therefore it will be important to study
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the classification of Android malicious apps after group-
ing them into dangerous and normal/other permissions
(Table 1). Hence in this paper to improve the overall
average detection accuracy of Android malicious apps we
use Drebin [2] 5531 benchmark malware dataset and 4235
benign apps available at Google play store. Our analysis
shows that the Drebin dataset does not contain any apps
which need body sensors permission.

Therefore we ignored the Sensors group in our experi-
mental analysis and made total nine groups (eight groups
of dangerous permissions and one group of normal/other
permissions) for the detection of Android apps.

Table 1: Dangerous permissions groups of the Android
apps

Group Permissions

Calendar Read calendar and write calendar.

Camera Use camera.

Contacts Read contacts, write contacts and
get contacts.

Location Access fine location and
Access coarse location.

Microphone Record audio.

Phone Read phone state, call phone,
read call logs, add voicemail,
use sip and process outgoing calls.

Sensors Use body sensors

SMS Send SMS, receive SMS, read SMS
receive WAP push and receive MMS.

Storage Read external storage and
write external storage.

4 Feature Selection

For the detection of Android malicious apps, feature se-
lection plays a vital role, not only to represent the tar-
get concept but also to speed-up the learning and test-
ing process. In this, often datasets are represented by
many features. However, few of them may suffice to im-
prove the concept quality, and also limiting the features
will speed-up the classification. The Android apps can be
represented as a vector of 256 opcodes [14], and some of
these opcodes can be used as features for the effective and
efficient detection of Android malicious apps. Therefore,
to find the prominent features which can represent the
target concept, opcodes from the collected Android apps
are extracted as follows

• The .apk files (Android apps) has been decompiled
by using freely available apktool ;

• From the decompiled data, we kept only the .smali
files and discarded other data, and then;

• Opcodes are extracted from the .smali files.
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Figure 1: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Calendar group
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Figure 2: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Camera group
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Figure 3: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Contacts group
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Figure 4: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Location group
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Figure 5: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Microphone group
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Figure 6: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Other group

We studied the occurrence of opcodes in benign and
malicious apps separately in each formed group, and com-
puted the opcode occurrences difference between them.
We observe that the opcode occurrence between mali-
cious and benign apps among the formed group differ sig-
nificantly (group-wise top 50 opcodes whose occurrence
significantly differ are shown in Figures 1 - 9 for the Cal-
endar, Camera, Contacts, Location, Microphone, Others,

Phone, SMS, and Storage group respectively). Also, we
find that the opcode occurrence in any group differs sig-
nificantly when compared with the opcode occurrence ob-
tained without forming the groups [22].
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Figure 7: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Phone group
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Figure 8: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the SMS group
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Figure 9: Top 50 opcodes occurrence difference between be-
nign and malicious apps in the Storage group

Hence, the final features are selected after ordering the
opcodes by their occurrence difference in each group (Al-
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Table 2: Number of benign and Android malicious apps used for training and testing the classifiers

Groups Train Train Test Test Total No.
malware benign malware benign of apps

Calendar 59 57 14 14 144

Camera 179 423 44 106 752

Contacts 1073 356 268 89 1786

Location 1538 68 383 18 2007

Microphone 95 218 23 55 391

Others 110 891 27 223 1251

Phone 3981 1453 986 373 6793

SMS 2712 239 677 60 3688

Storage 2923 837 730 210 4700

gorithm 1) and used it for the detection of Android mali-
cious apps.

Algorithm 1 : Feature Selection

INPUT: Pre-processed data
NB: No. of benign apps, NM: No. of malicious apps,
n: Total number of features required.
OUTPUT: List of features

BEGIN
for all benign and malicious apps do

Find the sum of frequencies fi of each opcode Op and
normalize it.

FB(Opj) = (
∑

fi(Opj))/NB

FM (Opj) = (
∑

fi(Opj))/NM

end for
for all opcode Opj do

D(Opj) = |FB(Opj)− FM (Opj)|
end for
return n number of prominent opcodes as features with
high D(Op).

5 Classification of Malicious Apps

Ashu et al. [22] without grouping the data nor talking the
apps permission investigated the top five classifiers viz.
FT, RF, LMT, NBT and J48 for the classification of apps
and reported that the FT is the best classifier and can de-
tect the malicious apps with 79.27% accuracy [22]. Hence
to improve the detection accuracy in this paper, first we
grouped the apps based on the permissions and then clas-
sify the malicious apps using prominent opcode as the
features (Figure 10). For the classification, the detail dis-
tribution (No. of training and testing malicious/benign
apps, No. of apps in the group used for the classifica-
tion) of the total collected dataset is given in Table 2.
For the group-wise classification, we have used Waikato
Environment for Knowledge Analysis (WEKA).

Figure 10: Flow chart for the detection of Android malicious
apps by grouping the data

On the basis of studies [17, 20], we selected the same
classifier (FT, RF, LMT, NBT, and J48) for the clas-
sification, but prominent features, training, and testing
data are taken from the formed group only (Table 2). To
measure the goodness of trained models, we evaluate the
detection accuracy given by the equation

Accuracy(%) =
True Positive + True Negative

Total No. of Android Apps
× 100.

Where True Positive/Negative is the Android mali-
cious/benign apps correctly classified [22].

The performance of the classifier has been investigated
for each group by taking randomly 20% of the collected
data (other than the training) with 20 - 200 best fea-
tures incrementing 20 features at each step and the result
obtained are shown in Figures 11 - 19 for the Calendar,
Camera, Contacts, Location, Microphone, Others, Phone,
SMS, and Storage group respectively.
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Figure 11: Detection accuracy obtained by the selected five
classifiers for the Calendar group
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Figure 12: Detection accuracy obtained by the selected five
classifiers for the Camera group
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Figure 13: Detection accuracy obtained by the selected five
classifiers for the Contacts group
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Figure 14: Detection accuracy obtained by the selected five
classifiers for the Location group
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Figure 15: Detection accuracy obtained by the selected five
classifiers for the Microphone group
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Figure 16: Detection accuracy obtained by the selected five
classifiers for the Others group



International Journal of Network Security, Vol.21, No.3, PP.409-417, May 2019 (DOI: 10.6633/IJNS.201905 21(3).07) 415

 50

 60

 70

 80

 90

 100

 20  40  60  80  100  120  140  160  180  200

A
cc

ur
ac

y 
→

 

Features →

J48
RandomForest

NBT
FT

LMT

Figure 17: Detection accuracy obtained by the selected five
classifiers for the Phone group
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Figure 18: Detection accuracy obtained by the selected five
classifiers for the SMS group
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Figure 19: Detection accuracy obtained by the selected five
classifiers for the Storage group

Table 3: Average accuracy obtained by the five classifiers

No. of J48 RF NBT FT LMT
Features

20 93.69 95.01 90.37 93.32 94.28

40 95.28 96.26 92.26 93.78 93.45

60 95.51 96.10 94.24 94.01 94.31

80 94.83 96.32 94.44 95.38 95.46

100 95.15 96.24 94.41 95.43 85.47

120 94.48 95.96 92.96 94.57 94.23

140 95.12 96.08 93.68 93.53 94.76

160 95.39 95.16 94.97 95.16 94.29

180 94.94 95.73 93.93 95.18 94.56

200 94.71 95.78 93.24 94.98 94.71

Maximum 95.51 96.32 94.97 95.43 95.47

Minimum 93.69 95.01 90.37 93.32 93.45

The average accuracy obtained by the selected classifier
are shown in Table 3. Here, the average accuracy means
the sum of accuracy obtained by the classifier in the indi-
vidual group with a fixed number of features divided by
the total number of groups.

The analysis shows that RF average detection accu-
racy is best among the five classifiers and fluctuates least
with the number of features, whereas NBT performance
is worst and fluctuate maximum with the number of fea-
tures.

However, the maximum average accuracy obtained
by the selected five classifiers does not fluctuate much
(94.97% - 96.32%) but minimum average accuracy fluctu-
ation is high (90.37% - 95.01%), and for the best perfor-
mance one shall take top 80 - 100 features, for the training
and testing. The best accuracy obtained by the classifier
in all the groups are given in Table 4.

We find that the detection accuracy is maximum in the
Calendar group and minimum in the Microphone group
obtained by FT and RF classifier respectively. The over-
all average maximum accuracy comes to 97.15%, which is
very much better than then the obtained accuracy with-
out grouping and taking permissions into account [22] and
Arp, et al. (94%, 2014), Annamalai et al. (84.29%, 2016),
Bahman Rashidi et al. (82%, 2017), Ali Feizollah, et al.
(95.5%, 2017) (Figure 20).

In terms of TP i.e. detection rate of malicious apps,
the Calendar group are best classified by RF and SMS
group are least by FT, while in terms of TN i.e. benign
detection rate, Calendar, and SMS group are best classi-
fied with RF and FT classifier respectively, while Others
group containing normal permissions is best classified by
the LMT classifier. The group-wise results of TP and TN
obtained by the classifiers which give the best accuracy
are shown in Table 4.
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Figure 20: Comparisons of accuracy achieved by us with four
other authors

Table 4: Group-wise maximum accuracy, TP and TN ob-
tained by the classifiers

Groups Best Accu- Features TN TP
Classifier racy Required

Calendar RF 100.00 20 1.00 1.00

Camera FT 96.67 40 0.93 0.98

Contacts RF 96.08 120 0.99 0.89

Location FT 99.25 60 0.99 0.94

Microphone FT 93.59 120 0.87 0.96

Others LMT 96.80 160 0.85 0.98

Phone RF 96.54 60 0.98 0.92

SMS FT 98.51 100 1.00 0.80

Storage LMT 96.91 140 0.99 0.88

6 Conclusion

For the smart devices users, millions of Android apps are
available at Google Play store and by the third party.
Some of these available apps may be malicious. To de-
fend the threat/attack from these malicious apps, a timely
counter-measures has to be developed. Therefore, in
this paper using Drebin benchmark malware dataset we
group-wise analyzed the collected data based on permis-
sions and experimentally demonstrated how to improve
the detection accuracy of Android malicious apps and
achieved 97.15% average accuracy. The obtained results
outperformed the accuracy achieved by without group-
ing the data (79.27%, 2016), Arp, et al. (94%, 2014),
Annamalai et al. (84.29%, 2016), Bahman Rashidi et
al. (82%, 2017)) and Ali Feizollah, et al. (95.5%, 2017).
The outperformance of our approach with the compared
author results is basically due to the use of logic of the
apps resides in the .smalli file and developing nine dif-
ferent models for the classification. Among the groups,
the Microphone group detection accuracy is least while

Calendar group apps are detected with maximum accu-
racy and for the best performance, one shall take top 80
- 100 features. In term of TP i.e. detection rate of mali-
cious apps, Calendar group is best classified by RF, and
SMS group is least by FT, while in terms TN i.e. be-
nign detection rate, Calendar, and SMS group are best
classified by RF and FT classifier respectively, while Oth-
ers group containing normal permissions is best classified
by the LMT classifier. It appears that group-wise de-
tection of Android malicious apps will be efficient than
without grouping the data. Hence, for the efficient clas-
sification of apps, in-depth study is required to optimize
the feature selection, identifying the best-suited classifier
for the group-by-group analysis. In this direction, work
is in progress and will be reported elsewhere.
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Abstract

In the Internet, as well as in any open autonomous
distributed systems, threats to secure communications
are pervasive. We contribute towards adressing them by
proposing, in this paper, a new multipath key exchange
approach, which does not rely on any centrally trusted
coordinator. This approach is thus suitable for use in
distributed systems such as widespread P2P networks or
booming wireless mesh networks (e.g., for the Internet-
of-Things). We design a new algorithm based upon
an extension of both the Diffie-Hellman protocol and
the Shamir threshold scheme. In order to overcome
man-in-the-middle attacks inherent to the Diffie-Hellman
key exchange model, our proposed approach guarantees
secure key exchange by exploring disjoint transmission
paths and the Shamir threshold scheme. The public key
is used as the root of a polynomial of degree k− 1, and n
points of this polynomial are generated and transmitted
from source to destination, each point through a disjoint
path. Upon reception of at least k points among n,
the receiver is able to reconstruct the complete key. In
addition, this paper demonstrates how the disjoint paths
constructions and the routing algorithms are designed to
work regardless of the network topology.

Keywords: Diffie-Hellman; Key Exchange; Multipath
Routing; P2P Networks; Shamir Secret Sharing

1 Introduction

A growing number of security attacks on distributed sys-
tems such as the Internet and P2P networks for the
Internet-of-things (IoT), have led to an increasing interest
in the research community. In this regard, many solutions
have been proposed to secure traffic across networks by
using a security infrastructure based on a central author-
ity through which s cryptographic keys are dispatched.
However, centralized key exchange systems are not suit-
able for autonomous distributed systems such as peer-
to-peer networks. Infrastructure-less key exchange tech-
niques, which are not tied to a central node for key nego-
tiation, and which can be usable over insecure networks
are thus necessary in the context of such systems.

The end-to-end key exchange scheme proposed by the
Diffie-Hellman protocol [11] enables a key exchange be-
tween two remote correspondents. However, due to its
vulnerability to interception attacks, the Diffie-Hellman
protocol cannot be leveraged as-is. Our approach, in
this paper, aims at overcoming this issue by combining
the Diffie-Hellman protocol with both multipath routing
and the Shamir’s threshold scheme [32]. Concretely, the
Shamir’s secret sharing enables us to divide a key K into
n subkeys in such a way that K is reconstructable from
any k subkeys. A security property in this scheme is that
any subset of up to k−1 subkeys cannot leak information
about K.

The contributions of the paper are exposed in the re-
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mainder of the paper, which is structure as follows:

• We first discuss the scope and features provided by
literature work, then we enumerate the limitations of
our own previous work towards implementing secure
network exchanges (cf. Section 2).

• We then present background information related to
previous work (cf. Section 3), before providing de-
tailed descriptions on the design of our key exchange
scheme (cf. Section 4), including the implementa-
tion of several multipath routing approaches (cf. Sec-
tion 5).

• Finally, we analyse the security advantages of our
approach (cf. Section 6) and discuss experimental
results —based on network simulations— that as-
sess the efficiency of the proposed approach (cf. Sec-
tion 7).

2 Related Work

A number of research works have presented various se-
curity infrastructures over fully decentralized or ad hoc
networks [5,10,13,23,35,41]. Although they are designed
to be suitable in such environments, the proposed ap-
proaches come with different caveats. In this section, we
describe some models from the literature and highlight
the potential benefits of our approach.

Srivasta and Liu have relied on the Diffie-Hellman algo-
rithm to deliver a solution that prevents threats in DHT
networks [34]. Wang et al. have built a distributed PKI
on top of the Chord structured overlay network [2]. They
have used threshold cryptography to distribute the func-
tionality of the PKI across the nodes of the DHT network.
This Chord-PKI provides traditional PKI features such as
certification, revocation, storage and retrieval.

The literature now includes a number of approaches [8,
9,12,15,17,22,24,26–30,40] that extend the Diffie-Hellman
key exchange algorithm. Nevertheless, there are scarce
works which address end-to-end key exchange problem
based on both distributed systems such as peer-to-peer
networks by leveraging the Diffie-Hellman protocol and
proposing multipath subkeys routing and multi-secret
mechanisms. Takano et al. [35] have investigated this av-
enue over a decade ago. This approach is based on ring
topology and does not provide explanation about its key
splitting technique.

Jiejun et al. propose to distribute certification author-
ity functions through a threshold secret sharing mecha-
nism [21]. In this system, the private key is computed by
k neighbor nodes and the public key is derived from node
identity.

Many threshold schemes have been directly derived
from traditional Shamir threshold [32] to address multi-
secret sharing mechanisms. Among them we can quickly
cite Brian King [20], Appala et al. [36], Harsha et al. [19],
Rao et al. [39], Yang et al. [42], Guo et al. [18], Ting-
Yi Chang et al. [38], Ting-Yi Chang [7] and Chang et

al. [6]. We will focus our study on the mainstream proto-
col known under name of the Shamir threshold [32].

Fathimal et al. [16] recently proposed an extension of
Shamir’s method that enables to retrieve a key from p
subkeys, where p ≤ k − 1. p is a threshold number of
equally-weighted from each compartment.

Threshold cryptography is also used in identity-based
key management [10]. The main idea for identity-based
cryptography is to define public keys derived from the
identities of communicating nodes [33]. Unfortunately,
node identity updates lead to frequent key changes.

Myrmic [41] is a DHT-based system that proposes a
secure and robust routing protocol. Designed to be ro-
bust against adversarial interference, Myrmic introduces
the concept of Neighborhood Authority in order to handle
certificates in a small set of nodes.

Takano et al. have designed a Multipath Key Ex-
change [35] similar to that proposed in our work. Their
technique however was designed to fit the Symphony and
Chord P2P systems that are both based upon a ring topol-
ogy. Their proposed approach, based on probabilistic
clockwise/anticlockwise routing, is thus sensitive to co-
ordinated MITM attacks by two attackers.

Jaydip Sen proposes a multipath certification protocol
for MANETs that proceeds by broadcasting in order to
discover the route between both source and destination
nodes [31]. The key exchange protocol is based on this
routing approach to retrieve the public keys of the nodes.
However, broadcasting techniques have proven to not be
relevant for large scale networks such as fully decentral-
ized P2P systems.

El Hajj Shehadeh et al. investigate secret key genera-
tion from wireless multipath channels [13]. The proposed
protocol is based mainly on both the physical character-
istics of the wireless channel and a key pre-distribution
scheme. This solution is implemented within the physical
layer and does not scale to large networks.

3 Background

In previous work [1], we have proposed a key exchange
scheme based on an extension of the Diffie-Hellman proto-
col. Our approach enabled sharing a secret by using mul-
tiple disjoint paths in a P2P system called CLOAK [4,37].
The scheme was mainly devised to overcome the vul-
nerability of the Diffie-Hellman protocol to Man-In-The-
Middle (MITM) attacks.

In this scheme, we would split the public key into sev-
eral subkeys that would then be sent over several disjoint
paths to the destination. The destination needed to re-
cover all subkeys in order to get the public key of the
sender. A major issue with this approach was that the
interception of most (i.e., not even all) of the subkeys by
an attacker, allows him to make a brute force attack on
the missing subkey(s) which are smaller than the original
key. Indeed, if the subkeys set is SK = {0, 1}∗, where
|SK | = ρ , interception of α key components among n by
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an attacker, with α ≤ n, reduces the difficulty to carry out

a brute force attack to
ρ−α ρn
n , that is ρn−αn2 . In addition,

in our previous work, the proposed multipath routing al-
gorithm for the subkeys was exclusively suitable to our
CLOAK P2P system [37], making its exploitation chal-
lenging in other systems.

In this work, we try to address the issues and limita-
tions of this prior work by integrating the Shamir’s shared
secret scheme in our previous solution.

4 Scheme Design

In this section, we describe our key exchange scheme and
its corollary properties which are suitable to distributed
networks, i.e., networks that lack any trusted central co-
ordination point.

4.1 Diffie-Hellman Vulnerability

Figure 1: Man-in-the-middle attack

The Diffie-Hellman protocol is an algorithm initiated
by two distant correspondents that cooperate to remotely
accomplish key exchange tasks. As shown in Figure 1,
one fundamental problem of the Diffie-Hellman protocol
is its vulnerability to interception attacks, known as Man-
In-The-Middle (MITM) attacks. This figure displays a
scenario where an attacker, Oscar, eavesdrops the chan-
nel used by both Alice and Bob to exchange cryptographic
data. ¶ and ¸ flows represent intercepted data by the at-
tacker Oscar, data transmitted respectively by Alice and
Bob. · and ¹ show corrupted flows produced by Oscar
and then respectively transmitted to Bob and Alice. Thus,
Oscar can perpetrate attacks: it can eavesdrop, replay or
modify data exchanged between Alice and?Bob. Specifi-
cally to the Diffie-Hellman protocol, Oscar can intercept
the public key sent by Alice and send its own public key
to Bob and can do the same in the other direction with
another public key generated to replace the public key
sent by Bob.

4.2 Protocol Overview

Based upon multipath routing, our approach aims at re-
ducing the Diffie-Hellman vulnerability by combining the
two cryptographic algorithms mentioned earlier. Hence,
key K = gs mod (p) must be splitted into n subkeys
sk0 , . . . , skn−1

and then each subkey ski will be subse-
quently sent through a disjoint path. Shamir’s thresh-
old algorithm is applied in both splitting and reconstruc-
tion of key K. In addition, various routing techniques are
proposed in order to route subkeys over network through
disjoint paths.

4.3 Key Management

Our key exchange approach is based upon both the Diffie-
Hellman protocol and Shamir’s threshold. We now de-
scribe the mechanisms behind our key exchange scheme.

4.3.1 Key Splitting

In order to forge subkeys, each correspondent firstly cre-
ates a secret key SK = s and generates a polynom f l(X),
where f l(0) = gs(mod p), as shown in Algorithm 1.
Then, for each xi 0≤i≤n , with xi 6= 0, f l(xi) is com-

puted. Finally, all interpolation points (xi, f
l(xi)), ex-

cept (0, f l(0)), are stocked in subKeysList. Algorithm
2, which depends on Algorithm 1, provides more details
about the key splitting scheme.

Algorithm 1: Creation of polynom of degree k

createPolynom(k, gS(mod p)) return Polynom;
begin

a0 ← gS(mod p);

f l(0)← a0;
i← 1;
while i ≤ k − 1 do

ai ← getRandomCoefficient();
if i = k − 1 and ai = 0 then

continue;

li(X)← aiX
i;

i← i+ 1;

f l(X)←
k−1∑
i=1

li(X) + f l(0);

return f l(X);

4.3.2 Key Reconstitution

On receiving of (xi, f
l(xi))0≤i≤n, correspondent node ap-

plies Algorithm 3 in order to rebuild key K = gs( mod p)
from received subkeys sk0 , . . . , skp−1 , that are equiva-
lent to (xi, f

l(xi))0≤i≤p, where p ≥ k(= degree of f l).
Indeed, receiver computes sk0 � sk1 � · · · � skp−1

=
gs(mod p) = F l(0), such that:
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Algorithm 2: Subkeys generation

Input: k, n, gS(mod p)
f l(X)← createPolynom

(
k, gS(mod p)

)
;

subKeysList←⊥;
begin

i← 1;
while i ≤ n do

xi ← getRandomValue();

f̂(xi)←
(
xi, f

l(xi)
)
;

storeInSubKeysList
(
f̂(xi), subKeysList[i]

)
;

i← i+ 1;

F l(X) =

p∑
j=0

yj lj(X) (1)

where yi = f l(xi) and

lj(X) =

p∏
i=0,i6=j

X − xi
xj − xi

(2)

Algorithm 3: Reconstitution of key from received
subkeys

Input: k, (xi, yi)0≤i≤n
Output: Key
begin

if |(xi, yi)0≤i≤n| < k then
return ⊥;

else
foreach i ∈ J0, nK do

li(X)←
n∏

j=0,j 6=i

X−xj
xi−xj ;

j ← 0;
fl(X)← 0;
while j ≤ n do

fl(X)← yj × lj(X) + fl(X);
j ← j + 1;

return fl(0);

4.4 Key Exchange Protocol

Algorithm 4 summarizes the process of our key exchange
approach: the Diffie-Hellman protocol is relied upon
firstly to generate a key of shape K = gs(mod p); then
Shamir’s threshold is leveraged to split the key into sev-
eral subkeys or to rebuild the key from its component
subkeys sk0 , sk1 , · · · , skn . Precisely, equations 1 and 2 de-
scribe Lagrange Interpolation used in order to rebuild key
K original.

Algorithm 4: Multipath key exchange protocol

public data:
p : a prime number
g : a generator

private data:
sa : secret key of Alice
sb : secrete key of Bob

1) Alice creates sa and she then computes her partial key Keya
= gsa mod (p) ;

2) Alice generates a polynom f l
a of degree k, such as f l

a(0) =
Keya, and she then computes n interpolation points of the
polynom: f̂a0 , ..., f̂an−1 (where n ≥ k);

3) Alice sends n subkeys f̂ai , except (0, f l(0)) point, to Bob
via disjoint paths;

4) Bob determines Lb(X) according to f̂ai , received from
Alice, and subsequently computes Lb(0) which gives

gsa mod (p), if |f̂ai | ≥ k;

5) Bob creates sb and he then generates his partial Keyb =
gsb mod (p) ;

6) Bob forges a polynom f l
b, such as f l

b(0) = Keyb, and he then
determines n interpolation points of the polynom
f̂b0 , ..., f̂bp−1

(where p ≥ k);

7) Bob sends n subkeys f̂bi , except (0, f l(0)) point, to Alice
through disjoint paths;

8) Alice generates La(X) from f̂bi received from Bob and she

then computes La(0) which gives gsb mod (p), if |f̂bi | ≥ k;

9) Alice computes Key =
Keya × L(0) = gsa mod (p)× gsb mod (p) = gsasb mod (p) ;

10) Bob computes Key =
Keyb × L(0) = gsb mod (b)× gsa mod (p) = gsbsa mod (p) ;

5 Multipath Routing Policy

In this section, we provide technical details about multi-
path routing algorithms and then point out their perfor-
mance differences.

5.1 Deterministic Routing: Pre-routing
and Then Routing

Deterministic routing: Enables to route subkeys through
disjoint and predetermined paths, as described in Al-
gorithm 5. In other words, each subkey is sent via a
disjoint path whose constituting hops are all deter-
mined in advance. Deterministic routing is however
not suitable for dynamic environments where topolo-
gies change constantly.

5.2 Non-deterministic Routing: Both
Marking and Routing

Non-deterministic routing: Detailed in Algorithm 6, en-
ables to route each subkey through a disjoint path,
but unlike deterministic routing, determines on the
fly the hops that form each disjoint path.
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Algorithm 5: Deterministic routing

Input: G = (V,E), (s, t),SubKeysList
V ← ∅;
begin

k ← |SubKeysList|;
j ← k − 1;
V ← V ∪ {s, t};
while j ≥ 0 do

node← s;
while node 6= t do

dmin ← distance(node, t);
foreach
neighbor ∈ neighborsListOf(node)
do
d← distance(neighbor, t);
if neighbor /∈ V and d < dmin then

dmin ← d;
node← neighbor;

V ← V ∪ {node};
Pj ← Pj ∪ {node};

j ← j − 1;

while k > 0 do
e← SubKeysList[k];
sendViaPath(e,Pk);
k ← k − 1;

5.3 Technical Comparison Between
Routing Algorithms

Table 1 presents a technical comparison of both perfor-
mance metrics and features provided by various multipath
routing algorithms.

6 Security Analysis

In a multipath key exchange scheme, a malicious node
that wishes to compromise a key being exchanged must be
able to collect each of all key components routed over the
network. Formally, when paths P0, ...,Pk−1 are used to
send several distinct subkeys from source S to destination
D, the only malicious nodes that could compromise the
key should be located at the intersection of all paths. In
other words, all the malicious nodes belong to a set M =
k⋂
i=0

Pi which represents the set of intersection points of

all paths Pi. S and D are obviously ignored in this set.

Thus, when
k⋂
i=0

Pi = ∅ (bigon criterion is respected [14,

Lemma 2.5]), then all paths are disjoint and any MITM
attack attempt cannot succeed. In such a desirable case,
there exists a k-connected subgrah between S and D in

the network topology. When |
k⋂
i=0

Pi| ≥ 1, there exists

a real risk that MITM attacks could be committed on

Algorithm 6: Non-deterministic routing

Input: G = (V,E), (s, t),SubKeysList
V ← ∅;
begin
V ← V ∪ {s, t};
foreach e ∈ SubKeysList do

node← s;
while node 6= t do

dmin ← (node, t);
foreach
neighbor ∈ neighborListOf(node) do
d← distance(neighbor, t);
if neighbor /∈ V and d < dmin then

dmin ← d;
node← neighbor;

V ← V ∪ {node};
forward(e, node);

exchange transmitted between S and D. That means that
there exists at least one articulation point. Algorithm 7
enables to detect articulation points within network.

Consequently, the probability to have a MITM attack

is estimated by σ =
|
k⋂
i=0
Pi|

|
k⋃
i=0
Pi|

(where each path Pi is con-

stituted of a set of consecutive hops from source S to des-
tination D). When all used paths are pairwise disjoint,
the probability of isolated MITM attack (no coordinated

MITM attack) is then: σ = 0 (i.e |
k⋂
i=0

Pi| = 0).

The number of distinct paths is also dependant on the
source node’s degree. Thus, for a given q-regular tree, if q
is a large number, then there is a probability to have sev-
eral disjoint transmission channels. Nonetheless, despite
the robustness of our multipath negotiation approach, co-
operative (i.e., coordinated) MITM attacks, where several
nodes maliciously cooperate to compromise a key, are pos-
sible. However, it is very hard, and excessively costly to
launch such an attack in a real environment, especially
in distributed systems where network topology changes
dynamically. In addition, the key exchange scheme is
suitable for P2P networks and designed regardless of a
specific network architecture.

In order to improve performance, re-authentication fea-
ture is introduced. However, the challenge message used
in this phase could be replayed. Furthermore, when a ma-
licious node caches a challenge message, it can then cre-
ate its copies and send them successively to target node.
Thus, target node tries to resolves each challenge request
because it does not know which packet is more fresh than
the other. Consequently, it will be rapidly saturated with
requests from malicious nodes. Therefore, this causes a
Denial-of-Service (DoS) attack.

In order to avoid such an attack from malicious nodes,
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Table 1: Comparison of Multipath routing strategies

Finding disjoint paths
Complexity and various features

Time complexity Space complexity Parity a Robustness b Overview c

Indeterministic routing O(k(|E|+ |V | log |V |)) O(k|V |)
√

Deterministic routing O(k(|E|+ |V |(1 + log |V |))) O(k|V |)
√

Menger's theorem NP − − √
a Parity between the number of disjoint paths and the number of generated subkeys
b Resilience to topology change
c Knowledge of topology is needed

Table 2: technical comparison of key exchange schemes

Key Exchange Method Diffie-Hellman Takano et al. Our model

Robust to MITM
√ √

Unpredictable paths − b √
Free of particular topology

√ √

CMITMa implementation easy easy hard
Required subkeys among n − n k ≤ n
Subkeys robustness level − medium high

|Set of disjoint paths| = 0 > 2 > 2
Topology maintaining cost O(0) O(log2n) O(0)

a Coordinated MITM attacks
b It depends to the knowledge or not of network topology

a timestamp is assigned to each encrypted challenge mes-
sage. Thus, the target node could distinguish between
fresh packets and replayed packets.

Furthermore, during the key negotiation phase, all
packets are exchanged in a clear text mode. Thus, traffic
analysis attacks could reveal details about captured pack-
ets such as sequence number or payload which is nothing
other than the transported subkey. Hence, multipath key
exchange is needed to prevent the knowledge of all sub-
keys.

Table 2 summarizes security and technical features of
traditional security protocol, called Diffie-Hellman algo-
rithm [11], key exchange scheme proposed by Takano et.
al [35] and our key management scheme. This table shows
that our scheme is more advanced than other models in
several aspects.

Isolated attacks launched over the network cannot
compromise multipath key exchange if there are at least
two disjoint paths found between two correspondent
nodes. However, coordinated attacks launched from var-
ious malicious nodes could be potentially able to com-
promise key by intercepting all its subkeys sent through
disjoint paths.

Otherwise, in the new scheme that is proposed in this
paper, missing a few of the subkeys, during their trans-
port, does not always cause key exchange failure. Techni-
cally, if the number of received keys is greater or equal to
the threshold k, with k ≤ n, then the original key could
be reconstructed. Formally, the assertion can take the

Algorithm 7: Articulation point detection

getArticulationPoint(s, t) return node;
begin

i← j ← 0;
neighborsList← neighborsListOf(s);
foreach neighbor ∈ neighborsList do

Pj ← ∅;
createPath(neighbor, t, Pj);
node ← Pj .getLastNode();
if node /∈ t then

i← i+ 1;

Pj ← Pj ∪ {node};
j ← j + 1;

return (i = j) ?
n⋂
i=0

Pi : ⊥;
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form of the following theorem.

Theorem 1. In Shamir’s (k, n)−threshold scheme, any
subset of up to q = k − 1 subkeys, where k ≤ n, does not
leak any information on the shared secret K.

Proof. To retrieve key K from (xi, yi) which are employed
in Equation (1), let’s proceed as follow:

K = F l(0) =

p∑
j=0

yj

p∏
i=0,i6=j

−xi
xj − xi

(3)

where k ≤ p ≤ n.

Given |(xi, yi)|1≤i≤q, with q < k ⇒ q < p. Let’s sup-
pose that p = k, that means that Equation (3) becomes
in developped form:

K =

q∑
j=0

yj

q∏
i=0
i6=j

−xi
xj − xi

+

k∑
j=q+1

yj

k∏
i=q+1
i 6=j

−xi
xj − xi

(4)

In Equation (4) let’s put:

q∑
j=0

yj

q∏
i=0
i 6=j

−xi
xj − xi

= K0 (5)

and

k∑
j=q+1

yj

k∏
i=q+1
i 6=j

−xi
xj − xi

= K1 (6)

Therefore Equation (4) becomes:

K = K0 +K1 (7)

The value of K1 is indeterminate because points
(xi, yi)q+1≤i≤k are unknown. That implies K indetermi-
nate.

The public key cryptography gski can be published
and used in order to verify authenticity of each subkey
ski . However, public key mechanism requires the use of
a traditional centralized public key infrastructure that is
incongruous to distributed systems such as peer-to-peer
networks.

7 Protocol Assessment

We rely on the Erdõs-Rényi and the Magoni-Pansiot [25]
models to build a synthesized graph that represents a ran-
dom topology. To assess our approach, we use the nem
simulator1.

1http://www.labri.fr/perso/magoni/nem/
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Figure 2: Average number for 10 assessment rounds of key
exchange success with respect to both various numbers
of disjoint paths found and percentages of coordinated
attackers existing over the network

We have carried out the experiments through simula-
tions. We succinctly present the steps that are carried
out for the experiments:

• Definition of the network: A P2P network is first
created. In this step, we set the type of the topology
(real map, synthesized topology such as Erdős-Reńyi,
Internet-like, etc.) and the size of this network.

• Selection of the set of compromised nodes: In the
second step, we select a subset of X% nodes which
will act as attackers. These nodes are supposed to
coordinate their actions.

• Identification of source and destination nodes: We
then select, among the non-compromised nodes, a
pair of source and destination nodes for the data ex-
change.

• Data packet transfer: We launch the transmission by
transferring a data packet through the shortest path
towards the destination node. All intermediate nodes
will be marked and may not be used for another
packet between the same pair of source/destination
nodes.

• Check for attacks: At the end of the packet transfer,
we check whether the packet was intercepted by an
attacker.

• Use of alternative paths: At this time, we start over
from step 4, using the same source node but a differ-
ent path to reach the same destination.

• Confirmation of the validity of the generated key: We
check whether the packet was potentially intercepted
on all disjoint paths. If this is the case, then this
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attempt to generate a key is a failure. It is a success
otherwise.

• Change of source/destination nodes: We repeat the
experiments starting from step 3 with a new pair of
source and destination nodes.

• Change of compromised nodes set: We repeat the ex-
periments starting from step 2 with a new subset of
compromised nodes. Basically, we change the per-
centage of attackers.

• Change of network settings: We start over the ex-
periments from step 1 with a new network topology
and/or a new size value for the network.

Assessment results are depicted in Figure 2. On the
one hand, and despite coordinated attacks, the results
show that the higher the number of the disjoint paths,
the greater the success rate. On the other hand, the as-
sessment results show also that the higher the rate of at-
tackers within the network, the less the success rate.

8 Conclusion

Currently, security threats in large scale autonomous P2P
systems are increasingly present. Given that traditional
security protocols fail to be applied in these systems
free of central coordination points, we have proposed in
this paper a new key exchange algorithm suitable to dis-
tributed systems.

It is not only about designing an interesting approach,
it is also about a robust scheme. Indeed, the robustness
goal is fulfilled by using multipath key exchange technique
that extends both Diffie-Hellman protocol and Shamir’s
threshold in order to meet security expectations. In addi-
tion, based on disjoint paths and defined in order to route
separately subkeys through the network, multipath rout-
ing methods are quite similar to Menger’s theorem [3]. Fi-
nally, experiments show that our multipath key exchange
scheme is robust to isolated MITM attacks and reduces
substantially vulnerabilities to distributed MITM attacks
as the number of disjoint paths increases.

References

[1] D. Ahmat, D. Magoni, and T. Bissyandé, “End-to-
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Abstract

Wireless body area networks (WBANs) can collect pa-
tients’ vital data of body parameters and environment
parameters via small wearable or implantable sensors. To
ensure the security of the vital data, an efficient access
control scheme with certificateless signcryption(CLSC) is
designed. The correctness of the scheme is proved by
mathematical calculation. It also proves that the scheme
offers confidentiality and unforgeability in the random or-
acle model on the basis of the hardness of the Computa-
tional Diffie-Hellman (CDH) problem and Discrete Log-
arithm (DL) problem respectively. Compared with the
existing three access control schemes utilizing signcryp-
tion, the scheme can satisfy more security properties and
has the shortest computational time and the least energy
consumption for the controller.

Keywords: Access Control; Certificateless; Signcryp-
tion;Wireless Body Area Networks

1 Introduction

Wireless body area networks (WBANs) can acquire hu-
man body’s vital signals through a network which con-
sists of intelligent and low-power micro- and nano-sensors
and actuators. These sensors for collecting timely data
can be placed on the body or implanted in the human
body (or even in the blood stream). In addition to saving
lives, WBANs is prevalent in reducing health care costs
by removing the costly in-hospital monitoring of patients.
In IEEE 802.15.6 [13], WBANs applications are classified
into two types: medical and non-medical applications. In
the study, we focus on the technological requirements of
medical WBANs.

Security and privacy are two important considerations
in WBANs. Since the patient-related data in the WBANs
plays a critical role in medical diagnosis and treatment,
it is necessary to ensure the security of these data in
such a way that only authorized users can access these
data [4, 18, 19]. Another aspect which should be consid-
ered in WBANs is the limitation of the controller’s re-
sources, especially storage space and computational ca-
pability. In order to protect the data privacy and reduce
the energy consumption of computation and communica-
tion, lightweight access control schemes are needed. The
certificateless public key cryptography (CL-PKC) [5] does
not require the use of the certificate which brings the bur-
den of certificate management, and CL-PKC avoids the
key escrow problem because the user’s private key is not
generated by himself but by the user and the key gener-
ation center (KGC). Signcryption [3], as a cryptographic
technique, can provide both the functions of public key en-
cryption and digital signature in a logical single step at a
significantly lower cost compared to traditional signature-
then-encryption methods. A signcryption scheme can
achieve confidentiality, authentication, integrity, and non-
repudiation simultaneously at a lower cost. Therefore,
we design an efficient access control with certificateless
signcryption (CLSC) to protect data privacy of WBANs
while reducing the computational overhead and storage
overhead of resource-constrained controller. Many cer-
tificateless cryptosystems [1, 9, 10], such as certificateless
encryption schemes, certificateless signcryption schemes,
and certificateless access control schemes were proposed.

Access control is an important part of defense for the
security of network systems, which protects data secu-
rity and user privacy through only authorized users can
access the WBANs. Some important progresses have
been made in the access control for the WBANs. In
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2011, Cagalaban and Kim [2] proposed a novel efficient
access control scheme for the WBANs based on identity-
based signcryption (IBSC) [12] (hereafter called CK). The
signcryption method adopted in the CK scheme can si-
multaneously authenticate the users and protect the re-
quest messages. The scheme effectively solves the prob-
lem of a single point of failure in the traditional public-key
infrastructure-supported system (PKI) by providing key
generation and key management services without any as-
sumption of pre-fixed trust relationship between network
devices. However, CK has the key escrow problem since
it is based on the IBSC. In 2016, Li and Hong [8] demon-
strated an efficient certificateless access control scheme for
the WBANs by using certificateless signcryption (CLSC)
with public verifiability and ciphertext authenticity (here-
after called LH). The scheme can solve the key escrow
problem and avoid the use of public key certificates. The
controller could verify the validity of a ciphertext before
decryption. Then Li et al. [7] proposed a novel certificate-
less signcryption scheme and designed a cost-effective and
anonymous access control scheme for the WBANs with
the novel signcryption (hereafter called LHJ). They re-
ported that the proposed access control scheme achieved
various securities and had the least computational cost
and total energy consumption of the controller. However,
the above two schemes may not be good choices since
they require some costly bilinear pairing operations. The
computational cost of a bilinear pairing operation is ap-
proximately twenty times higher than that of scale multi-
plication [6]. These costly operations are a heavy burden
for resource-limited sensor nodes.

In this paper, we proposed an efficient access control
scheme with certificateless signcryption for WBANs. The
main contributions are:

1) A CLSC scheme without using bilinear pairing op-
eration is proposed, and an efficient access control
scheme for WBANs is constructed. The use of CL-
PKC eliminates the burden of certificate manage-
ment and solves the key escrow problem.

2) The correctness of the CLSC scheme is verified from
the aspects of the partial key, the ciphertext and the
signature.

3) It is formally proved that the scheme is semantically
secure against indistinguishability-certificateless
signcryption-adaptive chosen ciphertext attacks
(IND-CLSC-CCA2) based on the hardness of the
Computational Diffie-Hellman (CDH) problem and
existential unforgeability-certificateless signcryption-
chosen message attack (EUF-CLSC-CMA) based
on the hardness of the Discrete Logarithm (DL)
problem.

4) The security attributes of the scheme are analyzed.

5) Compared with three other access control schemes
utilizing signcryption, the scheme is characterized by

the lowest computational cost and energy consump-
tion for the controller.

2 Preliminary

In this section, we present some mathematical assump-
tions, the security model and the network model.

2.1 Computational Assumptions

Definition 1. Computational Diffie-Hellman (CDH).
Given a 3-tuple (p, aP, bP ) for two unknown elements
a, b ∈ Z∗q , here G is a group with prime order q and P
is a generator of G, the CDH problem is to compute the
value abP from aP and bP . The advantage of any prob-
abilistic polynomial time algorithm A in solving the CDH
problem in G is defined as AdvCDH

A = Pr[A(p, aP, bP ) =
abP |a, b ∈ Z∗q ]. The CDH assumption is that the advan-

tage AdvCDH
A is negligibly small for any probabilistic poly-

nomial time algorithm A.

Definition 2. Discrete Logarithm (DL). Given a 2-tuple
(P, µP ) for an unknown element µ ∈ Z∗q , here G is a
group with prime order q and P is a generator of G, the
DL problem is to find the value µ. The advantage of any
probabilistic polynomial time algorithm A in solving the
DL problem in Z∗q is defined as AdvDL

A = Pr[A(P, µP ) =
µ|µ ∈ Z∗q ]. The DL assumption is that the advantage

AdvDL
A is negligibly small for any probabilistic polynomial

time algorithm A.

2.2 Security Model

All CLSC schemes may be subjected to two types of at-
tacks [20]: Type-I adversary A1 and Type-II adversary
A2.

Type-I adversary: The adversary A1 is not accessible
the master key, but he can replace public keys at
his will. Therefore, the adversary A1 is also called
malicious user.

Type-II adversary: The adversary A2 is accessible to
the master key, but he cannot replace user’s public
keys. It represents a malicious KGC who generates
partial private key of users.

Definition 3. Confidentiality. A certificateless
signcryption scheme is semantically secure against
indistinguishability-certificateless signcryption-adaptive
chosen ciphertext attacks (IND-CLSC-CCA2) if there is
not a probabilistic polynomial time adversary Ai(i=1,2)

that has the non-negligible advantage in winning the
game [20].

Definition 4. Unforgeability. A certificateless sign-
cryption scheme is semantically secure against existen-
tial unforgeability-certificateless signcryption-chosen mes-
sage attack (EUF-CLSC-CMA) if there is not a proba-
bilistic polynomial time adversary Ai(i=1,2) with the non-
negligible advantage in winning the game [20].
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2.3 Network Model

The IEEE 802.15.6 working group has considered WBANs
to operate in a one-hop or two-hop star topology. The
node being placed on a location like the waist is the cen-
ter of the star topology and controls the communication
in WBANs [13]. Here we consider the one-hop star topol-
ogy and all nodes in the WBANs are directly connected
to the controller which all nodes talk. The WBANs con-
tains some sensor nodes and a controller. Sensor nodes
in, on or around the body collect vital signals of the pa-
tient and regularly transfer them to the corresponding
controller. The controller aggregates information from
the sensor nodes and communicates with the Internet.
Figure 1 shows the overview of the network model of our
WBANs applications. The framework is mainly composed
of three entities: a Server Provider (SP), the WBANs of
a patient, and a user (e.g. a physician, a researcher or
an emergency). The SP deploys the WBANs and is re-
sponsible for the registration both of users and patients.
The SP plays the role of KGC in the CLCS scheme and
produces the partial key for any entity which registers at
the SP. We suppose that the SP is honest. However, in
practices, we do not need to fully trust the SP since it
only knows the partial private key of the entity.

Figure 1: Network model of our WBANs applications

Here’s a practical example. We assume that a patient
Bob is hospitalized and the SP has deployed the WBANs
of Bob. Bob’s private key has generated when he regis-
tered at the SP. Sensor nodes in WBANs collect Bob’s
profile and medical records and transfer them to the con-
troller. Doctor Alice has registered at the SP, and the SP
has allocated expire data for Alice. When Alice needs to
access the data of Bob, she first sends an access request
message to Bob. Then Bob checks whether the Alice has
the access privilege to his medical data. If Alice is autho-
rized, Alice communicates with Bob to get the vital sign
data in order to provide the better medical care service.
Otherwise, Bob refuses the access request.

3 Construction of the Access Con-
trol Scheme

In this section, we first propose a CLSC scheme without
using bilinear pairing operation. Then we construct an
efficient access control scheme with the proposed CLSC
scheme.

3.1 The Proposed CLSC Scheme

The CLSC scheme Π = (Setup, PartialKeyGen, KeyGen,
Sign, UnSign) consists of five algorithms.

Setup: Given a security parameter k, the SP chooses
cyclic group G of a large prime order q, a gen-
erator P of G, and three security hash functions
H1 : {0, 1}∗ × G → Z∗q , H2 : {0, 1}∗ → Z∗q and

H3 : Z∗q → {0, 1}l0+|Z
∗
q |. Here l0 is the number of

bits of a message to be sent, and |Z∗q | is the num-
ber of bits of the element in Z∗q . Then the SP se-
lects the system’s master key z ∈ Z∗q at random
and computes the corresponding public key y = zP .
Finally, the SP distributes the system parameters
params = (G, q, P, y,H1, H2, H3) and keeps the mas-
ter key z secretly.

Partial Key Generation (PartialKeyGen): When
entities want to register his/her identity IDi to the
SP, he/she first sends IDi to the SP. Then the SP
selects random number ri ∈ Z∗q , computes Ri = riP
and di = ri + zH1(IDi, Ri). Finally, the SP sets
di as the entity’s partial private key and Ri as the
entity’s partial public key, and transfers (di, Ri) to
the entity over a confidential and authentic channel.

Key Generation (KeyGen): When the entity receiv-
ing the partial key generated by SP, he/she needs
to choose another part of key and generate his/her
full key. The entity selects secret value xi ∈ Z∗q
at random and computes Xi = xiP . Then the en-
tity sets SKi = (di, xi) as his/her private key and
PKi = (Ri, Xi) as his/her public key.

Here, we assume that the access request is sent by
doctor Alice whose identity is IDA, and the receiver
is patient Bob whose identity is IDB in our CLSC
scheme. Alice’s public key is PKA = (RA, XA)
and private key is SKA = (dA, xA). Bob’s pub-
lic key is PKB = (RB , XB) and private key is
SKB = (dB , xB). Alice and Bob can verify the cor-
rectness of the partial private key and partial public
key with the equation rAP + H1(IDA, RA)y = dAP
and rBP +H1(IDB , RB)y = dBP respectively.

Signcryption (Sign): With the system parameters , ac-
cess plaintext message m, Alice’s identity IDA and
private key SKA = (dA, xA), Bob’s identity IDB and
public key PKB = (RB , XB), Alice runs following
steps to generate the ciphertext δ = (s, C, T ).
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1) Selects a random β ∈ Z∗q and computes T = βP .

2) Computes h1 = H1(IDB , RB).

3) Computes VA = β(XB +RB + h1y).

4) Computes h = H2(m||T ||IDA||IDB ||XA||XB).

5) Computes s = (xA + β)/(h+ dA + xA).

6) Computes C = H3(VA)⊕ (m||s).

7) Outputs a ciphertext δ = (s, C, T ).

UnSigncryption (UnSign): Taking a ciphertext δ,
Bob’s identity IDB and private key SKB = (dB , xB),
Alice’s identity IDA and public key PKA =
(RA, XA) as inputs, Bob execute following steps to
complete the verification of signcryption.

1) Computes VB = (xB + dB)T .

2) Recover the message m||s = H3(VB) ⊕ C, and
complete decryption.

3) Computes h = H2(m||T ||IDA||IDB ||XA||XB).

4) Computes h′1 = H1(IDA, RA).

5) If s(XA+RA+h′1 ·y+h ·P ) = XA+T holds, the
message m is valid and Alice communicates with
Bob using the session key H3(VA) or H3(VB).
Otherwise return ⊥ .

3.2 Our Access Control Scheme

In this section, with the proposed CLSC scheme, we de-
sign an efficient access control scheme with certificate-
less signcryption for the WBANs. The scheme has four
phases: the initialization phase, the registration phase,
the authentication and authorization phase, and the re-
vocation phase. We define ED as an expiration date. The
access control scheme is summarized in Figure 2.

Figure 2: Certificateless access control scheme

3.2.1 Initialization Phase

In this phase, the SP runs Setup algorithm to deploy
the WBANs and generate the system parameters. The
patient Bob with identity IDB gets his/her public key
PKB = (XB , RB) and private key SKB = (xB , dB). In
particular, Bob’s communications with Internet are all
done by the controller of the WBANs, so Bob also refers
to the controller of the WBANs. The SP may run Setup
algorithm and PartialKeyGen algorithm.

3.2.2 Registration Phase

Only when the doctor Alice is a registered user of the
SP can she access the data of patient Bob. Alice sub-
mits his identity IDA to the SP and then the SP checks
whether the identity is valid. If not, the SP rejects the
registration request. Otherwise, the SP sets an expi-
ration date ED and runs PartialKeyGen algorithm to
produce a partial private key (dA, RA). After receiv-
ing (dA, RA), Alice runs KeyGen algorithm to get the
full private key SKA = (dA, xA) and the full public key
PKA = (RA, XA).

3.2.3 Authentication and Authorization Phase

When the doctor Alice with the identity IDA wants to
access the monitoring data of the WBANs, Alice firstly
produces a request message m and runs Sign algorithm to
generate a ciphertext δ = (s, C, T ). To resist the replay
attack, we may concatenate the request message and a
timestamp to form a new signcrypted message. Then Al-
ice sends the requirement message {δ||IDA||PKA||T1} to
Bob, wherein T1 is the current timestamp. When obtain-
ing the access request from Alice, Bob checks T2 − T1 <
∆T whether holds, wherein T2 is the current timestamp.
If it does not hold, Bob terminates the session. Otherwise,
Bob runs Unsign algorithm to complete unsigncryption.
When the return value of Unsign algorithm is ⊥, Bob re-
jects the request. Otherwise, the request is valid and Alice
communicates with Bob using the session key H3(VA) or
H3(VB). This session key has been established between
Bob and Alice.

3.2.4 Revocation

The access privilege is automatically revoked by the ex-
pired date ED. For example, if the expired date ED is
“2017-12-31”, the user only can access the WBANs be-
fore December 31, 2017. That is to say, the SP will revoke
Alice’s partial private key and partial public key, which
made Alice automatically illegal after December 31, 2017.
For some reasons we need to revoke the Alice’s access
privilege before the expired date, the SP will submit the
Alice’s identity to Bob, which keeps a list of revoked iden-
tities for identifying the validity of users. Bob will add a
record to his revocation list and this makes Alice an illegal
user.
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4 Performance Analysis

In this section, we will analysis the access control scheme.
First is the validation of mathematical correctness. Then
we demonstrate the scheme is provably secure based on
CDH problem and DL problem. Third is the analysis
of security property. Finally is the efficiency comparison
with three other schemes.

4.1 Correctness of the Proposed CLSC
Scheme

4.1.1 Correctness of the Partial Key

Both of Alice and Bob can verify the correctness of the
partial key (di, Ri) which SP assigned to him/her by fol-
lowing equal.

Ri +H1(IDi, Ri)y

= riP + zPH1(IDi, Ri)

= (ri + zH1(IDi, Ri))P

= diP.

4.1.2 Correctness of the Ciphertext

The verification of the ciphertext in the UnSign algorithm
is obtained from the following:

VB = (XB + dB)T

= (xB + rB + zH1(IDB , RB))βP

= β(XB +RB + yH1(IDB , RB))

= VA.

We will then obtain the following:

m||s = H3(VB)⊕ C
= H3(VA)⊕H3(VA)⊕ (m||s)
= m||s.

4.1.3 Correctness of the Signature

The verification operation of the signature in the UnSign
algorithm can be completed by following equation.

s(XA +RA + h′1y + hP )

=
xA + β

h+ dA + xA
(xAP + rAP + zH1(IDA, RA)P + hP )

=
xA + β

h+ dA + xA
(xA + dA + h)P

= (xA + β)P

= xAP + βP

= XA + T.

4.2 Proof of Security

Based on the CDH problem and DL problem in the ran-
dom oracle model, we prove that the CLSC scheme satis-
fies confidentiality in the following Theorem 1 and Theo-
rem 2, and unforgeability in the following Theorem 3.

Theorem 1. (Type-I Confidentiality): In the random
oracle model, if there is an adversary A1 who can win
the IND-CLSC-CCA2 game with non-negligible advan-
tage ε, there will be an algorithm F which can solve the
CDH problem with an advantage AdvIND−CLSC−CCA2

A1
≥

ε
q21q3

(1− 1
qs+1 )qs 1

qs+1 . Here, the adversary A1 performs at

most qi hash queries to random oracles Hi(i=1,2,3) and qs
signcryption queries.

Proof. Supposing that there is an adversary A1 who
can break our CLCS scheme. We want to build an al-
gorithm F that use A1 to solve CDH problem. The
algorithm F receives an instance (P, aP, bP ) of CDH
problem to compute abP . F respectively maintains the
lists L1, L2, L3, LD, LSK , LPK , LS , LU to track the ora-
cle model H1, H2, H3, partial key generation, private key
generation, public key generation, signcryption, and un-
signcryption. Moreover, F sets the list Lrec to record the
parameters of the challenge identity. Each list is empty
at the beginning.

Setup: Input security parameter k. F executes Setup
algorithm and sends the generated parameters
params = (G, q, P, y,H1, H2, H3) to A1. F can also
simulate the partial key generation, key generation,
public key query, public key replacement, signcryp-
tion, and un-signcryption oracle to provide responses
to A1’s queries.

Find Stage: A1 can adaptively make a polynomial
bounded number of the following queries.

1) H1 queries: When F receives the query
H1(ID,R) from A1, if (ID,R, h1, c) exists in
the list L1, F returns h1 to A1. Otherwise, F
selects random c ∈ {0, 1}, here Pr[c = 1] =
δ = 1/(qs + 1) [21]. When c = 0, F randomly
chooses h1 ∈ Z∗q , returns it to A1, and inserts
(ID,R, h1, c) into the list L1. When c = 1, F
lets h1 = k and returns k to A1.

2) H2 queries: When F receives the query
H2(m,T, IDA, IDB , XA, XB) from A1, if
(m,T, IDA, IDB , XA, XB , h2) exists in the list
L2, F returns h2 to A1. Otherwise, F randomly
selects h2 ∈ Z∗q , and returns it to A1. Then F
inserts (m,T, IDA, IDB , XA, XB , h2) into the
list L2.

3) H3 queries: When F receives the query H3(T )
from A1, if (T, h3) exists in the list L3, F returns
h3 to A1. Otherwise, F randomly picks h3 ∈ Z∗q ,
and returns it to A1. Then F inserts (T, h3) to
the list L3.

4) Partial Key queries: A1 submits a request
(ID, d,R). F checks whether the (ID, d,R) al-
ready exists in the list LD. If it exists, F re-
turns (d,R) to A1, otherwise, since F does not
know the master secret key, F randomly selects
r, z ∈ Z∗q , and computes the entity’s partial
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private key as d = r + zH1(ID,R). F inserts
(ID, d,R) into the list LD and returns (d,R) to
A1.

5) Private Key queries: A1 submits a request
(ID, d, x). F checks whether the (ID, d, x) al-
ready exists in the list LSK . If it exists, F re-
turns (d, x) to A1. Otherwise, F obtains d by
partial key queries, then randomly picks x ∈ Z∗q ,
inserts (ID, d, x) into the list LSK , and finally
returns (d, x) to A1.

6) Public Key queries: A1 submits a request
(ID,R,X). F responds as follows:

• If (ID,R,X) already exists in the list LPK ,
F returns (R,X) to A1.

• Otherwise, F checks the list Ld and LSK . If
there is the record of the entity with ID, F
can obtain (R, x), then compute X = xP ,
insert (ID,R,X) into LPK , and returns
(R,X) to A1 as a response. If there is
no record of ID in the list Ld and LSK ,
F checks the list L1. If c = 1, F ran-
domly picks r, x ∈ Z∗q , computes R = rP ,
X = xP , inserts (ID,R,X) into LPK , and
returns (R,X) to A1. At the same time,
F inserts (ID, r, x, c) into Lrec. If c = 0,
F runs private key queries, obtains (R,X),
inserts (ID,R,X) into LPK , and returns
(R,X) to A1.

7) Replace Public Key queries: A1 supplies iden-
tity ID and a new public key (R′, X ′). F re-
places the current public key (R,X) by the new
key (R′, X ′).

8) Signcryption queries: A1 supplies two identities
(IDA, IDB) and a message m. F checks the
(IDA, RA) in the list L1 and responds as follows:

a. If c = 0, F gets (IDA, dA, xA), (IDB , RB ,
XB) respectively from the list LSK , LPK

according to IDA, IDB , runs the Sign algo-
rithm to complete signcryption, and returns
ciphertext δ = (s, C, T ) to A1.

b. If c = 1, F fails and aborts.

9) Un-Signcryption queries: A1 supplies two
identities (IDA, IDB) and a ciphertext δ =
(s, C, T ). F checks the (IDB , RB) in the list
L1 and responds as follows:

a. If c = 0, F gets (IDA, RA, XA),
(IDB , dB , xB) respectively from the list
LPK , LSK according to IDA, IDB , runs
the UnSign algorithm to complete un-
signcryption, and returns the message m to
A1.

b. If c = 1, F traverses down (VB , h3) of the
list L3, then computes m||s = H3(VB) ⊕
C and completes the un-signcryption.
F selects h′1 from (IDA, RA, h

′
1, c) in

the list L1, selects RA, XA from
(IDA, RA, XA) in the list LPK , selects h2
from (T, IDA, IDB , XA, XB ,m, h2) in the
list L2, where h = h2, then F verifies
whether the equation s(XA + RA + h′1y +
hP ) = XA + T is valid. If the equation
holds, then F outputs m, otherwise F starts
from the next record of the list L3 and redo
Step b. If all the items in the list L3 have
not been returned, then F outputs ⊥, which
means un-signcryption fails.

Challenge Stage: A1 can adaptively make two differ-
ent messages m0, m1 with the same length and
two challenge identities IDA, IDB . F firstly checks
(IDB , RB) in the list L1. If c = 0, F stops. Oth-
erwise, F makes a Public Key queries to ensure
that (xB , rB) already exist in the list Lrec. Then
the algorithm F selects s∗, c∗ ∈ Z∗q at random and
sets T ∗ = βP . F sends the challenge ciphertext
δ∗ = (s∗, c∗, T ∗) to A1.

Guess Stage: A1 can make a polynomial bounded num-
ber of queries like that in the Find stage. Finally, F
outputs her guess c′. If c′ = c, A1 can make a query
in H3 with V ′ = β(XB + RB + h1y). In this case,
the candidate answer of the CDH problem is stored
in the list L3. F ignores the guessed value of A1,
selects V ′ from the list L3 at random, and outputs
(V ′ − (xB + rB)T ∗)/k = zβP as the answer to CDH
problem, where xB , rB , T ∗, V ′ are known to the al-
gorithm F. Otherwise, the algorithm F does not solve
the CDH problem.

The algorithm F simulates the real attack situation
for A1. If F is not terminated in the process of simu-
lation and can breach the confidentiality in this paper
with non-negligible probability ε, F outputs the valid
answer of the CDH problem.

Now, we evaluate the probability of success. The prob-
ability that A1 runs partial private key queries or private
key queries for IDB is at least 1/q21 . The probability
that F successfully selects V ′ from the list L3 as a can-
didate answer for the CDH problem is 1/q3. The non-
termination probability is (1− δ)qs in the find stage. The
non-termination probability is δ in the challenge stage.
Therefore, the probability that F does not abort during
the simulation is at least ε

q21q3
(1− 1

qs+1 )qs 1
qs+1 .

To sum up, if the algorithm F does not abort in the
simulation process and A1 can break the confidentiality
of our signcryption scheme with the non-negligible ad-
vantage ε, F can output the valid solution of CDH prob-
lem with the advantage AdvIND−CLSC−CCA2

A1
≥ ε

q21q3
(1−

1
qs+1 )qs 1

qs+1 .

Theorem 2. (Type-II Confidentiality): In the random
oracle model, if there is an adversary A2 who can win the
IND-CLSC-CCA2 game with a non-negligible advantage
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ε, there will be an algorithm F that solves the CDH prob-
lem with an advantage AdvIND−CLSC−CCA2

A2
≥ ε

q21q3
(1 −

1
qs+1 )qs 1

qs+1 . Here, the adversary A2 performs at most
qi hash queries to random oracles Hi(i=1,2,3) and qs sign-
cryption queries.

Proof. The proof idea is similar to Theorem 1 except the
following aspects.

1) The adversary A2 knows the system master key z.

2) In the Public Key queries, we set R = zP other than
R = rP , and we insert (ID,−, x, c) into Lrec other
than (ID, r, x, c).

3) In the guess stage, F outputs V ′−(xB+kz)T ∗ = zβP
as the answer to CDH problem.

Theorem 3. (Unforgeability): In the random oracle
model, if there is an adversary Ai(i=1,2) who can win
the EUF-CLSC-CMA game with non-negligible advantage
ε, there will be an algorithm F that solves the DL prob-
lem with an advantage AdvEUF−CLSC−CMA

Ai(i=1,2) ≥ ε
9q21

(1 −
1

qs+1 )qs . Here, the adversary Ai(i=1,2) performs at most
q1 hash queries to random oracles Hi(i=1,2,3) and qs sign-
cryption queries.

Proof. Supposing that there is an adversary Ai(i=1,2) who
can break our CLCS scheme. We want to build an algo-
rithm F which uses Ai(i=1,2) to solve DL problem. The
algorithm F receives an instance (P, µP ) of the DL prob-
lem and his goal is to compute µ.

Setup: The algorithm F set y = µp for the adversary A1.
The other settings are the same as those in Theorem
1 for A1. The algorithm F set y = zp for the adver-
sary A2. The other settings are the same as those in
Theorem 2 for A2.

Queries: The adversary A1 can adaptively make a poly-
nomial bounded number of queries like those in Theo-
rem 1, whereas the adversary A2 can adaptively make
the queries like those in Theorem 2.

Forgery: After a polynomial bounded number of queries,
Ai(i=1,2) outputs a faked ciphertext δ∗ = (s∗, c∗, T ∗)
on message m∗ with IDA as the sender and IDB as
the receiver.

The algorithm F first checks the list L1. If c = 0, F
aborts. Otherwise, F can get the private key of IDB ,
compute V ∗B = (xB + dB)T ∗ and get h∗3 by H3 queries
with V ∗B . F recovers m∗, s∗ by h∗3 and verifies the δ∗.
If the Ai(i=1,2) has successfully forged a user, F can
get two legal signatures (m∗, IDA, IDB , T

∗, h, s1) and
(m∗, IDA, IDB , T

∗, h′, s1) with the Splitting Lemma [15],
where h 6= h′. Thus, we get T ∗ = βP = (s1(h +
dA + xA) − xA)P = (s2(h′ + dA + xA) − xA)P and
s1(h+ dA + xA)) = s2(h′ + dA + xA)).

For Type-I attack A1, it is s1(h + rA + µk + xA) =
s2(h′ + rA + µk + xA), where k = h1 = H1(IDA, RA).
Only µ is unknown in this formula, so µ can be computed.

For Type-II attack A1, it is s1(h + rA + zk + xA) =
s2(h′ + rA + zk + xA), where k = h1 = H1(IDA, RA).
Only rA is unknown in this formula, so rA can be solved.
We have set R = rAP = µP in the Public Key queries,
so µ can be computed.

Now, we evaluate the probability of success. The prob-
ability that A1 runs partial private key queries or private
key queries for IDA is at least 1/q21 . The non-termination
probability is (1−δ)qs in the find stage. The probability of
failure is less than 1/9 when two or more effective cipher-
texts are produced with the oracle replay technique [15].
Therefore, the probability that F can solve the DL prob-
lem is at least 1

9q21
. Thus, the probability that F success-

fully forges a user is at least ε
9q21

(1− 1
qs+1 )qs .

4.3 Analysis of Security Properties

In the authentication and authorization phase, the ses-
sion key is only known by the patient Bob and the doc-
tor Alice, the scheme can achieve the confidentiality for
future communication between them. In addition, the
scheme uses the proposed CLSC scheme that is proved to
have confidentiality in theorem1 and theorem2 and un-
forgeability in theorem 3, so the access control achieves
confidentiality property and unforgeability property. The
non-repudiation of the access request is guaranteed by in-
troducing the timestamp. Owing to the characteristics of
the CL-PKC, the access control can solve key escrow prob-
lem and avoid the use of public key certificates. When we
design the CLSC scheme, we don’t use bilinear pair opera-
tions, so our scheme avoids the bilinear pairing operation.
Table 1 is the security properties comparing of the four
schemes.

4.4 Efficiency Comparisons

In this section, we analyze the performance of our ac-
cess control scheme in regard to energy consumption and
communication overhead. Firstly, we compare the scheme
with other three schemes of CK [2], LH [8] and LHJ [7]
in computation efficiency and communication efficiency.
The computation efficiency is determined by the computa-
tional cost of algorithm and the communication efficiency
is determined by the length of ciphertext and public key.
The symbol P denotes pairing operation, the symbol E
denotes an exponentiation operation, the symbol M de-
notes a point multiplication operation. Let |∗| denote the
length of element ∗. For example, |G| denotes the length
of element in group G and |m| denotes the length of mes-
sage space. As can be seen from Table 2, our scheme has
the lower computational cost than the other three schemes
for both Alice and Bob. Here, we neglect the cost of other
operations because they are much smaller than the above
three operations.
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Table 1: Comparisons of security properties

CK [2] LH [8] LHJ [7] Our scheme
Confidentiality

√ √ √ √

Unforgeability
√ √ √ √

Authentication
√ √ √ √

Non-repudiation
√ √ √ √

No certificate
√ √ √ √

No key escrow ×
√ √ √

Without bilinear pairing × × ×
√

Abbreviations:
√

: Scheme prevents this attack or satisfies the attribute,
×: Scheme fails to prevent the attack or does not satisfy the attribute.

Table 2: Performance evaluation of the four schemes

Schemes Computational Cost (Alice) Computational Cost (Bob) Communication Cost (Bob)
CK [2] 1P+3M 3P+M 2|G1|+ |ID|+ |m|
LH [8] 2E 1P+1M+1E |G1|+ |G2|+ 3|Z∗p |+ |ID|+ |m|
LHJ [7] 1E+4M 2P+2M+1E 3|G1|+ |ID|+ |m|

Ours 3M 4M 5|Z∗q |+ |ID|+ |m|

Quantitative evaluation results for the four schemes
are described below. Here, we only consider Bob’s over-
head, because his controller’s resource is limited. We
adopt the result in [14, 17] on the MICA2 mote which
is equipped with an ATmega128 8-bit processor locked
at 7.3728 MHz, 128KB ROM, and 4KB RAM. A pair-
ing operation costs 1.9 s and an exponentiation operation
costs 0.9 s by using a supersingular curve y2 + y = x3 +x
with an embedding degree of 4 and implementing an ηT
pairing: E(F2271)×E(F2271)→ F24271 , which is also equiv-
alent to the 80-bit security level. According to the pre-
vious results [8], a point multiplication over the super-
singular curve costs 0.81 s. Therefore, the computational
time on the controller of CK [2], LH [8], LHJ [7], and
our scheme are respectively 3 × 1.9 + 1 × 0.81 = 6.51 s,
1×1.9+1×0.81+1×0.9 = 3.61 s, 2×1.9+2×0.81+1×0.9 =
6.32 s and 4 × 0.81 = 3.24 s. We also suppose that the
power level of MICA2 is 3.0 V. The current draw in ac-
tive mode is 8.0 mA and the current draw in receiving
mode is 10 mA [15]. For energy consumption, according
to the evaluation method [11,16], a pairing operation con-
sumes 3.0 × 8.0 × 1.9 = 45.6 mJ, a point multiplication
operation consumes 3.0×8.0×0.81 = 19.44 mJ, an expo-
nentiation operation in G2 consumes 3.0×8.0×0.9 = 21.6
mJ. Therefore, the computational energy consumption on
the controller of CK [2], LH [8], LHJ [7] and our scheme
are 3×45.6+1×19.44 = 156.24 mJ, 1×45.6+1×19.44+
1×21.6 = 86.64 mJ, 2×45.6+2×19.44+1×21.6 = 151.68
mJ and 4× 19.44 = 77.76 mJ respectively.

Figure 3 and Figure 4 respectively describe the compu-
tational time and energy consumption of the controller.
It is clear that our scheme has the shortest computa-

tional time and least energy consumption among the four
schemes.

Figure 3: The computational time of the controller

For the communication cost, we suppose that |m| =
160 bits and |ID| = 80 bits. CK [2], LH [8], LHJ [7]
schemes use a curve over the binary field F2271 with the
G1 of 252-bit prime order. As in [12, 17], the size of an
element in group G2 is 542 bits and can be compressed to
34 bytes. The size of an element in group G2 is 1084 bits
and can be compressed to 136 bytes. The size of an ele-
ment of Z∗q is 32 bytes. In CK [2], LH [8], LHJ [7] and our
scheme, the controller needs to receive 2|G1|+ |ID|+ |m|
bits=2 × 34 + 10 + 20 = 98 bytes, |G1| + |G2| + 3|Z∗p | +
|ID|+ |m| bits=34 + 136 + 3× 32 + 10 + 20 = 296 bytes,
3|G1| + |ID| + |m| bits=3 × 34 + 10 + 20 = 132 bytes,
and 5|Z∗q | + |ID| + |m| bits=5 × 32 + 10 + 20 = 190
bytes respectively. From [12, 17], we know the controller
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Table 3: Energy consumption of the four schemes

Computational energy Communication energy Total energy
Schemes consumption (mJ) consumption (mJ) consumption (mJ)
CK [2] 156.24 1.86 158.1
LH [8] 86.64 5.62 92.26
LHJ [7] 151.68 2.51 154.19

Ours 77.76 3.61 81.37

Figure 4: The energy consumption of the controller

takes 3 × 10 × 8/12400 = 0.019 mJ to receive one-byte
message. Therefore, in CK [2], LH [8], LHJ [7] and our
scheme, communication energy consumption values of the
controller are 0.019×98 = 1.86 mJ, 0.019×296 = 5.62 mJ,
0.019×132 = 2.51 mJ, and 0.019×190 = 3.61 mJ respec-
tively. The total energy consumption of CK [2], LH [8],
LHJ [7] and our schemes are 156.24 + 1.86 = 158.1 mJ,
86.64 + 5.62 = 92.26 mJ, 151.68 + 2.51 = 154.19 mJ, and
77.76 + 3.61 = 81.37 mJ respectively. Table 3 provides
energy consumption of four schemes. Although the com-
munication cost of our scheme is more than that of CK [2]
and LHJ [7], the total energy consumption of our scheme
is less than that of other three schemes. The controller’s
energy consumption of computation and communication
in our scheme is almost half of that in CK [2] and LHJ [7].

5 Conclusions

In this paper, we proposed a new CLSC scheme with-
out using bilinear pairing operation and constructed an
efficient access control scheme using the proposed CLSC
scheme for the WBANs. We verified the mathematical
correctness of the CLSC scheme from the aspect of the
partial key, the ciphertext and the signature. Then we
proved that the proposed scheme offered confidentiality
and unforgeability in the random oracle model on the
basis of the hardness of the CDH problem and the DL
problem respectively. Moreover, we have analyzed the

security property and concluded that our scheme satisfy
more security property than three others schemes. As far
as performance analysis is concerned, our access control
scheme had the shortest computational time and the least
energy consumption compared with the existing three ac-
cess control schemes utilizing signcryption.
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Abstract

The evolution of networks requires a high monitoring of
their resources and a reliable security of exchanges to ob-
tain a faithful communication between their systems. The
automatic detection of intrusions has become an active
discipline due to the increased needs of computer secu-
rity and large malicious traffic with attacks that can in-
fect systems. Intrusion detection and prevention systems
are the recent technologies used to monitor data activ-
ities. Thus, their assessment is very useful. The main
goal of this paper is to analyze some sniffers tools and
to assess the performances of certain intrusion detection
and prevention systems. The analysis measures assess
the authenticity, availability, integrity and confidentiality
but also certain parameters related to security, such as:
Detection type, filtering detection method, real time re-
action, updating, alerting, logging. A novel detection ap-
proach is designed to perform the monitoring of networks.
It is based on PcapSockS sniffer that collects data and on
multilayer perceptron to analyze and make the appropri-
ate decisions. This approach makes a reliable detection
by minimization number of false positives and elimination
of false negatives.

Keywords: Classification; Intrusion Detection; Perfor-
mances; Security; Sniffing

1 Introduction and Notations

As long as the intrusions detection makes a network safer,
prevention aims to make appropriate decisions by reacting
in real time. The IDPSs (Intrusion Detection and preven-
tion Systems) are designed for networks security needs.
The sniffers tools are used to capture the circulated pack-
ets within network interfaces; they decode certain pack-
ets of a specific interest. The IDPS are used to control
exchanged events through networks, to inform the exis-
tence of an intrusion, and then to take a concise action
and bring systems into a safe state. The current IDPS
are oriented towards automatic responses to intrusions in
real time with alerts. They can be classified according to
the type of detection approach, level of monitoring, fre-
quency of use or nature of reaction. False positives are
generated when a detection system identifies normal ac-
tivity as an intrusion, while false negatives correspond to
undetected intrusions, so no alert is generated. It is im-
possible to find a standard detection tool that can over-
come all limitations. The second section presents a state
of art on intrusion detection, sniffing and multilayer per-
ceptron. The performances analysis is cited in the third
part, based on security objectives and on parameters re-
lated to security. For the fourth section, the proposed
solutions are described. The article is accomplished by a
conclusion and the future works. In this paper, we use
the following notations (Table 1):
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Table 1: Notations

f : Sigmoid Function.
(Xi)i=1..n : The presented inputs.
Xi = (xi,j)j=1..m : The presented occurrences to input Xi.
W (0) = (wi,0)i=1..n : The initialized weights.
Wi = (wi,j)j=1..m : The associated weights to input Xi.
w0,i : Initialized Bias to 1 and associated to input Xi.
ai : Weighted sum associated to input Xi.
y(ai) = f(ai) : Calculated output associated to input Xi.
εi : Calculated error associated to an entry Xi.

W op
i = (w

(op)
i,j )j=1..m : Optimal system solution (Training Algorithm) for Xi.

W op
0,i : Optimal System Bias (Training Algorithm) for Xi.

a
(op)
i : Optimal weighted sum associated to an input Xi.

a
(max)
i : Maximum weighted sum associated to an input Xi.

Wmax = (w
(max)
j )j=1..m : Maximum weights.

w
(max)
0 : Maximum bias.

d = +1 : Normal Output.
d = −1 : Anormal Output.

2 State of Art

This section gives a state of art of IDPS, the sniffing tech-
niques and multilayer perceptron.

2.1 Intrusion Detection and Prevention

Intrusion detection is a set of techniques used to detect
undesirable activities. An intrusion attempts to violate
one of security objectives [2, 11]. An IDPS can be soft-
ware or hardware which can detect malicious events that
attempt to infect a security policy. IPS (Intrusion Pre-
vention Systems) are considered as second generation de-
tection systems, designed to make necessary decisions to
stop the detected intrusions accurately. There are two
fundamental detection methods [2, 7, 11,12,17,18,24]:

• Scenario approach that identifies an intrusion using
a configuration known for malicious activity.

• Behavioral approach that attempts to identify mali-
cious based on a deviation from normal activity. It
is proposed by J. P. Anderson (1980) and extended
by D. E. Denning (1987).

An IDPS can control and detect accurately the abnormal
activities by blocking them quickly. It is characterized by
following properties:

• Real time takes into account time constraints and
delays related to the results.

• Response time which determines the duration be-
tween activation and time of the results.

• Blocking is used to interrupt the passage of suspicious
activities.

• Alert is a message generated after detection to inform
the manager about the existence of an intrusion.

The IDPS architecture is composed by [10,12,15,16,24,28]
(Figure 1):

Figure 1: Classical architecture of IDPS

• Data sources contain the data that reflects what is
happening on the hosts and the traffic of packets that
is intercepted by a network monitor.

• Activities are collected within data sources and
stored in database.

• Sensor observes the system activities through data
sources and provides a sequence of events that inform
evolution of the system state.
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• Events represent the preprocessed activities pre-
sented to analyzer.

• Analyzer determines if the events contain malicious
activities.

• Reaction is guaranteed by activating the countermea-
sures to end the detected attack.

• Supervisor is responsible to analyze alerts and has a
global vision toward system.

• Alert manager is used to generate alerts after detec-
tion.

• Operator is a part of IDPS that make a final decision.

The majority of current IDPSs integrate heterogeneous
technologies like, VPN (Virtual Private Network), an-
tivirus, antispam, etc.

2.2 Sniffing Techniques

The sniffing is a process used to intercept and analyze
the network traffic. It listens to public conversations in
computer networks [6, 14, 27]. The sniffers may be used
as a hardware or software solution or as software only
to manage and ensure the network security. They can
also be used by unauthorized uses. An intruder can learn
network configuration information by sniffing. There are
different types of sniffing packets [21,22]:

• IP (Internet Protocol) sniffing collects all IP packets
traveled through a network.

• MAC (Medium Access Control) sniffing captures the
corresponding frames to supervised interfaces MAC
addresses.

• ARP (Address Resolution Protocol) sniffing inter-
cepts ARP packets used to query the ARP cache.

The sniffers are constituted by the components described
by Clincy & Abi Halaweh in [3, 27]:

• Hardware is represented by Network Interface Cards
and activated in sniffing mode.

• Driver captures data from the network cards, applies
a number of filters and stores it in a memory.

• Buffer stores the captured traffic or transfers it to
permanent storage.

• Analyzer is responsible to analyze the traffic in real
time taking into account the criteria needs.

• Decoder receives a stream of bits and interprets them
to finally build a descriptive texts format.

• Editor changes the traffic using a unified format and
then converts it and retransmits it in the network.

The filtering is an essential operation to classify pack-
ets that are captured using filters according to the needs
of capture. The simulation with sniffing tools is used in
learning of computer networking, allows a good under-
standing of network concepts and topologies. The study
carried on [14] highlights the difference between these two
principles libraries. The main capture libraries are libnet
and libpcap. The Airpcap adapter is used on hosts run-
ning to listen in to wireless traffic in monitor mode.

2.3 Multilayer Percepron

The birth of artificial neural discipline dates back to the
1940s with W. McCulloch and W. Pitts who showed that
with such networks, we could in principle calculate any
arithmetic or logical function [23]. The training is a dy-
namic and iterative process [29] used to modify the pa-
rameters of network in reaction with stimuli that receives
from its environment. The supervised training adjusts
network parameters by a direct comparison between the
actual network output and the desired output. The un-
supervised training involves no target values. It tries to
associate information from the inputs with an intrinsic
reduction of data dimensionality or total amount of in-
put data. The type of training is determined by how
the parameter changes occur [16, 26]. The MLP (Multi-
layer perceptron) (Rosenblatt 1957) is a neural network
that composed of successive feedforward layers connecting
neurons by weighted links [15, 16, 29]. The input layer is
used to collect the input signals and the output layer pro-
vides responses. One or more hidden layers are added for
transfer. The training of MLP is performed by the error
gradient propagation. In the 1980s, an error propagation
algorithm was invented [29]:

Algorithm 1: Back propagation training

1) DBA : Training Base.
Xi = (xi,j)j=1...m : Inputs.
Ci = (ci,j)j=1...m : Desired Results for Xi.
Wi = (wi,j)j=1...m :Weights for Xi.
θi: Calculated Results.
λi:Training rate.

2) BEGIN : Calculate Wi for the input Xi

For i from 1 to n do
Initialize the weights randomly
Optimization of weigts:

For j from 1 to m do
wi,j = wi,j−1 + λi(ci,j − θi)xi,j
EndFor

EndFor


3) END

The examples of the training basis are shown succes-
sively in order to adjust the weights by accumulating the
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calculated gradients. The training is stopped when the
calculated error is less than a certain threshold.

3 Our Contribution

In this section, we describe the results of performances
analysis carried on some network sniffers and certain
IDPS. It proposes a novel model of IDPS based on Pcap-
SockS sniffer and multilayer perceptron.

3.1 Results of Performances Analysis

The sniffers analyze data from all the network layers. If
the application level analysis fails to identify the problem
and find a solution, sniffers can dig into lower level details.
Based on various criteria and referring to the detailed
study in [13,14,21,27], we arrive at a classification of the
following systems (Table 2):

After this assessment, the majority of sniffers above
use libpcap library to intercept traffic and include a fil-
tering system. They are highly available to monitor wired
and wireless networks with a high flows supporting a large
number of protocols. The study helps us to discover cer-
tain limitations. The actual sniffers are more efficient, al-
lowing real time analysis. They capture packets from the
network and decode them into human readable format.
To be able to choose a better detection system before in-
stalling it on the affected network, it is useful to test and
evaluate the operational efficiency of these systems.

• Snort is an open source network IDPS, developed by
Sourcefire. It is a scenario and anomaly system [8,9,
25].

• Suricata is an open source IDPS that uses the snort
rules, its important advantage is multithreading that
means reduction of time and gives also a high per-
formances. David and Benjamin analyzed Snort and
Suricata and conclude that Suricata is relevant and
exact than Snort [8, 11,25].

• Mc Afee Host Intrusion Prevention is aiming to pro-
tect systems, resources and applications. It estab-
lishes reporting and gives an exact management, pro-
gressed and easy to use [11,16].

• Net ASQ is an engine integrating intrusion preven-
tion and eliminates intrusions in real time. Its hard-
ware alternative arranges a Watchdog which realizes
regularly tests of activities [11,16].

To satisfy this assessment, we propose, the degree of guar-
antee of the safety objectives: authenticity, confidential-
ity, integrity, availability [11,16,20] (Table 3):

Most of the existing solutions concerning intrusion de-
tection are related to the setting up of NIDPS in associa-
tion with some HIDPS and other software types of man-
agement. It has been observed that NIDS become less
effective even when presented with a bandwidth of a few
hundred megabits per second.

3.2 Our Proposed Approach

This proposition is based to avoid some vulnerabilities
and limits. The structure of system is (Figure 2):

Our IDPS system is constituted by the different com-
ponents bellow:

• Data sources: The circulated data flow within the
network are intercepted and processed to monitor
and make an effective decision.

∗ High level means the monitoring of various activi-
ties within the high layers.

∗ Low level means the monitoring of various activi-
ties within the low layers.

• Sensor observes the data and provides the analyzer
a sequence of activities that inform the evolution of
the system state.

∗ PcapSockS Sniffer intercepts traffic from the low
and high level.

∗ Activities: the collected data are stored in a col-
lection base in the form of activities.

• Analyzer is made to take a decision by exploiting the
implemented detection methods.

∗ Normalization: is located directly after sniffing
which is used to eliminate the potential ambi-
guities and to have a uniform structure of activ-
ities.

∗ Comparator is a component that compares an
event with the contents of the intrusion basis.

∗ Events: the normalized activities become events
and presented to analyzer.

∗ Multilayer Perceptron Classifier is able to distin-
guish the normal behavior from the new data.

∗ Notification: after detection of intrusion the ana-
lyzer sends notification to manager.

∗ Updating: the intrusions basis is updated in order
to increase the possibilities of the new detections
and to facilitate the next analysis.

• Manager is responsible for the management and anal-
ysis of the alerts generated by the analyzer. It con-
tains:

∗ Management: the manager is responsible to ana-
lyze alerts and take action to prevent the dam-
age of intrusion.

∗ Real time blocking means the realtime response to
block intrusion and anticipate connection.

∗ Automatic reaction provides reaction mechanisms
to cope with detected intrusion or reduce their
effect.

• Supervisor is the person who administers the various
components of that system. He has a global vision
on the system.
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Figure 2: Proposed IDPS based on PcapSockS sniffer and MLP classifier
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The use and management of databases is very important
in this approach; we opted for using of four databases:

• Collection basis is composed by activities that inter-
cepted within networks by PcapsockS sniffer.

• Events basis is constituted by the normalized activi-
ties.

• Intrusions basis includes all known attacks by using
a certain format. There is no standard for the coding
of attacks. It is updated after detection.

• Alerts basis contains different alerts generated after
detection by our IDPS.

Our IDPS performs the first monitoring based on signa-
ture detection. Thus, it needs signatures basis that will
satisfy this type of detection. Therefore, we have to con-
ceive intrusions basis which characterize the anomalies of
the monitored network (Figure 3).

Figure 3: Conception of intrusions basis

The monitoring is done in a hybrid and complete way
by controlling all levels of data sources. For this, we use
the most famous sniffing tools more used currently to meet
our needs. For example, we use Scapy [13,14,16] for high
level sniffing and Wireshark [3,14,21] for the lower layers.
The collected activities are recorded in a collection basis.
In this case, the sniffing type takes place during so called
abnormal operation of the network to collect abnormal
activities characterizing the anomalies of the monitored
network. The intrusions are used by detection systems.
They are stored and integrated into their database at each
infection. The detection is carried out by comparing the
event collected the contents of the intrusion database. To
implement the new approach, various phases are used:
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3.2.1 Collection and Filtering Phase

The proposed design in [1] focuses on the combination of
current performances of high sniffers and minimization of
various limitations. It is a distributed model consisted by
two main components:

• The kernel is composed by two processors to capture
and filter the traffic.

• The operator decodes and normalizes the elected
traffic.

These components are described in the figure below (Fig-
ure 4):

This traffic is composed of a set of bits and frames, it’s
saved in a temporary basis to apply the BPF (Berkeley
Packet Filter) and then meet adequate collection condi-
tions. Libpcap provides the possibility to introduce the
filters to filter traffic: PBF, SWIF. It applies the filters on
traffic in the basis in order to choose the elected packets.
This latter is redirected to the operator space. The decod-
ing processor normalizes and stores the chosen traffic in
the collection Database. In the high level, we use the sock-
ets mechanism to ensure a reliable collection. The TCP
(Transmission Control Protocol) and UDP (User Data-
gram Protocol) sockets are implemented for this purpose.
Raw sockets are used to reinforce the interception to the
low level with libpcap. The collected traffic is saved in
a temporary basis to apply the filter LSF and redirected
directly to Collection Database. Our sniffer collects data
in three modes:

• Connection oriented mode requires a prior connec-
tion establishment between communicating entities.

• Connectionless mode cannot guarantee a reliable con-
nection, insertion errors, wrong delivery, duplication,
or non sequencing delivery packets.

• Raw mode can provide both services in connection
oriented and connectionless mode.

The filtering provides a considerable gain; it avoids the
congestion and the saturation of memory. The filtering is
a very useful to meet the various network services using
mainly in intrusion detection. The treatments are in real
time. Take into account the time constraints which are as
important as the accuracy of the results for this system
synchronizes multiple tasks that take place and the possi-
bility of including several shorter threads in a single pro-
cess. To show the performances provided by PcapSockS
Sniffer, it is very useful to compare it with other sniffers
which have demonstrated their reliability (Table 4):

The new model combines libpcap and sockets functions
to capture the packets, filters traffic taking into account
the capture needs. All treatments are in real-time and
Encryption of transactions between the sniffer and Col-
lection database.

3.2.2 Preprocessing and Normalization Phase

The preprocessing phase is the most labor intensive, due
in particular to the lack of structuring and the large
amount of noise existing in the raw data used. It consists
in structuring the activities in order to prepare them for a
future analysis. The significant formatting is required be-
fore analyzing and classifying traffic. The normalization
is carried out also to establish a pattern of activities fa-
cilitating the distinction between the activities and allow-
ing an extraction of useful fields if necessary. The events
are stored in a database table which contains columns to
specify the fields and contains the occurrences with string
type. A hash function is applied to compute the signa-
tures of the content. We realize a particular coding for
the enumeration of the occurrences and adapt them to
the entries of the model which accept in principle only
integer, real or Boolean entries. The hashing and coding
techniques guarantee also a certain rapidity and integrity.
The input layer receives successively the preprocessed oc-
currences. An occurrence is subdivided into a set of fields.
Each field is received by a neuron representing a simple re-
ceptor that does not perform any treatment. A weighted
sum is calculated on the input values. A transfer function
is applied to the calculated sum. The sigmöıde function
is implemented in the hidden layer.

3.2.3 Classification Phase

We propose a rigorous algorithm for training and recog-
nition. Thus, we use the multilayer perceptron. The pro-
posed classifier is [15,16,19] (Figure 5).

Each layer has neurons directly linked to the neurons of
the next layer. We find ourselves faced with an optimiza-
tion model containing changeable variables that describe
the problem, together with constraints representing limits
on these variables. We define a cost function to minimize
is:

ai =

m∑
j=1

wi,jxi,j + w0,i for i = 1, · · · , n.

The inputs preprocessing are used to remove redundant
and irrelevant information in order to achieve a small and
optimal network structure.

Algorithm 2: Training algorithm
Initialize weights W (0) = (wi,0)i=1...n such as wi,0 6 10−3

for i = 1 . . . n and w0,i = 1.
For i from 1 to n do

1) Present the iutputs Xi = (xi,j)j=1...m.

2) Calculate W
(op)
i and εi :

εi = min
ai

(1− y(ai))



International Journal of Network Security, Vol.21, No.3, PP.438-450, May 2019 (DOI: 10.6633/IJNS.201905 21(3).10) 446

Figure 4: The pcapSockS sniffer

Table 4: Comparison between pcapSockS sniffer, scapy and wireshark

Sniffer Platforms Low capture High capture Low filtering High Network
filtering

Scapy -Win -Libpcap -Libnet -PBFfilter -No -Wired
-Linux -Python Functions -Wireless

-Mac OS
Wireshark -Win -Libpcap -No -PBF Filter -No -Wired

-Linux -Wireless
Pcap.Sock -Win -Libpcap - Sock−Stream -PBF Filter -LSF Filter -Wired

Sniffer -Linux -Raw Sockets -Sock−Dgram

Figure 5: Multilayer perceptron classifier
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ai =

m∑
j=1

wi,jxi,j + w0,i;

y(ai) = f(ai);
w0,i = w0,i + [1− y(ai)];
For j from 1 to m do

wi,j = wi,j−1 + [1− y(ai)]xi,j ;
EndFor


3) EndFor

In the following, we denote with:

W
(max)

= (w
(max)
j )j=1...m with w

(max)
j =

max{w(op)
i,j , i = 1 . . . n} and w

(max)
0 = max{w(op)

0,i , i =

1 . . . n}, a
(max)
i =

m∑
j=1

w
(max)
i,j xi,j + w

(max)
0,i a

(op)
i =

m∑
j=1

w
(op)
i,j xi,j + w

(op)
0,i and S = {(Xn

i=1 = (xi,j)j=1...m,

W
(op)
i = (w

(op)
i,j )j=1...m, w

(op)
0,i , εi), i = 1 . . . n} the

obtained results during the training phase.

Proposition 3.1. With the above assumptions, we then
have for all i ∈ {1, . . . , n}

1) a
(max)
i ≥ a(op)

i .

2) 0 < 1− y(a
(max)
i ) ≤ εi.

Proof.

1) As wmax
j = max{w(op)

i,j , i = 1 . . . n} ≥ w
(op)
i,j and

xi,j ≥ 0 for all i = 1 . . . n, then a
(max)
i > a

(op)
i for

all i ∈ {1, . . . , n}.

2) We have 1 − y(a
(op)
i ) = εi for each i ∈ {1, . . . , n}

, y(a
(op)
i ) = f(a

(op)
i ). Therefore 0 6 f(a

(op)
i ) 6

f(a
(max)
i ) < 1 for each i ∈ {1, . . . , n} because f is

an increasing function.

Thereafter εi = 1 − y(a
(op)
i ) = 1 − f(a

(op)
i ) > 1 −

f(a
(max)
i ) = 1− y(a

(max)
i ) > 0

which shows (2).

This phase consists of validating the model: We use for
this the optimized weights which are obtained during the
training phase.

Definition 3.1. Let K = (kj)j=1...m be an input occur-

rence and a =

m∑
j=1

w
(max)
j kj + w

(max)
0 .

1) K is a normal occurrence if there exits i ∈ {1, . . . , n}
such that 1− y(a) 6 εi.

2) K is an intrusion occurrence if for all i ∈ {1, . . . , n}
we get 1− y(a) > εi.

Proposition 3.2. Let K = (kj)j=1...m be an input oc-

currence, a =

m∑
j=1

w
(max)
j kj + w

(max)
0 and ε = {εi, i =

1, . . . , n}.
The following conditions are equivalent:

1) K is an intrusion.

2) 1− y(a) > ε.

The proof of this proposition relies on Definition 3.1.

Corollary 3.1. : Let K = (kj)j=1...m be an input occur-

rence, a =

m∑
j=1

w
(max)
j kj + w

(max)
0 and ε = max{εi, i =

1, . . . , n}. The following conditions are equivalent:

1) K is a normal information.

2) 1− y(a) ≤ ε.

The proof of this corollary relies on Definition 3.1 and
Proposition 3.2.

Algorithm 5: Recognition algorithm

1) New input X = (x(j))j=1...m, final output d, activa-
tion state a, calculated result y(a).

2) Computing of output

a =

m∑
j=1

w
(max)
j x(j) + w

(max)
0 ;

y(a) = f(a);

3) Classification of activities
if (1− y(a) 6 ε) then
d = 1 //Normal activity
else
d = −1 //Intrusion

Endif


The sigmoid is introduced into the two proposed algo-

rithms for training and recognition. It presents certain
constraints during its implementation which leads us to
make an evaluation of the sigmoid on platforms more used
in practice. In this case, we determine the random values
of the weights in wi 6 10−3 to ensure the possible results
and avoid the falsified outputs. This modeling leads us
to develop an optimal and restricted database containing
the occurrences (Table 5):

Table 5: Database structure

W (max) = (w
(max)
j )mj=0 ε
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3.3 Evaluation Study of Proposed Ap-
proach

To accomplish such evaluation, a set of measures are
available: precision, number of false positives and false
negatives. We take into account the parameters cited
in [5,11,14,16,20] such as data sources, intrusion response,
frequency of use, real time analysis, intrusion blocking
method, real time alert, logging, filtering methods, com-
patible operating systems (Table 6).

The proposed classifier defines a supervised method us-
ing a three layer perceptron and represents a perceptual
analysis layer which can be integrated into our new de-
tection system to monitor traffic and make control of the
data flow more reliable. With a series of experimental
studies on a set of intrusion detection and prevention sys-
tems much responded actually. We demonstrated that
our new proposal model is more efficient, especially at
the level, of data collection, pretreatment of the activities
and their classification.

4 Conclusion

An IDPS tries to detect malicious activities and attacks.
It attempts to control computers by monitoring traffic.
Many methods have been employed. In this paper, we
perform performances evaluation of a list of sniffing and
intrusion detection tools and we deduct in the end that
those tools suffer much vulnerabilities. So, we propose an
optimal approach of intrusion detection based on multi-
layer perceptron technique aiming to improve the accu-
racy of detection. The modeled system aims to protect
networks from attacks on service integrity, authentication
and confidentiality. The preprocessing is performed to
transform data evens into a new representation before
being presented to a neural network inputs. With im-
plementations carried on different parts, we demonstrate
that our system gives the solutions more reliable and rel-
evant to improve the o the network security. Our next
work will focus and discuss in detail the various steps of
implementation and validation of this global system de-
scribing the proposed solutions.
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Abstract

Recently, researchers have proposed several privacy-
preserving public auditing schemes to remotely check the
integrity of outsourced data based on homomorphic au-
thenticators, random block sampling and random mask-
ing techniques. However, almost all these schemes require
users to maintain tables related to the block index. These
tables are difficult to maintain, especially when the out-
sourced data is frequently updated. In this paper, we pro-
pose a privacy-preserving public auditing scheme with the
support of dynamics using rank-based authenticated skip
list for the integrity of the data in cloud storage, of which
users do not need to maintain the relevant table. And
we give a formal security proof for data integrity guar-
antee and analysis for privacy-preserving property of the
audit protocol. The performance analysis demonstrates
that our scheme is highly efficient.

Keywords: Audit Protocol; Cloud Storage; Privacy-
preserving; Public Auditing; Rank-based Authenticated
Skip List

1 Introduction

Cloud computing has many advantages; this has led to an
increasing number of individuals and companies choos-
ing to store their data and conduct their business us-
ing cloud-based services [22]. Unlike traditional systems,
users lose their physical control over their data. Although
the cloud infrastructure is significantly more reliable than
personal computing devices, data security/privacy is still
one of the core considerations for users when adopt-
ing cloud services because of the internal and external
threats associated with cloud services [1, 35, 38]. There-
fore, researchers have proposed various security models
and schemes to overcome the issue of data integrity au-
diting [3, 12–15,18,20,27,29–31,33,34,36,37].

The public auditable schemes allow external parties,
in addition to the user, to audit the integrity of out-
sourced data; however, this could potentially leak the
user’s data to auditors. Hence, researchers have proposed
privacy-preserving public auditing schemes to avoid au-
ditors learning user’s data in the auditing phase. The
construction of the signatures in some of these schemes in-
volve the block index information i, such as H (name ‖ i)
or H (Bi ‖ Vi ‖ Ri) [30, 36, 37]. Users need to maintain
a table in the local storage for each file, such as map-
version Table [5] or index-hash table [36,37]. The table is
also sent to the third-party auditor (TPA) before the data
is audited. If the table is corrupted, effective audits or dy-
namic operations cannot be conducted on the outsourced
data. In addition, if a large file is stored in cloud stor-
age server (CSS) and undergoes frequent insert and delete
operations, the block index will continue to increase and
become very large. This is because the block index cannot
be reused. Consequently, it becomes increasingly difficult
for users to maintain the table. To address the problem,
the index i is removed, and H (mi) is used in construct-
ing the signature for block mi to prevent replay attack
on the same hash values. To support privacy-preserving
TPA auditing, (H (mi))

α/β is used in the signature con-
struction and assigned to the data item value for the leaf
node of the skip list [9].

In this paper, a secure public auditing algorithm is
proposed with the support of dynamics using a rank-based
authenticated skip list [9] for the outsourced data. The
contributions of this paper can be summarized as follows:

1) A privacy-preserving public auditing scheme which
fully supports dynamics by employing rank-based au-
thenticated skip list is proposed. (H (mi))

α/β is used
as the data item of the bottom node of the skip list
to realize privacy-preserving.

2) Based on the cryptography reduction theory [16, 21]
and CPoR’s model [27] a formal security proof
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is given for the integrity guarantee of outsourced
data and privacy-preserving property of the auditing
phase for the scheme.

The remainder of the paper is organized as follows. Sec-
tion 2 contains the related work. Section 3 introduces
the system model and our design goals. In Section 4, we
elaborate our proposed scheme. Section 5 analyzes the
security and performance of our scheme. The conclusion
is given in Section 6.

2 Related Work

Ateniese et al. proposed the provable data possession
(PDP) model, which can be used for remotely checking
data integrity [2, 3]. This model can generate probabilis-
tic proofs of possession by randomly sampling data blocks
from the server, in which the tags of the sampled blocks
can be aggregated into a single value using homomor-
phic verifiable tags(HVTs). It is believed to be the first
scheme to provide blockless verification and public verifi-
ability at the same time. Erway et al. proposed dynamic
PDP (DPDP), which applies the structure of rank-based
authenticated skip list to ensures the integrity of the tags
using the skip list structure and the integrity of the blocks
by their tags. This scheme effectively supports provable
secure updates to the remotely stored data [9]. Juels
and Kaliski presented the proof of retrievability (PoR)
model. This model ensures both the possession and the
retrievability of outsourced data by using spot-checking
and error-correcting codes. However, the number of au-
dit challenges a user can perform is predetermined and
public auditability is not supported in [15].

Shacham et al. designed a compact version of PoR
(CPoR) [27] and proved the security of their scheme
against arbitrary adversaries in the Juel-Kaliski model.
The construction of the publicly verifiable CPoR scheme
is based on Boneh-Lynn-Shacham (BLS) signatures [8].
Wang et al. proposed a public auditing scheme that sup-
ports dynamic data operations in [31]. The authentication
information of the scheme is managed using the Merkle
hash tree (MHT) [23], in which the leaf nodes are the
values of H (mi)(mi is the i-th block of the file). To pre-
vent TPA extracting data content from the collected in-
formation, they designed a privacy-preserving public au-
diting scheme using a random mask technique to blind
the response information in the follow-up work [30]. But
its description for the dynamics is ambiguous. Zhu et
al. proposed another privacy-preserving public auditing
scheme which supported dynamic data updates employing
an index-hash table [36]. However, in these two privacy-
preserving schemes, block index related information is in-
volved in the signature construction. Users are required
to maintain a relevant table. To guarantee the integrity
of the multiple replicas in cloud, Curtmola et al. pro-
posed the replication-based remote data auditing scheme,
called Multiple-Replica PDP (MR-PDP), which extends
the (single-copy) PDP scheme for overcoming the collu-

sion attack in a multi-server environment. However, MR-
PDP only supports private verification [7].

Barsoum et al. proposed two multi-copy DPDP pub-
lic auditing schemes, supporting data dynamics based on
the MHT and map-version table, respectively. Different
copies are generated through encrypting the concatena-
tion of the copy number and file blocks [5]. In the latter,
the map-version table must be stored in the local stor-
age of the user and is managed by the user during the
various update operations performed on the file. In [34],
Yang et al. propose a public auditing scheme for shared
cloud data in which a group manager is introduced to help
members generate authenticators to protect the identity
privacy. This method uses two lists to record the mem-
bers who performed the most-recent modification on each
block to achieve the identity traceability. This scheme
also achieves data privacy during authenticator genera-
tion by employing a blind signature technique. To over-
come the issue of resource-constrained users dealing with
heavy burdens, Shen et al. proposed a cloud storage au-
diting scheme for group users by introducing a third party
medium (TPM) to perform time-consuming operations on
behalf of users [29]. Utilizing proxy re-signatures and
homomorphic linear authenticators, Li et al. propose a
privacy-preserving cloud data audit scheme that can sup-
port key-updating and authenticator-evolving [18].

Researchers have proposed a number of cloud storage
auditing schemes in the recent past. All these schemes pri-
marily focus on several different aspects of cloud storage
auditing. However, almost none of these schemes address
the issue that users need to maintain a block index related
table in the local storage for the privacy-preserving public
auditing schemes. Users should be “stateless” and must
not be required to store and update the table between
different dynamic operations, since such table is difficult
to maintain.

3 Problem Statements

3.1 System Model

The auditing system for cloud storage involves cloud
users, CSS and TPA as shown in Figure 1. The cloud
user is the data owner, who has large amount of data to be
stored in the CSS. The users can access and dynamically
update their data in the CSS by interacting with the CSS.
The CSS, which is managed by the cloud service provider
(CSP), has significant storage space and massive amount
of computational resources. The users’ data is stored in
the cloud storage and is managed and maintained by the
CSP. The TPA has expertise and capabilities that users
do not have and can audit the users’ outsourced data in
the CSS on behalf of users at the users’ request.

To ensure the integrity and correctness of the users’
outsourced data, users need to make periodic checks. To
save computation resources and network bandwidth, users
can delegate the TPA to perform the periodic data in-
tegrity verification. However, users do not want informa-



International Journal of Network Security, Vol.21, No.3, PP.451-461, May 2019 (DOI: 10.6633/IJNS.201905 21(3).11) 453

Data Flow

Third Party

Auditor (TPA)

Cloud Users

Security Message Flow

Cloud Storage

Server (CSS)

Auditing
C
hallenge

M
essage

Auditing
Proof

M
essage

Au
di
tin
g
D
el
eg
at
io
n

Au
di
tin
g
Re
po
rt

Figure 1: The cloud storage architecture includes the
CSS, the cloud users and the TPA

tion from their data to be learned by the TPA during the
auditing process.

In this model, it is assumed that the cloud server does
not have the incentive to reveal their hosted data to any
external entity. It is also assumed that the TPA has no
incentive to collude with either the CSP or the user dur-
ing the auditing process. However, it is interested in the
users’ data.

3.2 Design Goals

In the aforementioned model, a scheme is proposed in
which the design goals can be summarized as follows [19]:

1) Public auditability: To allow any authorized TPA to
verify the integrity of the cloud data without retriev-
ing a copy of the whole data;

2) Storage correctness: To ensure that there no CSP
exists that can pass the audit of the TPA without
storing cloud users’ data intact;

3) Privacy preserving: To ensure that it is infeasible for
the TPA to recover the user’s data from the informa-
tion collected during the auditing phase;

4) High performance: The TPA can perform data audit-
ing with minimum communication and computation
overhead;

5) Dynamic data: To allow the data owners to modify,
insert and delete data blocks in the cloud storage
when they want to update their data at any time;

6) Batch auditing: The TPA can audit the data of dif-
ferent users at the same time.

4 The Proposed Construction

4.1 Preliminaries

Relevant functions. A pseudo-random function (PRF) f
and a pseudo-random permutation (PRP) π are used with

Figure 2: Example of a rank-based skip list

the following parameters [3]:

fk : {0, 1}log2n ×K → {0, 1}l;
πk : {0, 1}log2n ×K → {0, 1}log2n.

Bilinear maps. Suppose a group G is a Gap Diffie-
Hellman (GDH) group with prime order p. GT is another
multiplicative cyclic group with prime order p. Then, the
bilinear map is a map e : G ×G → GT with the following
properties [8]:

1) Bilinearity – ∀u, v ∈ G , a, b ∈ Zp , e(ua , vb) = e(u, v)ab ;

2) Non-degeneracy – e(g , g) 6= 1 , where g is a generator
of G;

3) Computability – e should be efficiently computable.

The following scheme description uses the symmetric bi-
linear map for the purpose of simplicity. The asymmetric
bilinear map is in the form of e : G1 ×G2 → GT .

Rank-Based Skip List [9,11,24]. The main information
related to i-th node v on level 0 (bottom-level) includes:
the level of i-th node l(v), the rank of i-th node r(v),
the data item of i-th node T (mi) and the label of i-th
node f (v); that on non-bottom level includes: the level of
the node l(v), the rank of the node r(v), the label of the
node f (v); In addition to these, each node contains some
information related to the structure of the skip list, such
as, right and down pointers.

The rank value of a node indicates the number of the
reachable bottom nodes (or leaf nodes) departing from the
node. The rank of a Null node equals 0. The location of
each bottom node can be calculated from the rank values
of the relevant nodes.

The label value of a node on bottom-level is

f (v) = h2 (l(v) ‖ r(v) ‖ T (mi) ‖ f (right(v)))

and that on non-bottom level is

f (v) = h2 (l(v) ‖ r(v) ‖ f (down(v)) ‖ f (right(v)))

where the symbol “||” denotes concatenation, f (down(v))
and f (right(v)) are the label of the down and right node
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of v, respectively. The label value of a Null node is 0. The
function h2 (·) is a collision-resistant cryptographic hash
function. Users hold the label f (s) of the top leftmost
node (or start node) of the skip list. The f (s) is called the
basis (or root). It is equivalent to the user’s verification
metadata.

To obtain the proof information of some block i, the
skip list needs traversing from the start node vk to the
node v1 associated with block i through the rank of the
nodes. The reverse path v1 , · · · , vk is called verification
path of the block i, as shown in Figure 2. The infor-
mation of the nodes x0 , y0 − y3 and v1 − v2 is used as
auxiliary authentication information (AAI) for calculat-
ing each rank and label value from v1 to vk on the verifi-
cation path.

The proof of a block is composed of a sequence of
tuples made of the relevant information of each node
on the verification path. That is, the proof for block i
with data T (mi) is a sequence Πi = (A(v1 ), · · · ,A(vk ))
where A(vj ) = (l(vj ), q(vj ), d(vj ), g(vj )), 1 ≤ j ≤ k , from
which we can get the AAI. The l(vj ) is the level of
the node and Boolean d(vj ) indicates whether vj−1
is to the right or below vj . The value of g(vj ) is
used to calculate the label of the corresponding node
along the verification path. For the non-bottom level
nodes, if d(vj ) = rgt , then g(vj ) = f (dwn(vj )), else if
d(vj ) = dwn, then g(vj ) = f (rgt(vj )). For bottom-level
nodes vj (j > 1 ) on the verification path, the value of
g(vj ) is the data item of the node. The value of g(v1 )
is the label of the right node of v1 . For nodes at
the bottom-level, q(v1 ) is the sum of the rank of the
right node of v1 and 1, this 1 means that the node
v1 itself is also a reachable node on the bottom-level.
The value of q(vj ) of each node on the left side of the
node v1 at bottom-level is 1. For non-bottom level
nodes, if the node vj−1 is the right (or down) node of
vj , then q(vj ) = r(dwn(vj )) (or q(vj ) = r(rgt(vj ))).

4.2 The Privacy-preserving Scheme

The notions proposed in [3, 15, 27, 28, 30, 31, 36] were fol-
lowed in this study. The proposed scheme is based on
CPoR’s model [27] and the relevant method in [25].

The scheme consists of two algorithms
KeyGen(1 k ),St(sk ,F ) and an interactive audit pro-
tocol Audit(CSP ,TPA).

Let S = (p,G ,GT , e) be a bilinear map group sys-
tem with randomly selected generators g , h ∈R G , where
G ,GT are two groups of large prime order p. H (·) is a
secure map-to-point hash function: {0 , 1}∗ → G , which
maps strings uniformly to G. Another hash function
h1 (·) : GT → Zp maps the group element of GT uniformly
to Zp .

KeyGen(1k) : This randomized algorithm generates the
public and secret parameters. The cloud user chooses
a random signing key pair (spk,ssk) and two random
α, β ∈R Zp . The secret parameter is sk= (α, β, ssk)

and the public parameter is pk=(g,h,X,Y) , where
X = hα,Y = hβ ∈ G .

St(sk, F ) : The data file F is split into n × s sectors
F = {mij}n×s ,mi = {mij}1≤j≤s ,mij ∈ Zp . The
cloud user chooses s random τ1 , · · · , τs ∈ Zp

as the secret of the file and computes
uj = gτj ∈ G , 1 ≤ j ≤ s and authenticator
σi ← (H(mi))

α · (
∏

s
j=1u

mij

j )β = ((H(mi))
α/β

·g
∑ s

j=1τj ·mij )β
(1)

for each block i. The cloud user constructs
a rank-based authenticated skip list of which
the data item of the i-th bottom node is
(H (mi))

α/β , 1 ≤ i ≤ n. Let Φ = (σ1 , · · · , σn) and
t0 be “fn ‖ n ‖ u1 ‖ · · · ‖ us ‖ Mc”, fn is chosen by
the user uniformly at random from Zp as the iden-
tifier of file F , Mc is the root of the skip list. The
cloud user computes t = t0 ‖ SSigssk (t0 ) as the file
tag for F under the private key ssk. The user then
sends {F ,Φ, t} and the skip list to the cloud server
and deletes {F ,Φ} and the skip list from his local
storage. Then the user holds t as the metadata.

Audit(CSP, TPA) : This is a 3–move protocol between
TPA and CSP as the following:

• Commitment(CSP → TPA): The CSP chooses
s random λj ∈R Zp , (1 ≤ j ≤ s), then computes

Tj = u
λj

j , (1 ≤ j ≤ s) and sends its commitment,
{Tj}j∈[1 ,s], to TPA.

• Challenge(TPA→ CSP): The authorized TPA first
retrieves the file tag t. The TPA checks the valid-
ity of t via spk, and quits by outputting reject if the
verification fails. Otherwise, the TPA recovers the
values in t0 . Then TPA generates a set of challenge
information Chal = {c, k1 , k2} [3], in which c is the
number of the data blocks to be audited and k1 , k2
are randomly chosen keys for the pseudo-random per-
mutation πk and pseudo-random function fk , respec-
tively. The πk and fk are used to generate c in-
dices sj (1 ≤ j ≤ c, 1 ≤ sj ≤ n) and c relevant coef-
ficients vi(i ∈ {sj |1 ≤ j ≤ c}, vi ∈R Zp) of the chal-
lenged data blocks. Let I denotes the set of c random
indices sj . Let Q be the set {(i , vi)}i∈I of the index
and coefficient pairs. Then TPA sends Chal to the
prover CSP.

• Response(TPA← CSP): Upon receiving the chal-
lenge Chal, CSP chooses a random r ∈R Zp and cal-
culates

ψ = e(gr , h), γ = h1 (ψ), sj = πk1 (j ),

and

vi = fk2 (j ),

where

1 ≤ j ≤ c, i ∈ {sj |1 ≤ sj ≤ n}, vi ∈ Zp .
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Then the CSP computes
σ ←

∏
(i,vi)∈Q σ

γ·vi
i · gr

µj ← λ−1
j · (γ ·

∑
(i,vi)∈Q vi ·mij + 1)

(2)

and sends the response θ = (σ, {µj}j∈[1 ,s], ψ), the
set {Πi}i∈I of the proof for every block i and
{(H (mi))

α/β)}i∈I to the TPA.

Verification: TPA calculates the root Rt from

{(H (mi))
α/β ,Πi}i∈I and checks Rt

?
= Mc . If it is not

true, TPA outputs reject, otherwise TPA can check

e(σ, h)
?
= ψ · e(

∏
(i,vi)∈Q

((H(mi))
α/β)vi·γ

·
∏

s
j=1T

µj

j · u
−1
j , Y )

(3)

If it holds, TPA outputs accept, otherwise reject.

4.3 Support for Dynamic Data Operation

Merkle hash tree can perfectly work for the static case and
also do well when the elements are inserted in a random
order for the dynamic case. When it undergoes a sequence
of inserting operations in a certain order, the structure of
the binary tree may degenerate and the performance may
become poor. In this case, the binary tree will need rebal-
ancing continuously with the operations [4,17]. While the
skip lists are balanced probabilistically, in dealing with a
variety of dynamic operations, the performance of the skip
list is relatively stable [26]. So, we choose the rank-based
authenticated skip list [9] as the authenticated search data
structure of the dynamic case [10]. Through this struc-
ture, various dynamic operations can be efficiently per-
formed, the order of data blocks in the file can be guaran-
teed not to be changed, the integrity of (H (mi))

α/β can
be ensured and then the integrity of the signatures and
the data blocks can be ensured.

Now we describe the dynamic data operations. Our
scheme can fully handle block-level dynamic operations
including modification (′M ′), insertion (′I ′) and dele-
tion (′D ′) for the outsourced data. Each operation af-
fects only nodes along a verification path in the skip
list. We assume that the file F, the signatures of data
blocks Φ and the corresponding skip list with the ele-
ments (H (mi))

ρ(1 ≤ i ≤ n, ρ = α/β) have been stored in
the cloud server. The user keeps the root as verification
metadata, which is the label of the start node of the skip
list.

Data modification: We assume that the user wants to
modify the i-th data block mi to m

′

i . Firstly, the user
sends a query “Prepareupdate = (i)” to the server to
get the message which includes H (mi) and the proof
Πi of block i. After receiving these information,
the user computes (H (mi))

ρ and generates root S.

Then the user checks Mc
?
= S . If it is not true,

output reject, otherwise the user computes the new

block signature σi ← ((H (m
′

i ))
α/β ·

∏s
j=1 u

m
′
ij

j )β .
Then, he constructs an update request message
“Update = (′M ′, i ,m

′

i , σ
′

i ,H (m
′

i )
ρ)” and sends it to

the server. Upon receiving the request, the server
runs PerformUpdate(F ,Φ,Update). Through the
procedure the server completes the following tasks:

1) Replaces mi and σi with m
′

i and σ
′

i , respec-
tively;

2) Replaces (H (mi))
ρ with (H (m

′

i ))
ρ of the leaf

node i, then updates the labels of the affected
nodes and generates the new root M

′

c .

Finally the server returns M
′

c to the user. Then the
user generates the new root S

′
using Πi , (H (m

′

i ))
ρ

and compares it with M
′

c to check whether the server
has performed the modification operation as required
or not. If it is not true, output reject, otherwise out-
put accept. Then, the user replaces Mc with M

′

c as
the new root metadata and deletes Update and m

′

i

from its local storage.

Data insertion: Data insertion means inserting a new
block after some specified position in the file F.
Suppose the user wants to insert a block m

′

i+1 af-
ter the i–th block mi . Firstly, the user sends a
query “Prepareupdate = (i)” to the server, then the
server returns H (mi) and the proof Πi of block
i. Next, the user computes (H (mi))

ρ and gener-
ates root S using {Πi ,H (mi)

ρ}. Then the user

checks Mc
?
= S . If it is not true, output re-

ject, otherwise the user computes the new block

signature σ
′

i+1 = ((H (m
′

i+1 ))α/β
∏s

j=1 u
m
′
i+1,j

j )β and
determines the height of the tower of the
skip list associated with the new block. Fi-
nally he constructs an update request message
“Update = (′I ′, l , i ,m

′

i+1 , σ
′
,H (m

′

i+1 )ρ)” and sends
it to the server, where ‘l’ denotes the height of the
tower related to the new node. Upon receiving the re-
quest, the server runs PerformUpdate(F ,Φ,Update).
The server completes the following tasks:

1) The server stores data block m
′

i+1 and its sig-

nature σ
′

i+1 ;

2) The server adds a leaf node after the position i
of which the data item is (H (m

′

i+1 ))ρ according
to the height l, then updates the labels, levels
and ranks of the affected nodes and generates
the new root M

′

c based on the updated skip list.

The server sends to the user M
′

c in re-
sponse. Then the user generates the new root
S
′

using {Πi , (H (m
′

i+1 ))ρ} and compares it with

M
′

c to check whether the server has performed
the insertion operation as required or not. If it is
not true, output reject, otherwise output accept.
Then, the user replaces Mc with M

′

c as the new root
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metadata and deletes Update and m
′

i+1 from its local
storage.

Data deletion: Data deletion refers to deleting a specified
data block from the file. The corresponding element
in the skip list will be deleted at the same time. Data
deletion is the opposite operation of data insertion.
However, the parameters specified by the user don’t
include the tower height. The details of the operation
procedure are similar to that of data modification
and insertion, so we omit them here.

4.4 Support for Batch Auditing

When the TPA simultaneously copes with different au-
diting delegations from different D users on different D
files respectively, we can extend our scheme to implement
batch auditing tasks. If the i in the Q is within the range
of the number of blocks of the file, the auditing for the file
can be added into the batch auditing. The batch audit-
ing scheme can reduce the number of relatively expensive
pairing operations from 2D to D+1.

The k th user randomly chooses parame-
ters uk ,j ∈R G , 1 ≤ k ≤ D , 1 ≤ j ≤ s. His/her
secret key and corresponding public key
are denoted as skk = (αk , βk , sskk ) and
pkk = (Xk ,Yk , spkk ). The user’s outsourced file
is Fk = {mk ,i,j}, (1 ≤ k ≤ D , 1 ≤ i ≤ n, 1 ≤ j ≤ s),
the file name is fnk and the tag of the file is
tk = tk ,0 ‖ SSigsskk (tk ,0 ). The signature of the block i is
σk ,i = ((H (mk ,i))

αk/βk ·
∏s

j=1 u
mk,i,j

k ,j )βk . The root of the
corresponding skip list is Mk ,c .

The CSP chooses λk ,j ∈R Zp , then computes

Tk ,j = u
λk,j

k ,j as the commitments for each user. The
TPA chooses the challenge Chal = {c, k1 , k2} and
sends Chal to CSP. After receiving Chal, the CSP
gets Q = {(i , vi)}i∈I , chooses randomly rk ∈R Zp and
calculates ψk = e(grk , h), γk = h1 (ψk ) and

σk ←
∏

(i,vi)∈Q σ
γk·vi
k,i · grk

µk,j ← λ−1
k,j · (γk ·

∑
(i,vi)∈Q vi ·mk,i,j + 1)

(4)

The CSP sends θk = ({σk}1≤k≤D , {µk ,j}1≤k≤D,1≤j≤s
, {ψk}1≤k≤D), the set {Πk ,i}1≤k≤D,i∈I of the proof for
block mk ,i and {(H (mk ,i))

αk/βk }1≤k≤D,i∈I to the TPA.
After receiving the response from the

CSP, the TPA calculates the root Rk ,t from

{(H (mk ,i))
αk/βk ,Πk ,i}1≤k≤D,i∈I and checks Rk ,t

?
= Mk ,c

for every file. If it is not true, TPA outputs reject,
otherwise TPA can check

e(
∏D

k=1
σk, h)

?
=

∏D

k=1
(ψk·

e(
∏

(i,vi)∈Q
((H(mk,i))

αk/βk)vi·γk ·
∏

s
j=1T

µk,j

k,j · u
−1
k,j , Yk))

(5)

If it holds, TPA outputs accept, otherwise reject.

5 Evaluation

5.1 Security Evaluation

Completeness property: For each random challenge Q
and its corresponding correct responses, the com-
pleteness of the protocol can be elaborated as follows:

e(σ, h)
?
=

ψ · e(
∏

(i,vi)∈Q
((H(mi))

α/β)vi·γ ·
∏s

j=1
T
µj

j · u
−1
j , Y )

The right side

= e(
∏

(i,vi)∈Q
(H(mi))

(α/β)·vi·γ

·
∏s

j=1
u
γ·

∑
(i,vi)∈Q

vi·mij+1

j · u−1
j , Y ) · ψ

= e(
∏

(i,vi)∈Q
(H(mi))

(α/β)·vi·γ

·
∏s

j=1
u
γ·

∑
(i,vi)∈Q

vi·mij

j , Y ) · ψ

= e(
∏

(i,vi)∈Q
(H(mi))

(α/β)·vi·γ

·
∏

(i,vi)∈Q
(
∏s

j=1
u
mij

j )vi·γ , Y ) · ψ

= e(
∏

(i,vi)∈Q
((H(mi))

α/β ·
∏s

j=1
u
mij

j )vi·γ·β · gr, h)

= The left side of the equation

So the equation means that the protocol is valid for
the correct responses.

Soundness property: The soundness property means
that a false response will not be accepted as the cor-
rect. In this context, it means that the CSS cannot
generate a valid response to the TPA’s challenge if
the outsourced data is not stored well.

Theorem 1. If the CSS passes the verification of the
Audit protocol, it must indeed store the specified data
intact.

Following from the proof of CPoR [ [27], Theo-
rem 4.2], we give a proof of Theorem 1 in the random
oracle model.

Proof. To prevent the TPA from extracting the value
of σi from

∏
(i,vi )∈Q σvi ·γ

i , we blind it with gr at
each instance. To prove that the cloud server can-
not falsify σ, {µj}1≤j≤s , we assume that the response
information contains gr instead of ψ and also con-
tains λj , (1 ≤ j ≤ s), corresponding to the commit-
ment.

There are a challenger and an adversary , and the
latter is a malicious CSP. The challenger constructs a
simulator S that will simulate the entire environment
of the scheme for the adversary A. For any file F on
which it previously made St query, the adversary A
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can perform the Audit protocol with the challenger.
In these executions of the protocol, the simulator S
plays the part of the verifier and the adversary A
plays the part of the prover: S (pk , sk , t) 
 A.

For some file F, if the adversary A can successfully
forge the aggregate signature σ

′
with a non-negligible

probability resulting in σ
′ 6=

∏
(i,vi )∈Q σvi ·γ

i · gr and
successfully pass the verification, the simulator can
make use of the adversary to solve the Computational
Diffie-Hellman problem.

The simulator is given as input values
h,X = hα,Y = hβ , and its goal is to output
hα·β .

Let H : {0 , 1}∗ → G be a hash function which will
be modeled as a random oracle. The simulator pro-
grams the random oracle H. When answering queries

from the adversary, it chooses a random ϕ
R←− Zp and

respond with hϕ ∈ G . When answering the queries
of the form H (mi), the simulator programs it in a
special way described below.

For each j , 1 ≤ j ≤ s, the simulator chooses random

values ηj , θj
R←− Zp and sets uj ← X ηj · hθj .

For each i , 1 ≤ i ≤ n, the simulator chooses a ran-

dom value ri
R←− Zp , and programs the random oracle

at i as
H (mi) = hri/Y

∑s
j=1 ηj ·mij .

Now the simulator computes:

σi = (H(mi))
α · (

∏s

j=1
u
mij

j )β

= (hri/(Y
∑s

j=1 ηj ·mij ))α · (
∏s

j=1
(Xηj · hθj )mij )β

= (hri/(Y
∑s

j=1 ηj ·mij ))α

·(X
∑s

j=1 ηj ·mij · h
∑s

j=1 θj ·mij )β

= hα·ri · hβ·
∑s

j=1 θj ·mij

= Xri · Y
∑s

j=1 θj ·mij (6)

The challenger keeps a list of its responses to St
queries made by the adversary. Now the challenger
observes each instance of the Audit protocol with
the adversary A. If in any of these instances the
adversary is successful (i.e., the verification equa-
tion holds), but the adversary’s aggregate signature
σ
′ 6=

∏
(i,vi )∈Q σvi ·γ

i · gr , the challenger declares fail-
ure and aborts.

Suppose Q = {(i , vi)}i∈I is the query that causes the
challenger to abort, and the adversary’s response to
that query is µ

′

1 , · · · , µ
′

s together with σ
′
. Let the

expected response be µ1 , · · · , µs and σ. By the cor-
rectness of the scheme, the expected response satis-
fies the verification equation, i.e., that

e(σ, h)/ψ

=e(
∏

(i,vi)∈Q
((H(mi))

α/β)vi·γ ·
∏

s
j=1T

µj

j · u
−1
j , Y )

(7)

Because the challenger aborts, we know that σ 6= σ
′

and that σ
′

passes the verication equation, i.e. that

e(σ
′
, h)/ψ

=e(
∏

(i,vi)∈Q
((H(mi))

α/β)vi·γ ·
∏

s
j=1T

µ
′
j

j · u
−1
j , Y )

(8)

Observe that if µ
′

j = µj for each j, we can get σ
′

= σ,
which contradicts our assumption above. Therefore,

if we define ∆µj
def
= µ

′

j − µj for 1 ≤ j ≤ s, it must be
the case that at least one of {∆µj} is nonzero. Let
σ∗ =

∏
(i,vi )∈Q σvi

i and µ∗j =
∑

(i,vi )∈Q vi ·mij . So,

dividing the Equation (8) by the Equation (7) , we
obtain

e((σ∗
′
)γ/(σ∗)γ , h)

=e(
∏s

j=1
u
γ·∆µ∗j
j , Y )

=e(
∏s

j=1
(Xηj · hθj )γ·∆µ

∗
j , Y )

=e(
∏s

j=1
Xγ·ηj ·∆µ∗j , Y ) · e(

∏s

j=1
hγ·θj ·∆µ

∗
j , Y )

=e(X(
∑s

j=1 ηj ·∆µ
∗
j )·γ , Y ) · e(h(

∑s
j=1 θj ·∆µ

∗
j )·γ , Y )

(9)

e((σ∗
′
)γ · ((σ∗)γ)−1 · Y −γ·(

∑s
j=1 θj ·∆µ

∗
j ), h)

=e((Xγ·(
∑s

j=1 ηj ·∆µ
∗
j ))β , h)

(10)

So, if
∑s

j=1 ηj ·∆µ∗j 6= 0 , we see that we have found
the solution to the computational Diffie-Hellman
problem:

hα·β = ((σ∗
′
)γ ·(σ∗γ)−1·Y −γ·(

∑s
j=1 θj ·∆µ

∗
j ))1/(γ·

∑s
j=1 ηj ·∆µ

∗
j )

Except the case that
∑s

j=1 ηj ·∆µ∗j is equal to zero.
However, we have already realized that not all of
{∆µ∗j } can be zero, and the values of {ηj} are in-
formation that is theoretically hidden from the ad-
versary, so

∑s
j=1 ηj ·∆µj = 0 is only with the prob-

ability 1/p, which is negligible.

As demonstrated before, we know σ
′

= σ. Equating
the verifications gives us

e(σ, h) = e(σ
′
, h),

from which using µ and µ
′

we get that

e(
∏s

j=1
u
γ·µj

∗

j ), Y ) = e(
∏s

j=1
u
γ·µ∗j

′

j , Y )

s∏
j=1

u
γ·∆µj

∗

j = 1

∏s

j=1
(Xηj · hθj )γ·∆µj

∗
= 1

X
∑s

j=1 γ·ηj ·∆µj
∗
· h

∑s
j=1 γ·θj ·∆µj

∗
= 1

X
∑s

j=1 γ·ηj ·∆µj
∗

= h−
∑s

j=1 γ·θj ·∆µj
∗
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So we find the solution to the discrete logarithm
problem,

α = −(
∑s

j=1
γ · θj ·∆µ∗j )/(

∑s

j=1
γ · ηj ·∆µ∗j ),

except the case that
∑s

j=1 ηj ·∆µ∗j is equal to zero.
While not all of {∆µ∗j } can be zero, and the val-
ues of {ηj} are information that is theoretically hid-
den from the adversary, so

∑s
j=1 ηj ·∆µ∗j = 0 is only

with probability 1/p, which is negligible. This com-
pletes the proof of the Theorem 1.

Privacy-Preserving Property: The privacy-preserving
property means that TPA cannot extract users’ data
from the information gleaned during the auditing
phase.

Theorem 2. The TPA cannot extract users’ data
from the CSP’s response θ and {(H (mi))

α/β}i∈I .

Proof. The mi , α and β are all hidden from the
TPA, so H (mi) cannot be determined from
(H (mi))

α/β . Although e(H (mi), X ) is equal
to e((H (mi))

α/β , Y ), H (mi) cannot be calculated
from it either. Because the isomorphism fQ : G →
GT by fQ(P ) = e(P,Q) is believed to be one-way
function [6], when given fQ(P), it is infeasible to find
its inverse. In addition, X can be removed from the
pk in a concrete implementation. Therefore, it is hard
to recover mi from (H (mi))

α/β . Similarly, it is hard
to extract σi from σ.

Every λj is randomly chosen by CSP, the λ−1j is
the inverse element of it. Both of them are hid-
den from TPA. The

∑
i,vi∈Q vimij is blinded with

λ−1j , so µj is uniformly distributed in Zp for every
response. Although TPA can obtain enough linear
combinations of the data block mi and its coefficient
vi , he must firstly obtain λ−1j if he wants to get µ∗j .

The λj can be calculated from Tj = u
λj

j , (1 ≤ j ≤ s).
But this means to solve the discrete logarithm prob-
lem (DLP). Due to the hardness assumption of DLP,
TPA cannot get λj . So it is hard to obtain users’
data from µj , (1 ≤ j ≤ s). This completes the proof
of the Theorem 2.

5.2 Performance Analysis

In order to elaborate the computation overhead of each
entity, we specify some notations for the basic computa-
tional operations in the Table 1 [32].

We compared the two typical privacy-preserving data
auditing schemes with that of ours in Table 2 for the com-
putational cost of the user, CSP, and TPA, respectively.
Here, n, s, and c are the number of data blocks, number
of sectors and number of sampled data blocks, respec-
tively. For the storage and communication overhead of
our scheme, we present the following complexity analysis:

Table 1: Notations of relevant operations

Notation Meaning
MultxG x multiplications in group G
MultxZp

x multiplications in group Zp

Hashx
Zp

x hash values into group Zp

Hashx
G x hash values into group G

Hashx
Dg

x times hash function h2 (·), generating

message digest
Addx

Zp
x additions in group Zp

Expx
G x exponentiations g t , for g ∈ G , t ∈ Zp

Expx
GT

x exponentiations g t , for g ∈ GT , t ∈ Zp

Pairx
GT

x pairings e(u, v),
where u, v ∈ G , e(u, v) ∈ GT

PRP xS x pseudo–random permutations
in S = {0, 1}log2 n

PRF x
Zp

x pseudo–random functions in Zp

1) The user storage complexity is O(1) and the server
storage complexity is O(n).

2) The communication complexity of the challenge
phase is O(1) and that of the response phase is
O(log n).

We compared the complexities of the storage and com-
munication of the audit protocol of our scheme with that
of two other privacy-preserving schemes in Table 3. The
communication complexity in the phase of auditing is
O(log n) in our scheme; however, we could save the main-
tenance of a table with O(n) complexity of storage space
on the user side.

Figure 3: Comparison of computing time for CSP under
different s and c

Based on the Pairing-Based Cryptography (PBC) li-
brary version 0.5.14, we implement our experiment using
C language on an Ubuntu Linux system with an Intel Core
i7-4790 CPU running at 3.60GHz with 8GB of RAM and
a 7,200 RPM Seagate 1 TB drive. The elliptic curve we
choose in the experiment is an MNT curve, with base field
size of 159 bits and the embedding degree 6. The length
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Table 2: Comparison of computation overhead of different privacy-preserving schemes

The Computation overhead
Scheme User Server Verifier

[30] Exp
n·(s+2)
G + Mult

(n·s)
G +

HashnG

PairsGT
+ ExpsGT

+ ExpcG +

Multc−1
G + Mult

(c+1)·s
Zp

+

Addc·sZp
+Hash1

Zp

Pair2
GT

+ Exps+c+2
G +

Multc+s−1
G + MultsGT

+
HashcG +Hash1

Zp

[37] Exp2n+2+s
G + MultnG +

Mult
n·(s+1)
Zp

+ Add
n·(s−1)
Zp

+
HashnG

Pair1
GT

+ Expc+s+2
G +

Multc+s−2
G + Mult

(c+1)·s
Zp

+
Addc·sZp

Pair3
GT

+ Expc+sG +

Multc+s−2
G + Mult2GT

+
HashcG

Our scheme Exp3·n+2
G + MultnG +

Multn·sZp
+Add

n·(s−1)
Zp

+HashnG

Pair1
GT

+ Expc+s+2
G +

MultcG +Multc+2
Zp

+AddcZp
+

Hash1
Zp

+ PRP cS + PRF cZp

Pair2
GT

+ Expc+s+2
G +

Multc+sG + Hash
c·(logn−1)
Dg +

PRP cS + PRF cZp

Figure 4: Comparison of computing time for TPA under
different s and c

of p is 160 bits. Our test data is a randomly generated
100-MB file. All experimental results represent the mean
of 30 trials.

Table 4 presents the experiment result of performance
comparison between our scheme and that of [30] under
different s and c. It shows that our scheme outperforms
the other scheme except for the computing time of CSP
in the case of s = 1 . However, as the value of s increases,
the CSP computing time of [30] will increase significantly
because it needs to calculate s pairings during the audit-
ing process. The communication overhead that the CSP
sends to the TPA also increases significantly because the
length of an element in group GT is 120 bytes. Figure 3
and Figure 4 show computing time for CSP and TPA of
our scheme under different s and c. With increase in s and
c, the image curves change relatively smoothly and the
distance between the curves is relatively uniform. This
shows that our scheme is stable and there are no special
expensive calculations related to s and c.

Table 3: Storage complexity and communication com-
plexity of different privacy-preserving schemes

Scheme
User storage
complexity

Communication
complexity

of Audit protocol
[30] O(n) O(1 )
[37] O(n) O(1 )

Our scheme O(1 ) O(log n)

6 Conclusions

In this paper, we proposed a privacy-preserving public
auditing scheme with supporting dynamics. The scheme
uses the rank-based authenticated skip list as the au-
thenticated search data structure. The formal proof
demonstrates that our scheme is secure and has privacy-
preserving property in the auditing phase, and perfor-
mance analysis shows that our scheme is highly efficient.
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Abstract

The Internet of Things (IoT) enables the offering of ser-
vices specialized for each client in real time by process-
ing and analyzing the sensor information concerned af-
ter storing the sensor information collected from numer-
ous things on the Internet through wired/wireless com-
munications technology. The IoT technology currently
applies to various industrial fields including home, med-
ical service, transportation, environmentdisaster, man-
ufacturing, construction, and energy and has been ac-
tively researched. The IoT technology closely combined
with real life can cause monetary and physical damages
to clients by malicious clients through the seizure and
falsification of information. Unlike computes and mo-
bile devices, the IoT technology uses micro devices, and
therefore lightweight cryptographic techniques with lim-
ited storing space are needed. In this regard, this report
aims to examine security threatening factors that may
occur in the IoT environment and service and to guide
authentication techniques by which safe IoT service can
be realized. Through this, this research presents a ref-
erence guide that can be used by companies or security
protocol developers.

Keywords: IoT; Light-Weight Protocol; Secure Authenti-
cation; Secure IoT

1 Introduction

1.1 Overview of IoT

IETF, ITUT (MOC), 3GPP (MTC), and ETSI (M2M)
defined the security IoT, respectively. Many definitions on
the IoT exist, and the IoT concept defined in the CERT-
IoT 2009 seems to be most comprehensive and clear. Ac-
cording to it, the IoT is the integrated part of the fu-
turistic Internet and can be defined as a dynamic global
network infrastructure equipped with a self-setup func-
tion as a mutually compatible communications protocol
with standards. Also, CERT-IoT 2009 defines that the
IoT consists of self-identifiers, physical things having dif-
ferent characteristics, and virtual things. Upon looking at

the definition, things represent a concept containing both
physical and virtual things. Here, the examples of virtual
things can be software service, software object, and actor
as a main player of an act.

Figure 1 shows the concept of IoT [5]. Things, a main
component of the IoT, include not only end-devices in the
wired/wireless networks, but humans, vehicles, bridges,
various electronic equipment, cultural assets, and physical
things constituting the natural environment. By expand-
ing the concept of machine to machine (M2M), through
which intelligent communications can be conducted be-
tween person and machine and between machine and ma-
chine using mobile communications network, the concept
has evolved into one that can interact with all information
in the real and virtual worlds.

Figure 1: The concept of IoT

1.2 Security-Threatening Factors of IoT

Security threats by component of the IoT are as follows:

• Device layer: This refers to physical threats that in-
clude infrastructure paralysis and a threat to life by
device suspension and malfunction, information fal-
sification, leakage by the loss, theft, forgery, or falsi-
fication of devices, malicious code transition attack
thereat between devices, and difficulties to apply IP
security technology to lightweight/low power devices.

• Network layer: This refers to information falsification
and leakage in the linkage communications process
between heterogeneous things networks, damage dif-
fusion due to network and gateway hacking and cross



International Journal of Network Security, Vol.21, No.3, PP.462-470, May 2019 (DOI: 10.6633/IJNS.201905 21(3).12) 463

network devices, and denial of service (DoS) of the
IoT by large-scale thingbots.

• Platform service layer: This covers illegal access
and attack to platforms by malicious devices/clients,
platform collapse according to encryption key hack-
ing after illegal capture, cloud, big data personal in-
formation leakage, and privacy infiltration. IoT con-
stitutes specific services by combining various tech-
nological factors, such as device, network, and ser-
vice/platform. Although security technologies to
safely protect each technological factor exist, there
can be security vulnerability without a method to
integrate/link those technological factors.

1.3 Security Technology of IoT

Device security technology needs low power and low
weight technologies. Most IoT devices are operated in a
low power mode basically and they are low weight devices
with low arithmetic operation or storage capacity. There-
fore, low power and low weight encryption algorithms
considering the performance and required security inten-
sity of low power and low weight IoT devices are needed.
Also, a function enduring no-suspension and malfunction,
along with a physical threat prevention function, is neces-
sary. Currently a variety of IoT security technologies are
being developed worldwide. Low weight cryptographic
techniques include PRESENT and KATAN overseas, and
LEA and HIGHT domestically. However, the low weight
cryptographic techniques developed so far are known to
have vulnerability to hacking including auxiliary channel
attack. In Korea, ETRI is developing a hardware security
module for smartphones [2].

1.4 Network Security Technology

Currently included in the IoT are IEEE 802.15.4 low
power communications technology ZigBee as a local area
communications technology, IEEE 802.11 wireless LAN
technology Wi-Fi whose usage has become universal as
it has been used for smartphones, and radio frequency
identification (RFID) which is an electronic tag technol-
ogy adopted for the automatic recognition of things by
replacing existing bar codes. As long distance commu-
nications technology, 3G or LTE, which are widely used
wireless mobile communications modes, are included [3].

• ZigBee: ZigBee has two modes: standard security
mode (SSM) for low level security and high security
mode (HSM) for high level security. Because each
ZigBee device is operated in the open trust mode, re-
liability of the device is assured. Thus, reliability can
be secured if confidentiality and integrity are guaran-
teed in the communications process between ZigBee
devices. However, preparation for a separate security
measure is demanded since no encryption is made for
all communications sections.Discussion, Implication,
and Conclusion;

• Wi-Fi: Wi-Fi is a wireless LAN technology based on
IEEE802.11 standard and where high performance
wireless communications can be performed. Since
communications are conducted in a wireless mode in
Wi-Fi, it is especially vulnerable to security threats.
If communications data encryption is not conducted
in using Wi-Fi, attacks such as wiretapping, snip-
ping, and non-authorized access can occur. As a
method to safely protect data in the wireless section,
there is a wired equivalent privacy (WEP) authen-
tication protocol presented in the IEEE802.11 stan-
dard, and also Wi-Fi protected access (WAP) and
WPA 2, which improved WEP’s drawbacks, which
were proposed in the IEEE802.11i. For security in
the access process in addition to the communica-
tions process of wireless section, the use of encryption
algorithms, such as temporal key integrity protocol
(TKIP) and counter mode with CBC-MAC protocol
(CCMP), is recommended.

• RFID: RFID is a technology using wireless frequency
for the automatic recognition of things and it is based
on ISO 18000-7 standard. RFID is a wireless net-
work technology recognizing the tag information at-
tached to things, regardless of physical and visual
contacts. It can be the technology receiving most
attention recently for the construction of ubiquitous
sensor network (USN) environment. Since the pas-
sive tag mainly used in the RFID system has lim-
ited arithmetic operation capacity and also limita-
tion in the power amount to be used, there is a de-
merit that high level security technology is difficult
to be applied. Being based on wireless communi-
cations, RFID is also vulnerable to security threats
such as information leakage. As the security require-
ments in USN, confidentiality and integrity on data
communications are required, as well as a safe key
control and distribution function. In addition, a safe
platform design taking sensor network characteris-
tics into account is needed. Recently, various tech-
niques [8] have been studied for mutual authentica-
tion between nodes for data security transmitted in
the RFID/USN environment.

• 3G/LTE: Although 3G mobile communications net-
work was a closed structure mainly providing circuit
switch, technology-based voice service in the early
stage of its introduction, it has gradually evolved
into a structure expanding data service in addition
to voice, based on packet switching technology. Due
to a recent increase in mobile malicious codes, ma-
licious and abnormal traffic of infected terminals is
flowing into 3G/4G network. Therefore, a variety
of security threats occur. There are many cases in
which application of the security equipment used in
the existing Internet environment is difficult. Such
security equipment has a limitation in that it is dif-
ficult to detect or cope with attacks aiming at the
unique physical weaknesses of 3G/4G network.
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As examined above, security technologies to block at-
tacks, such as infiltration through network or DDoS, are
required for IoT service. Studies on the IoT gateway, in
order to block infiltration into the IoT network connected
with different types of devices and thingbot attack preven-
tion, are evaluated to be at their infant stage. Although
Intel, Freescale, and Eurotech developed the IoT gateway,
a security control function for the IoT devices and network
including real time monitoring or infiltration blocking is
not applied.

1.5 Platform/Service Security Technol-
ogy

The IoT platform/service needs to have an opening struc-
ture that can add and develop new services in the mash
up type of existing application layer, as well as external
sensors or terminals. The relevant studies are actively
carried out, centering on the IoT Architecture (IoT-A)
project. Mutual authentication, communications encryp-
tion, and privacy protection functions between devices,
clients, and services need to be provided [16].

As shown in Figure 2, automatic authentication and
communications encryption are needed in the IoT with-
out a person’s intervention; specifically, a technology of-
fering a new device’s service participation registration and
key distribution functions to be suitable for service types
is necessary. When big data are analyzed by combin-
ing various types of sensing information collected in the
IoT, a possibility of personal privacy being infiltrated oc-
curs. Therefore, a technology to block automatic per-
sonal information collection and non-identification tech-
nology are needed in order to prevent personal identifica-
tion/tracking risk by post-analysis of big data [13].

Figure 2: Security technology of IoT service

Although studies on service registration and key con-

trol are carried out for IoT equipment authentication, a
technology used for user (client) authentication on the ex-
isting Internet including PKI is just applied. Even though
high growth-applied service fields such as medical service,
cars, and home network grow fast, the applied service se-
curity technology development is assessed as insufficient.

2 Recommended Encryption Al-
gorithm of Each IoT Compo-
nent

2.1 Device

A variety of processor platforms are used for the IoT
service including 8- and 16-bit processors, which are
lightweight devices and 32-bit processor with high per-
formance in terms of IoT devices. Table 1 shows the
characteristics of representative processors [6].

To meet confidentiality, integrity, and authentica-
tion/authorization, the security requirements in the seven
major IoT services (smart home, medical service, traf-
fic, environment/disasters, manufacturing, construction,
and energy) should be met by operating symmetric key
encryption and open key encryption, which are repre-
sentative encryption techniques. Concerning symmetric
encryption, HIGHT, SEED, ARIA, and LEA (domestic
standards), as well as AES (international standard), need
to be carried out. Because AES symmetric key encryption
offering 128-bit security in the 8-bit processor, for which
support is most scarce, requires 0.02ms on average per
execution, it is expected to be able to adequately perform
encryption/deciphering in the low specs devices.

2.2 Communications and Network

Various processors are used in the IoT devices, while a
variety of communications protocols are used as commu-
nications stacks. IoT platforms offer various functions,
including data control and user (client) and service au-
thentications, so that data sensed from IoT devices can
be used by the IoT service. They also have communi-
cations interface for communications like Ethernet. As
for communications protocols, the IoT platforms support
lightweight protocols such as CoAP used in the IoT de-
vices and such protocols as HTTP used in application
services. For connection between devices and IoT gate-
way, wireless communications are mainly used. ZigBee,
Bluetooth, Z-Wave, IEEE802.15.4, LoRA, and Wi-Fi are
included in the wireless protocols used for the IoT. For the
connection between platforms and IoT gateway, REST
communications including HTTP and message queuing
protocols composed of publication/subscription such as
MQTT are used. Between service and platform, proto-
cols such as RPC and SOAP used by mainly API are
used so that service can be created through mash-up by
the IoT application service [7].
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Table 1: Comparison of light and high performance IoT devices

Category Atmega128 MSP430 ARM-Coriex
Data area 8 bits 16 bits 32 bits
Words 16 bits 16 bits 32 bits
Structure Harvard Von Neumann 32 Von Neumann
No. of registers 32 12/16 8/13/16
No. of commands 61 27 56
Core size 6140GE 4913GE -
Application field Arduino, Micaz TelosB Beagle, Odroid

Table 2 shows standard Encryption Algorithms for
Communications/Network.

2.3 Platform

The IoT platform can be an important factor in the
IoT environment for data control, client control, and ser-
vice control and connection between virtual things and
physical things. As such, security technology special-
ized for the platform environment in addition to confi-
dentiality, integrity, and availability, which are the top
three security factors in terms of cryptology, should be
offered. AllJoyn is an IoT platform developed mainly by
AllSeen alliance, centered on Qualcomm. AllJoyn frame-
work consists of Apps and routers. Apps communicate
with routers, and the communications between Apps can
be conducted through only routers. AllJoyn platform cur-
rently supports Bluetooth, Wi-Fi, Ethernet, Serial, and
PLC communications, and Zigbee and Z-Wave can be
used through bridge software. To offer confidentiality, in-
tegrity, and availability (CIA) and authentication in the
AllJoyn platform environment, TLS’ Pin-code Logon and
RSA-based certificate described in RFC5256 are used, and
the three factors conduct initial stage communications us-
ing SASL. OneM2M recommends 128-bit AES-CBC and
AES-CCM to guarantee confidentiality, and recommends
the use of HMAC-SHA 256 to assure integrity [9].

3 IoT Authentication Protocol

3.1 ID/Password-based Authentication

This mode serves to store each user’s (client’s) ID and
password in the server’s DB, and authentication is car-
ried out on the basis of the stored knowledge. This tech-
nology is mainly used in the server/client authentication
environment. To prevent authentication disabling due to
exposure to the password list stored on the server, there
are many cases to adopt a mode storing values through
a hash function. To assure higher stability, SSID is hid-
den, WEP key is used between AP and device, PAP au-
thentication mode is adopted, or RFID mode is used. In
the IoT environment, the ID/Password mode has some
problems such as server control and load, in light of the
IoT environment characteristics where many devices are

used without human intervention. Additionally, there is
a problem that human intervention should be precondi-
tioned in the device correcting and adding process. The
ID/Password mode is not suitable as an authentication
technique in the IoT environment since it cannot offer a
rejection prevention function [8].

3.2 MAC Address-based Authentication

This is a mode using media access control (MAC) address,
which is the identification address allotted to network in-
terface and is mainly used for network access control in
the intranet environment. When a device requests access
to network, a procedure to authenticate by comparing the
MAC address registered in the server and the MAC trans-
mitted with the message requested from the device is un-
dergone. This mode is simpler and more convenient and
faster than the ID/Password-based authentication mode.
However, there is a need to define a new MAC address
style due to the increase of various devices and the ad-
vent of IoT, and thus new standards such as EUI-48 and
EUI-64 are defined. MAC address is vulnerable to attacks
including spoofing due to the absence of separate security
equipment as MAC address can be forged [10].

3.3 Code-based Authentication

As a protocol authenticating a thing based on open key
codes and symmetric codes, this mode is mainly used for
wireless Internet security protocol. This mode supports
a variety of standards such as 802.1x/802.11i and WAP.
The code protocol-based authentication mode can in-
clude such techniques as ID/Password-based authentica-
tion, MAC address-based authentication, and certificate-
based authentication. By offering various authentication
modes, clients can select a suitable authentication mode
according to the use environment, and the rejection pre-
vention function is also available according to the adopted
code protocol. However, the authentication technique can
be connected to vulnerability, if the weakness of code tech-
nique is found, because stability is dependent upon code
technique [12].
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Table 2: Standard encryption algorithms for communications/network

Communications/Network Support Codes
ZigBee (IEEE 802.15.4) AES-128
Bluetooth (IEEE 802.15.1) SAFER-SK128, AES-128
6LoWPAN (IEEE 802.15.4, RFC 4919) AES-128
hline RSA-1024, ECC-160
Z-Wave (IEEE 802.11) TDES, AES-128
LoRA AES-128
CoAP (RFC 7252) AES-128

AES-128
ECC-160

MQTT (OASIS MQTT Version 3.1.1) AES-128, AES-256, TDES
SHA-1, AHA-256, SHA-384

DDS (DDS Security V1.0) AES-128, AES-256
SHA-1, SHA-256
RSA-2048

3.4 Certificate-based Authentication

Certificate-based Authentication is a mode to authenti-
cate through electronic signature using an open key code.
Authentication is carried out on the basis of containing
the information for e-signature on the certificate. In Ko-
rea, through the E-Signature Act enacted in 1999, the
certificate issue system and control regulations were de-
vised. Under the top level certification agency, Root CA,
the issue and authentication of certificates are conducted
through five authentication (certification) agencies. In
foreign countries, personal devices and cable model device
authentication, WiMAX industrial certificates through
Versign’s device authentication service, are offered. In ad-
dition, certificate-based authentication technique is used
in VoIP and network monitoring cameras, and the areas
are gradually expanded.

The certificate-based authentication technique offers
high stability through powerful authentication technique,
and the reject prevention function is also provided. How-
ever, device certificate processing software and algorithms
require a high level of arithmetic operation processing vol-
ume. Therefore, the technique is not suitable to be used
in the low power and low performance IoT devices [13].

3.5 Authentication Using IBE

ID-based authentication is an open key code system using
a user’s (client’s) ID, including email address, name, IP
address as an open key, and signature, and where authen-
tication is provided. Although there are such merits as
pre-key distribution independence, small arithmetic op-
eration volume, and relatively shorter key length, there is
a demerit that ID-based authentication is vulnerable to
ID sham attack. As a relatively new concept and tech-
nique, compared with other authentication techniques,
there are various authentication schemes including Hess’s
Algorithm, Lunn’s Algorithm, and Gentry and Silver-

berg’s Algorithm [14].

3.6 Service-based IoT Authentication
Techniques

The IoT environment-based smart home service system
consists of home server, home gateway, and smart home
devices. As for smart home devices that can be connected
with the external Internet through mobile communica-
tions network like smartphones, they are limited in a type
connected to the external Internet through home gate-
way [15].

3.7 Requirements of Smart Home Service
Security

Table 3 classifies and defines the requirements of smart
home service security according to the perspectives of con-
fidentiality, integrity, and availability 3.

3.8 Smart Home Security Function

Smart home means a house or home to which the IoT
system monitoring a variety of things and environments,
controlling them remotely, or automatically controlling
them is applied. The smart home service rapidly grows in
the fields including smart home appliances control, cool-
ing/heating control, energy use, HVAC control, crime pre-
vention, and child/baby care. At the CES held in Las
Vegas in 2015, smart home based on the IoT gained at-
traction. Table 4 defines the security function require-
ments to be applied to home server, home gateway, and
home devices consisting of the smart home system. Here,
smart home device user (client) authentication is ad-
dressed. Smart home devices offer useful information and
services to clients through a connection between the ser-
vice provider and devices within a home. In this process,
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Table 3: Classifies and defines the requirements of smart home service

Category Requirements
Confidentiality Safe control is needed so that key information for encryption and deciphering used for a user’s

(client’s) important data and encryption algorithms, transmitted and received between smart
home devices, cannot be exposed externally. When the data created from a smart home device
need to be transmitted externally, they should be transmitted by converting them into a cryp-
togram type, not in the form of plain text data. The identifier information, by which smart
home devices can be identified, should be safely managed so that the information cannot be
leaked externally, copied, or modified. Safe and powerful passwords should be set up for smart
home devices, and a function to change the set up password cyclically should be provided. In
setting up powerful and complex passwords to a home gateway that connects a smart home
device with an external communications network, a security function needs to be consolidated.

Integrity To maintain the reliability and safety of smart home devices, unauthorized devices or unautho-
rized user (client) access should not be allowed. Safe control is needed so that key information
for encryption and deciphering used for a user’s (client’s) important data and encryption al-
gorithms transmitted and received between smart home devices cannot be exposed externally.
Data integrity should be provided when the data created from a smart home device needs to
be transmitted externally. Reliable communications environment needs to be shaped through
mutual authentication between the devices consisting of smart home service.

Availability An external attack detection function that can cope with security threats such as cyber attack
and hacking should be created. A security function needs to be offered so that smart home
device software update can be safely carried out. A device security policy setup function
considering various device characteristics and specifications consisting of smart home service
should be provided. Smart home devices need to offer a device control system to cope with the
theft, loss, addition, and disposition of smart home devices. Smart home device’s status needs
to be continuously managed and unnecessary remote access should be blocked. Upon detection
of abnormal activity of a smart home device, a suitable action should be taken, and the details
need to be recorded.

smart home devices can be protected by the security func-
tions of home server and home gateway primarily; how-
ever, to cope with security attacks to smart home devices,
security functions including compliance with the security
grade of each device, hacking prevention, prevention of
ID information duplication, and forgery/falsification pre-
vention should be included [16]. A mutual authentication
function between smart home devices also needs to be
considered so that a data collection and exchange func-
tion can be safely conducted between devices in the IoT
environment [17].

• Knowledge-based authentication: Knowledge-based
authentication is based on what users know, and the
passwords and personal identification numbers that
users memorize are included. Knowledge-based au-
thentication is based on the secret information shared
by a user and the authentication system in advance,
and separate devices are not required mostly. There-
fore, the cost to build the system is very small,
and it is convenient for clients to use, and thus the
knowledge-based authentication utilized as a general
authentication means a lot. However, there is a draw-
back in that authentication intensity is weak.

• Possession-based authentication: Possession-based
authentication is a mode based on what a user pos-
sesses. The characteristic of the possession-based au-

thentication is that users need to use the physical de-
vice that the user must possess in the medium used
in authentication. Out-of-brand (OOB), OTP token,
and open key token authentication are recently used
a lot as the authentication means used for possession-
based authentication.

• Bio-based authentication: Bio-based authentication
is based on the user him/herself and what the user
uses, namely, personal physical characteristics clas-
sified biologically according to users. Bio-based au-
thentication includes fingerprint, glottis, retina pat-
tern, iris pattern, face shape, palm type, and hand
shape. The examples used by clients are signature,
which is called behavioral biometrics, and key in-
put pattern perception. Bio-based authentication
technique’s security is high, and its convenience is
also high because it always possesses bio means,
compared with possession-based authentication tech-
nique. However, system management and construc-
tion costs become high because of the high cost
of perception devices to perceive body information.
Due to such a reason, bio-based authentication is not
widely used generally.
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3.9 Authentication Techniques for Medi-
cal Service and Health Care

The convergence of medical service and ICT is the service
including e-health and u-healthcare and has evolved to the
mode by which medical service can be offered anywhere
and anytime through ICT technology in terms of hospi-
tal and treatment environment. Smart healthcare rising
recently means a more complex and intelligent level by
adding welfare and safety to medical service. As an en-
vironment evolves, in which individuals can manage or
control exercise amount, meal calories, and sports activity
records, the service, provider, and user (client) scopes are
expanded [12]. The smart healthcare industry includes
hardware such as wearable healthcare devices, and soft-
ware including healthcare apps, communications and data
platforms for healthcare information delivery, and linked
medical service.

3.10 IoT – Threats to the Security of
Smart Healthcare

• Device hacking: Device hacking refers to the hacking
control software that controls hardware, rather than
hardware hacking. The control software controlling
hardware is generally called firmware. The scope of
firmware may mean the OS and also the boot loader
uploading the OS to the software. Generally, device
hacking means giving the control right of applications
to a hacker by hacking OS from various firmware.

• Threats to network security: In the smart health-
care environment where electronic medical devices
and wired/wireless network are combined, existing
TCP/IP-based security threats and sensor security
threats exist.

• Bio-based authentication: Bio-based authentication
is based on the user him/herself and what the user
uses, namely, personal physical characteristics clas-
sified biologically according to users. Bio-based au-
thentication includes fingerprint, glottis, retina pat-
tern, iris pattern, face shape, palm type, and hand
shape. The examples used by clients are signature,
which is called behavioral biometrics, and key in-
put pattern perception. Bio-based authentication
technique’s security is high, and its convenience is
also high because it always possesses bio means,
compared with possession-based authentication tech-
nique. However, system management and construc-
tion costs become high because of the high cost
of perception devices to perceive body information.
Due to such a reason, bio-based authentication is not
widely used generally.

• Threats to personal information infiltration from ser-
vice perspective: Security measures for authentica-
tion have not been devised on sharing scope, read-
ing/examination restriction, security auditing, and

bio information exposure when a patient’s personal
information and medical information are shared for
patient relocation or cooperative treatment. In Ko-
rea, incidents that not only leak medical information
by hacking, but those that may harm life by captur-
ing hospital information system, occurred (August
2013). A variety of medical information within do-
mestic hospitals was collected by overseas servers,
and hackers could manipulate prescriptions randomly
by seizing PCs within the hospitals, in addition to
medical information leakage.

Because the IoT is used as wearable devices a lot, it
needs to be smaller in consideration of design, and there
is a limitation that hardware performance becomes lower.
Therefore, negligence can occur to security, while basic
functions offering can be concentrated. In reality, dam-
ages occur gradually due to the IoT device hacking.

3.11 IoT – Information Protection Mea-
sures for Smart Healthcare

When communications are conducted with other devices
in the IoT environment, the identification and authen-
tication on whether the data are transmitted from the
proper devices should be conducted. As for device au-
thentication mode, ID/PW, certificate, and SIM are used.
As for ID/PW mode, it is the most basic authentica-
tion mode, and separate application and protocol are re-
quired for ID/PW authentication between the adminis-
trator and device, and personal information needs to be
shared in advance. Concerning certificate-based mode, a
PKI-based device certificate is widely used. It is safe to
use RSA (2,048 bits) and hash function SHA-2 (256 bits)
or higher. SIM mode is an authentication mode using
USIM or UICC mounted on the terminals, and studies
on the mode are actively conducted as communications
between devices have been made possible through mobile
communications network recently. Since 2011, standard-
ization has been carried out from ETSI and 3GPP start-
ing the embedded SIM Project from GSMA. In Korea,
various pilot projects are performed through the partici-
pation of mobile carriers such as KT and SKT.

In the IoT, measures to apply TLS, DTLS, IPsec, HIP,
and PANA that were applied to the Internet environment
to prevent security threats are considered. Specifically,
the application of DTLS to a core protocol, CoAP, is set as
a basic direction [6]. To apply existing IP-based security
protocol, lightweight algorithms are needed in considera-
tion of a device’s calculation capacity and memory space.
As the method to make DTLS protocol lightweight, there
are methods like reducing the number of hand shake mes-
sages or simplifying authentication process on the certifi-
cate. The initial shaking process is delegated to the own-
ers of resource-limited devices to reduce the hand shaking
message packets. The device owners and each device share
secret keys safely in advance and form a DTLS session
with the server. The device owner encrypts the DTLS ses-
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sion information with pre-shared secret key to the device,
transmits it, and closes the session. After that, the com-
plex initial stage hand shaking process can be conducted
on behalf of the device owner by resuming each session
between the device and server. The proposed system,
however, has a burden to upload DTLS protocol to the
device for DTLS session resumption between the device
and server, and thus compressed IPsec is used through
various studies [1, 4, 11].

4 Conclusions

The service markets of the IoT are expanded through con-
vergence and compound with various industries. Many
studies on security technology in the seven major IoT in-
dustrial fields are carried out: Smart home, medical ser-
vice, transportation, environment/disasters, manufactur-
ing, construction, and energy. The authentication tech-
niques addressed in this report have applied the crypto-
graphic techniques supported in the fields concerned, and
they are presumed to be used as baseline data in devel-
oping authentication techniques in each field.
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Abstract

The improvement of communication technology and the
popularity of wireless networks bring us a convenient life,
but at the same time they provide a new room for the
propagation of viruses, which challenges the security of
the Internet. In order to deal with the new kind of virus
propagation in wireless multi-hop networks, this study
used MATLAB simulation software to simulate SI virus
propagation model and random path point model and an-
alyze the effects of the time required for virus transmis-
sion, the communication radius of nodes and the number
of initial infected nodes on the transmission of SI virus in
wireless networks. The result showed that the velocity of
node movement could affect the velocity of virus transmis-
sion which increased first and then decreased with the in-
crease of node moving speed; the virus transmission speed
decreased with the increase of the time required for trans-
mission, and increased with the increase of the communi-
cation radius of nodes and the number of initial infected
nodes; when the propagation speed was the fastest, the
movement speed of the corresponding node was inversely
proportional to the time required for propagation, directly
proportional to the communication radius, and unrelated
to the number of initial infected nodes.

Keywords: Node Movement Model; Virus Transmission
Model; Wireless Multi-Hop Networks

1 Introduction

After entering the 21st century, information technol-
ogy has developed fast, so wireless communication tech-
nology gradually replaces wired communication technol-
ogy [5] and popularizes, especially, the emergence of smart
phones, iPad and laptops, which further promote the ex-
istence of wireless networks. In wireless multi-hop net-
works [4], people can obtain resources by using mobile
terminals as nodes to access the Internet anytime and

anywhere, or as base stations to provide resources. The
network is open, besides users and operators, users and
users can also provide corresponding services, and they
can enter different wireless networks at the least cost; the
distribution of the network makes it possible for the net-
work to jump to the rest of the intact nodes normally,
even if some of the nodes are missing, to obtain the re-
sources on the Internet. However, it is the open and dis-
tributed structure of the wireless multi-hop network [20],
which poses a severe challenge to network security. Be-
cause of the openness, the network virus camouflaged can
freely enter the network, and because of the distributed
structure, the transmission of the virus is more com-
plex [2, 8, 11,12,16,19].

In order to guarantee the healthy development of the
wireless network, it is necessary to strengthen the defense
of the network virus and to study the transmission be-
havior of the network virus [1, 9, 18]. Lu et al. [10] used
a random approach to study the evolution and impact
of the mobile botnet which was a collection of malicious
nodes caused by mobile malware that could perform co-
ordinated attacks. It was discovered that the mobility of
a node might be a trigger for a botnet propagation storm.
Increasing network bandwidth was an aid to mobile ser-
vices, but at the same time it was possible to increase the
risk that the service was being destroyed by the mobile
botnet. Han et al. [6] discussed the definition and charac-
teristics of the computer virus, analyzed the virus propa-
gation model and the virus control, proved the necessary
and sufficient condition of the non-viral equilibrium point
and the local disease equilibrium point of the model by
the first method and the disc theorem of the Lyapunov,
and then calculated the optimal control strategy of the
virus propagation model, which verified the effectiveness
of the optimal control.

Sanum et al. [15] proposed a mobile Ad Hoc wire-
less network deterministic node mobility model based on
chaos, which realized the deterministic process of ran-



International Journal of Network Security, Vol.21, No.3, PP.471-476, May 2019 (DOI: 10.6633/IJNS.201905 21(3).13) 472

domness generation in mobile mode. The simulation re-
sults included the moving path of nodes. Comparing the
random speed, direction and average speed of the mo-
bile node under certain control parameters, the method
could simulate the mobile mode of real users in a con-
trollable way. In this study, MATLAB simulation soft-
ware was used to simulate SI virus transmission model
and random route point model. The impact of the trans-
mission time, node communication radius and initial in-
fective node number of SI virus on the communication in
the network were analyzed.

2 Node Movement Model

Since the beginning of the 21st century, the communi-
cation technology has been rapidly improved, from the
initial wired communication to the wireless communica-
tion which has been widely used, the network constructed
by the data interaction is becoming larger and larger, but
at the same time the spread of the network virus is also
more and more harmful. A wireless multi-hop network
consists of multiple nodes, which can be served by a fixed
computer or a mobile terminal [3, 14]. Nodes and nodes
are connected wirelessly, and data are transmitted to each
other through the network. Each wireless node has the
function of receiving and transmitting at the same time,
and the data in the network jump from one node to the
other. Unless all nodes in the network are down, the data
must be available to transfer to the target node. The
topology of wireless multi-hop networks is not only sta-
ble but also extensible. The network node of the origi-
nal wired communication is limited by the fixed base sta-
tion, and the network topology of the node [13] will not
change, which means the law of the network virus in the
transmission process is easy to grasp. However, after the
popularization of the wireless communication, the nodes
of the wireless network will move with the mobile termi-
nal, and the topology of the network will also change and
present irregularity in a short period of time. Therefore,
when studying the law of transmission of modern network
virus, the movement of nodes needs to be considered.

As shown in Figure 1, the initial network structure
in this paper was like that of a cellular network when
simulating the propagation law of network viruses. Each
intersection point was a network node, and the circle rep-
resented the signal coverage range of the node [7]. On the
basis of the initial deployment, the node mobility model
was added to make the network nodes move within a spec-
ified range according to the model rules.

The model of node movement could reflect the law of
node movement. The definition of the model could be
divided into two types: One was the reproduction of real
trajectory, which was reproduced by collecting the moving
data of real nodes, but the data that need be processed
was too large, which had no extensive practicability; the
other was to construct an abstract model, which extracted
the motion rules and built a mathematical model by mov-

Figure 1: Wireless network topology structure

ing data of some real nodes. Random path model (RWP)
was one of the most frequently used abstract models in
mobile network research. Its principle was Brownian mo-
tion. The definition of RWP model [17] was as follows:

1) All nodes were in the rectangular region, and the con-
nection between nodes and nodes was like honeycomb
as shown in Figure 1.

2) The nodes moved to any node in the region.

3) The moving speed of the node was within a certain
range, and the speed was uniform before reaching the
target node.

At the same time, in order to prevent the nodes from
leaving the experimental area in the process of random
motion, the method of crossing inversion [21] was used
to control the motion range and number of nodes. The
specific operation was as follows: When any node moves
to the boundary of the region, the node was separated
from the region from the boundary, and then entered the
experimental area again in the symmetrical direction.

3 Virus Transmission Model

The advance of wireless communication technology not
only facilitates people’s life, but also increases the risk of
network security where the network virus is one of the
biggest. Its propagation law study can help raise the net-
work security. The transmission mode of network virus
in the network is similar to that of the virus in biology.
Therefore, according to the characteristics of the trans-
mission of network virus, the transmission model of net-
work virus was constructed with reference to the trans-
mission model of biological virus [25]. At present, there
were three common models of virus transmission: SI, SIS
and SIR. This paper focused on the SI model [23].

As shown in Figure 2, in the SI model, a node had
two shapes: One was the susceptible node ”S” (similar to
the susceptible population) and the other was the infected
node ”I” (the equivalent of the source of infection) which
represented the probability of a node changing from ”S”
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to ”I” within a certain time range, and its formula [24]
was expressed as:

dS(t) = −βI(t)S(t)dt

dI(t) = βI(t)S(t)dt.

S(t) represents the proportion of susceptible nodes at the
moment, and I(t) represents the proportion of nodes in-
fected at time. Since the immune mechanism was not set
in this model, the infected node would not be re-converted
to the easy-to-sense node, and eventually the nodes in the
entire network would become Class I nodes.

Figure 2: SI virus transmission model

Figure 3: The relationship between node mobility speed
and the proportion of infected nodes at time t = 48s under
different virus transmission time

4 Simulation Analysis

4.1 Experimental Environment

This paper used the MATLAB simulation platform [22]
to compile the network virus propagation model and node
moving model. The experiment was carried out on the
laboratory server. The server was configured as Win-
dows7 system, I7 processor, 16G memory.

4.2 Experimental Setup

1) Parameter setting of the effect of virus propagation
time on the speed of propagation.
Area of node simulation motion region was Ω =
1500 × 1500m2; total number of nodes was N=300;
number of initial infected nodes was n=3; node com-
munication radius was r = 30m; detection time was

t = 48s. Under the settings of the above parame-
ters, the node infection ratio at different node mov-
ing speeds was respectively simulated when the virus
transmission time ∆T was 1 dt, 2 dt and 3 dt.

2) Parameter setting of influence of node communica-
tion radius on propagation speed.
Area of node simulation motion region was Ω =
1500 × 1500m2; total number of nodes was N=300;
number of initial infected nodes was n=3; virus trans-
mission time was ∆T = 2dt; detection time was
t = 48s . Under the setting of the above parame-
ters, the infection ratio of nodes at different moving
speeds was simulated when the communication ra-
dius of nodes was 20 m, 30 m and 40 m, respectively.

3) Parameter Settings of the influence of the number of
initial infection nodes on the propagation speed.
Area of node simulation motion region was Ω =
1500 × 1500m2; total number of nodes was N=300;
node communication radius was r = 30m; virus
transmission time was ∆T = 2dt; detection time was
t = 48s. Under the settings of the above parameters,
when the number of initial infected nodes (n) was 3,
6 and 9, respectively, the infection ratio of nodes at
different moving speeds was simulated.

4.3 Experiment Results

1) The effect of virus propagation time on the speed of
propagation.
As shown in Figure 3, as a whole, as the time was
required to spread the virus increases, the speed of
infected nodes decreased at the same speed of node
movement. The reason was that at a certain node
speed, the communication time between nodes could
be limited, as the shorter the transmission time was,
the greater the probability of successful infection
within the communication time and the higher the
proportion of infected nodes at would be. Horizon-
tal comparison showed that the speed of the infected
nodes increased with the moving speed of the nodes
under the transmission time of each virus, which in-
creased first and then decreased. The reason was
that with the increase of the moving speed of the
nodes, more frequent contact between infected nodes
and uninfected ones leaded to an increase in infection
rate.

The smaller ∆T was, the faster it would be. When
the node moved more than a certain value, although
the node contacted more frequently, the communica-
tion time between the nodes became shorter, there-
fore, it was difficult to meet the need of virus trans-
mission time, which made that the probability of in-
fection and the speed of infection decreased. The
node moving speed corresponding to the maximum
speed of an infected node was called vmax. When the
time required to spread the virus was 1 dt, vmax was
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20 m/s; when the time required was 2 dt, vmax was
10 m/s; and when the time required was 1 dt, vmax

was 5 m/s, from which it could be seen that with the
time taking to spread the virus, vmax decreased be-
cause the largest communication times between two
nodes were determined by the communication radius
and the speed at which the nodes move, so the rela-
tionship between the virus spread time and vmax was
vmax ∝ 1

∆T .

2) The influence of node communication radius on prop-
agation speed.
As shown in Figure 4, as the node communication
radius increased, the infection rate increased at the
same node moving speed. The reason was that the
increase of communication radius prolonged the com-
munication time between nodes and the virus had
more time to complete infection, which leaded to the
increase of infection speed.

Figure 4: The relationship between node mobility speed
and the proportion of infected nodes at time t = 48s under
different node communication radius

Horizontally, the speed of infected nodes increased
first and then decreased with the increase of node
moving speed under every kind of node communi-
cation radius. As mentioned above, the increase of
node mobility increased the connectivity of nodes.
The infection probability increased, the communica-
tion time decreased and the infection probability de-
creased when the speed was too large. At the same
time, the larger the communication radius were, the
faster the infection speed increased but the slower
it decreased. When the communication radius was
20/m, vmax was 6 m/s; when the communication ra-
dius was 30/m, vmax was 11m/s; when the communi-
cation radius is 40/m, vmax was 18 m/s, and it could
be found out that with the increase in the radius of
communication, vmax increased which was because of
an increase in the radius of the virus, and even if the
speed of movement increased, it could be guaranteed
that the virus would complete the transmission when
the communication time was sufficient, so that the
relationship between the node communication radius
and vmax was vmax ∝ r.

3) The effect of initial infective nodal points on the
speed of transmission.
As shown in Figure 5, with the increase of initial in-
fected nodes, the infection speed increased with the
same node moving speed. The reason was that the
increase of initial infected nodes increased the fre-
quency of contact between infected nodes and suscep-
tible nodes, and the probability of successful trans-
mission of the virus increased, which leaded to the
increase of infection speed.

Figure 5: The relationship between node mobility speed
and the proportion of infected nodes at time t = 48s under
different initial number of infected nodes

Transverse comparison showed that with the increase
of node moving speed, the infection node velocity
increased first and then decreased with the number
of initial infected nodes. As the reason was men-
tioned above, the more the initial infected nodes
were, the faster the infection velocity increased and
the slower the infection speed decreased. Whether
the initial number of infected nodes was 3, 6 or 9,
the corresponding vmax were all 10 m/s, from which
it could be noticed that vmax remained steady with
the change of initial infected nodes. The reason was
that the infection probability of nodes was related
to the network connectivity and the time required to
spread the virus. As the network connectivity was an
inherent attribute of the network, it was only related
to the communication radius and the moving speed
of the nodes, and whether the nodes were infected or
not would not affect the network connectivity. The
transmission time was the attribute of the virus itself,
and the nodal infection would not affect the virus it-
self. In this experiment, the communication radius
and propagation time were fixed, so vmax would have
no change.

5 Conclusion

In this study, SI virus transmission model and RWP
model were simulated by MATLAB simulation software,
and the effects of virus transmission time, node commu-
nication radius and initial infective node number on the
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transmission of SI virus in wireless network were analyzed.
The results showed that:

1) The infection speed of the virus in the network in-
creased first and then decreased with the increase of
the moving speed of the nodes.

2) With the increase of the time required for virus trans-
mission, the infection rate of the virus in the network
decreased.

3) With the increase of the node communication radius,
the infection speed of the virus increased, and the
infection speed was the most rapid.

4) With the increase of the initial number of infected
nodes, the infection speed of the virus increased,
and the corresponding node movement speed did not
change at the fastest speed.

In this paper, the biological virus transmission model is
applied to the transmission of network virus, and the
RWP model is used to simulate the movement of people.
Compared with the analysis method of real trajectory re-
construction, this method requires less computation and
has higher accuracy.
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Abstract

Cloud computing, a new kind of resource sharing service
system, can provide virtual resource services such as in-
frastructure and platform for users who access it through
the Internet. Its service quality is related to resource man-
agement and scheduling. In this study, CloudSim3.0 sim-
ulation platform was used as a simulation platform for
cloud computing resource scheduling to test the perfor-
mance of radial base function (RBF) neural network based
on particle swarm optimization (PSO) and RBF neural
network based on Improved Particle Swarm Optimization
(IPSO) in cloud resource scheduling and configuration.
The results showed that the CPU and memory utilization
rate and processing time of the two algorithms increased
with the increase of processing tasks. It was found that
compared to PSO-RBF, IPSO-RBF had higher CPU and
memory utilization rate and shorter processing time and
converged faster and found the best position of particles
after only 30 iterations with small fluctuation amplitude.
In addition, IPSO-RBF had better performance in bal-
ancing the load of different kinds of physical resources
compared to PSO-RBF.

Keywords: Cloud Computing; Particle Swarm Algorithm;
Radial Base Function Neural Network; Resource Schedul-
ing

1 Introduction

With the development of society, the role of computer in
various fields of society is becoming more and more exten-
sive. At the same time, the demand for computing power
in industries that need to use computer power is also in-
creasing day by day [6]. Single improvement of computer
hardware performance to obtain more computing power
not only has limited computing power improvement, but
also has low cost performance for a single user compared
with the cost of hardware improvement [9].

The emergence of cloud computing solves the problem
of limited performance improvement of a single computer.
Relying on the Internet, cloud computing uploaded and
distributed the tasks that users needed to process to the
”master station” composed of a large number of servers,
and applied the physical resources in the ”master station”
to process the tasks of users [1, 3]. Its ”master station”
is called the resource pool [15], also known as ”cloud”.
Cloud computing combines virtualization, parallel com-
puting, distributed computing and other concepts, and
has the following characteristics [5].

Cloud computing has a larger computing scale than a
single user; Cloud computing can complete the interac-
tion of information through the Internet and terminals,
and the resources it uses are not physical objects [10,13].
Resource pools in cloud computing are Shared. Relevant
researches are as follows. Chen et al. [4] proposed an
Improved Ant Colony System (IACS) method and con-
ducted extensive experiments based on workflows of dif-
ferent scales and different cloud resources. Experimental
results showed that IACS was able to find a better solu-
tion with lower cost than basic particle swarm optimiza-
tion (PSO) and dynamic target genetic algorithm under
different scheduling scales and deadlines. Abdullahi Mo-
hammed et al. [11] proposed a symbiotic organisms search
optimization algorithm (SOS) based on simulated anneal-
ing (SA) to improve the convergence speed and quality of
SOS solutions.

CloudSim simulation results showed that SASOS was
superior to SOS in terms of convergence speed, response
time, unbalance and MAK. Zhang et al. [18] proposed an
improved Centrino Hardware Control (CHC) algorithm,
which inherited the advantages of standard genetic algo-
rithm (SGA) and CHC algorithm. The experimental re-
sults showed that the improved CHC algorithm had better
efficiency and convergence, and the average time and com-
pletion time of task scheduling were relatively shorter. In
this paper, CloudSim3.0 simulation platform was adopted
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as the simulation platform for cloud computing resource
scheduling to test the scheduling configuration perfor-
mance of RBF neural network based on PSO and RBF
neural network based on improved particle swarm opti-
mization (IPSO).

2 Cloud Computing Resource
Scheduling

The resource scheduling model in cloud computing con-
sists of three layers: service request, virtual resource pool
and physical resource pool. Cloud computing resource
scheduling was generally divided into two steps. First,
the task in the service request was allocated to the vir-
tual machine in the virtual resource pool, and then the
allocated virtual machine was deployed to the physical
machine in the physical resource pool, as showed in Fig-
ure 1.

Figure 1: Cloud computing resource scheduling

Its mathematical model [2] was: If the task in the ser-
vice request was divided into n mutually independent sub-
tasks, the set of sub-tasks was M = {m1,m2, · · · ,mn},
where the i-th sub-task was mi, and a sub-task could
only run in one virtual node. If there were b virtual nodes
(b < n), the set of virtual nodes was V = {v1, v2, · · · , vb},
where vj is the j-th virtual node. Then the distribution
could be expressed by the matrix A:

A =


a11 a12 · · · a1n
a21 a22 · · · a2n
· · · · · · · · · · · ·
ab1 ab2 · · · abn

 (1)

Any element in the matrix represents the relationship
between the sub-task and the virtual section. When the
i-th task run on the JTH node, it was 1, otherwise it was
0. For the convenience of later calculation, it was assumed
that a node could only run one task at a time, and a task
could only run on one node at the same time. Hence the
time spent in completing task M was:

time = max(

n∑
i=1

ajitji, (1 ≤ i ≤ n, 1 ≤ j ≤ b). (2)

A good resource scheduling algorithm should have the
least time to complete the task, i.e.,

Cost = min(time). (3)

Equations (1), (2) and (3) were the mathematical model
of cloud computing resource scheduling.

Figure 2: Basic structure of RBF network

3 Radial Basis Function (RBF)
Neural Network

Radial basis function neural network [?, 19] has a simple
structure. It converges quickly and could simulate any
nonlinear function. Its structure is shown in Figure 2.
RBF neural network belongs to feed-forward neural net-
work, and its basic structure was divided into three layers,
including input layer, hidden layer and output layer. The
activation function of hidden layer is radial basis function,
so each node of hidden layer has a data center ci.

Each data node in the input layer was denoted as
x = (x1, x2, · · · , xi, · · · , xn)T . The output data in the
output layer was denoted as y = (y1, y2, · · · , yi, · · · , yn)T .
The mapping between the hidden layer and the output
layer was a linear mapping, and the weight matrix of
the mapping between the nodes of the two layers was de-
noted as w = (w11, w12, · · · , wij , · · · , whm)T . The map-
ping from an input layer to a hidden layer in RBF network
is a nonlinear mapping, and its mapping formula [7] was:

hi = exp(
||x− ci||2

2b2i
), 1 ≤ i ≤ h, (4)

where hi refers to the output of the i-th node in the hidden
layer, || · || is the euclidean distance, and bi refers to the
width of the radial basis function of the node of the i-th
hidden layer. The mapping formula between the hidden
layer and the output layer was:

yj =

h∑
i=1

wijhi, 1 ≤ j ≤ m, (5)

where yj is the output data of the j-th node in the out-
put layer and wij is the mapping weight between the i-th
hidden layer node and the j-th output layer node.
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4 RBF Network Based on PSO

PSO [17] is also known as ”flock foraging algorithm” be-
cause it is derived from the research on the foraging and
migration behavior of birds. Its principle is to obtain the
global optimal solution by tracing the current optimal so-
lution. PSO is one of the evolutionary algorithms. Similar
to other evolutionary algorithms, PSO uses population to
find the solution set in space, and iterates randomly on
population initialization and end conditions to get the
optimal solution. In the process of operation, the direc-
tion of the optimal solution was determined by the fitness
value, and the fitness value was used to judge whether the
solution was good or not. The global optimal solution
was found by comparing the self-optimal solution with
the currently explored optimal solution.In particle swarm
optimization, individual updates were influenced by his-
torical particles rather than random ones. The number
of particles in the particle swarm optimization algorithm
was n. In m-dimensional space, Pi was used as the vector

position of the i-th particle, i.e.,
−→
Pi = (pi1, pi2, · · · , piM ),

Si as the velocity of the particle
−→
Vi = (vi1, vi2, · · · , viM ).

Let the current optimal position of the i-th particle
be pbesti, the optimal position of the particle swarm was
gbesti. Then the formula [16] for the velocity change of
the particle was:

Vi+1 = µVi + a1x1(pbesti − Pi) + a2x2(gbesti − Pi), (6)

where µ refers to the value of the particle affected by iner-
tia, a1 and a2 are the learning factor, x1 and x2 are a ran-
dom number, they were evenly distributed between 0 and
1, a1x1(pbesti−Pi) is cognitive term, and a2x2(gbesti−Pi)
refers to social term.

The expression of the position change of the particle
was:

Pi+1 = Pi + Vi. (7)

By repeatedly updating the calculation based on Equa-
tions (6) and (7), and analyzing the fitness of particles, the
optimal solution with the largest fitness could be found.
This study adopted PSO algorithm to optimize RBF net-
work. First, the mapping parameters in the RBF network
were converted into the dimensional vectors of each parti-
cle in the PSO. In other words, mapping parameters such
as data center ci, width coefficient bi, and weight wij in
RBF network were taken as dimensions in corresponding
particles. Then, the fitness function in PSO was taken
as the mean square error in RBF network, and the opti-
mal weight with the minimum mean square error could
be obtained after PSO operation.

After the mapping parameters in RBF were converted
into the dimensions of particles in the particle swarm, the
optimal parameters of a set of particles were calculated
according to the calculation flow in Figure 3, and then
the dimensions of the particles were converted into the
mapping parameters in the RBF network to participate
in the scheduling and configuration of cloud resources by
the RBF neural network.

5 RBF Network Based on Im-
proved Particle Swarm Opti-
mization

Up to now, there are various ways to improve the tradi-
tional particle swarm optimization algorithm, but the ul-
timate purpose is to make up for the two shortcomings of
the traditional particle swarm optimization: First, when
the test object is a complex function, with the increase
of the number of iterations, the algorithm is likely to fall
into a local extreme value, which is difficult to obtain the
real optimal solution. The second is the selection of al-
gorithm parameters, among which the inertia factor and
learning factor have the greatest influence on the change
of algorithm capability.

In the traditional PSO algorithm, cognitive coefficient
a1 and social coefficient a2 remain unchanged, they are
learning factors; as a result, when the number of itera-
tions is small, the influence of individual cognition is large;
when the number of iterations is large, the social influence
is large, failing to reflect the aforementioned changes at
the same time, which makes the algorithm obtain the lo-
cal optimal solution and induces the phenomenon of ”pre-
mature” [14]. In order to solve the above problems, the
traditional particle swarm optimization algorithm was im-
proved, and the improved formula [12] was:

Si+1 = µVi + b(
1

n
)x1(pbesti − Pi) + cn2x2(gbesti − Pi). (8)

By comparing Equations (6) and (8), it was found that
the improvement made is to change the cognitive term
coefficient a1 into b( 1

n ), so that the individual cognitive
proportion decreased with the increase of the number of
iterations. The social item coefficient a2 changes to cn2,
so that the social item proportion of the group increases
with the number of iterations. Then, when calculating,
b took a large value, and c took a small value, making
it conform to the fact that individual cognition was the
dominant factor in the initial stage. As the number of iter-
ations increases, the proportion of social terms increases,
and it started to become the dominant factor.

After the improvement, the algorithm was more consis-
tent with the objective law of the optimal solution, and
the practicability was greatly improved. The optimiza-
tion steps of the IPSO for RBF network were not much
different from those of PSO for RBF above. Similarly, the
mapping parameters in RBF were converted into the di-
mensions of particles in the particle swarm. Then, the op-
timal parameters of the particle swarm were calculated ac-
cording to the steps shown in Figure 3, and the difference
was that the formula for updating the particle velocity is
replaced by Equations (6) with (8). Then, the dimensions
of the optimal particle swarm were converted into various
mapping parameters in the RBF network, and participate
in the scheduling and configuration of cloud resources by
the RBF neural network.
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Figure 3: Calculation flow of RBF network mapping parameters based on PSO algorithm

6 Experimental Analysis

6.1 Experimental Environment

In this study, CloudSim3.0 simulation platform [8] was se-
lected as the simulation platform for cloud computing re-
source scheduling to test the scheduling configuration per-
formance of PSO-based RBF neural network and IPSO-
based RBF neural network for cloud resources.The exper-
imental environment in this paper was Windows10 oper-
ating system on hardware with 16G of memory and 1000G
of hard disk storage. On the software, CloudSim3.0 cloud
platform simulation simulator, compilation environment
JDK1.7 and development tool MyEclipse were adopted.

6.2 Experiment Settings

Thirty physical resources were set up in the cloud comput-
ing laboratory center and converted into virtual machine
resources. The configuration of each virtual machine was
2GB memory capacity and 3.0 GHz CPU processing fre-
quency. Virtual physical resources were divided into three
parts: responsible for processing document classes, for im-
age processing, and for dealing with video class, and the
maximum number of iterations was set as 100. The learn-
ing factor was set as 1.33. The number of submitted tasks
was set as 100, including three types: 10 types of docu-
ments, 30 types of pictures, and 60 types of video. Each
algorithm was iterated for 100 times, and the experiment
was repeated for 40 times. The average value of each test
result was obtained.

6.3 Experimental Results

As showed in Figure 4, under the premise that the to-
tal number of cloud resources was constant, the utiliza-
tion rate of CPU and memory of the two algorithms in-
creased accordingly with the increase of the number of
tasks executed; when the number of tasks exceeded a cer-
tain number, the utilization rate was relatively stable; the
CPU utilization of PSO-RBF increased with the number
of tasks before executing 50 tasks, and fluctuated around

0.4 after more than 50 tasks; the CPU utilization rate
of IPSO-RBF increased with the number of tasks before
60 tasks were executed, and fluctuated around 0.6 after
more than 60 tasks. For memory utilization, PSO-RBF
fluctuated around 0.4 after 80 tasks and IPSO-RBF fluc-
tuated around 0.5 after 60 tasks. On the whole, both CPU
utilization and memory utilization rates were higher com-
pared with IPSO-RBF, because PSO-RBF algorithm used
more physical resources, tasks were evenly distributed to
each virtual machine node, and the utilization of CPU
and memory was evenly distributed.

Figure 4: CPU and memory utilization rates of the two
algorithms under different task number

As showed in Figure 5, with the increased of the num-
ber of processing tasks, the time required by the two algo-
rithms for processing tasks also showed an upward trend
of fluctuation. The fluctuation range of PSO-RBF was
larger, and the time required to process the same num-
ber of tasks was greater than those of IPSO-RBF in most
cases. It could be seen from the figure that it took the
most time to process 70 tasks in this experiment, which
took 910 ms. The time required for IPSO-RBF task pro-
cessing fluctuated with the increase of the task, and the
fluctuation range was small. It was found that it took the
most time, 80 ms, to process 100 tasks in this experiment.
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On the whole, IPSO-RBF was more efficient and took less
time to process tasks.

Figure 5: Time consumed by the two algorithms in pro-
cessing different number of tasks

As showed in Figure 6, with the increase of iteration
times, the convergence of the two algorithms became sta-
ble. In the process of convergence, the particle position
of PSO-RBF increased with the number of iterations and
fluctuated greatly. It did not stabilize until 90 iterations.
The particle position of IPSO-RBF increased with the
number of iterations, with a small fluctuation range, and
the position of the optimal solution was found stably af-
ter 30 iterations. IPSO-RBF had a fast convergence speed
and a better effect of finding the optimal solution.

Figure 6: Convergence effect of the two algorithms

As showed in Figure 7, due to the difference in process-
ing capacity between nodes, the number of tasks assigned
on different types of physical resource nodes was differ-
ent. In the PSO-RBF algorithm, the number of tasks
processed on the three types of nodes was similar, and the
number of actual task types was compared. It could be
found that the PSO-RBF algorithm basically distributes
tasks to all nodes on an equal basis without considering
the difference in processing capability of different types
of tasks between different nodes. However, the number

of tasks on different types of nodes allocated by IPSO-
RBF algorithm was obviously different. By comparing
the number of actual types of tasks, it was found that this
algorithm considers whether the type of tasks was consis-
tent with the type of resource nodes in the allocation of
tasks, and balanced the load between different nodes.

Figure 7: Load distribution on nodes of different physical
resource types

7 Conclusion

Firstly, this paper briefly introduced the cloud computing
resource scheduling model and the construction of RBF
neural network. In cloud computing resource scheduling,
tasks were allocated to virtual machine according to re-
quests, and then virtual machine was allocated with phys-
ical resources. Then, the PSO-based RBF neural net-
work algorithm and IPSO-based RBF neural network al-
gorithm were proposed. Finally, simulation experiments
were carried out on the CloudSim3.0 simulation platform
for the two algorithms. The results showed that the CPU
and memory utilization rate and running time of the vir-
tual machine increased with the increase of the number
of tasks. Moreover, IPSO-RBF algorithm had a higher
utilization rate of virtual machine resources and shorter
running time than PSO-RBF algorithm. In terms of the
convergence effect, IPSO-RBF algorithm could achieve
stable convergence faster with only 30 iterations, while
PSO-RBF algorithm needed 90 iterations to achieve sta-
ble convergence. IPSO-RBF could balance the load of dif-
ferent kinds of physical resources better than PSO-RBF.
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Abstract

An Mobile Ad-hoc network (MANET) is formed when
group of mobile wireless nodes collaborate between them
to communicate through wireless links in the absence of
the fixed infrastructure and any centralized control. This
paper focuses on the design a self-stabilizing clustering
algorithm in MANETs. The Topology that we propose
is a partitioning based on trust between members of a
group. It forms a structure able to adapt dynamically
to changes in the topology. Some cryptographic-based
schemes have been proposed to secure the clustering pro-
cess, but they are unable to handle the internal attacks.
To defend against insider malicious nodes, trust and repu-
tation management systems should be used .Our solution
is based on our efficient trust model and distributed al-
gorithm to clustering network.We present our clustering
approach based on trust for applications in the field of
security.

Keywords: Clustering Algorithm; Maintenance of the
Topology; Mobile Ad Hoc; Self-stabilizing; Trust Relation-
ships

1 Introduction

A mobile ad hoc network is a collection Mobile entities
interconnected by a wireless network forming temporary
independently of any infrastructure or centralized admin-
istration. The nodes in Mobile ad hoc networks join and
leave the networks dynamically. At some point of time
there is a possibility of enormous increase in the size of
the network. Handling nodes in big network may put a
burden on network management schemes and may intro-
duce delays in the net-work.

Dividing big networks in small groups called clusters
may prove to be a good solution for handling them in
a better and efficient manner. As MANET (Mobile Ad

hoc networks) is self organized, the challenge of achieving
security is critical. Evolving and managing trust relation-
ships among the nodes in the network are important to
carry efficient transmissions Clustering organize the ad
hoc networks hierarchically and create clusters of ad hoc
nodes which are geographically adjacent. Each cluster is
managed by a cluster head (CH) and other nodes may act
as cluster gateway or cluster member.

In this article, we present a clustering approach for ef-
ficient, scalable and secure clustering of MANETs. Our
proposal consists on forming clusters around the trust-
worthy nodes; in other words, the node that has highest
trust value is elected as the cluster head. A threshold of
trustworthy is used to perform system stability.

2 Related Work

In the literature, there are many proposals to construct
clusters in mobile ad hoc networks.The first algorithms of
Lowest-ID clustering algorithm (LID) proposed by Baker
and Ephremides [5]. Clustering High-Connectivity (HCC)
of are based on a particular criterion the selection of
cluster-heads, which is the identifier of a node. This algo-
rithm to form clusters in a single jump, where each mem-
ber is its direct neighbor cluster-head. In the construction
phase clusters, nodes communicate with their neighbors
to have a local knowledge and thus fix the cluster-head.

This phase is repeated periodically for any topology
change. The algorithm cited in [15]is a modified version
of the Lowest-ID algorithm .The authors propose a clus-
tering algorithm to reduce the work-Clustering fic control.
A node broadcasts a single message containing his clus-
tering decision. According to his local knowledge of the
topology, each node decides to become a head-cluster or
not. This decision is communicated to the neighborhood,
forcing the neighbors of the new cluster-head who are not
yet affiliated a cluster choose it as a cluster-head.
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In [6], authors propose energy efficient secure trust
based clustering algorithm for mobile wireless sensor net-
work. Their solution creates one hop members to mini-
mize the overhead and take into account the trust level
of a node, mobility, remaining energy and its distance to
neighbors.

In [18], authors present a preference-based protocol for
trust and head selection for cluster-based MANET per-
form the tasks of a certification authority and proactive
secret sharing scheme is used to distribute the private net-
work key to the CHs. In this solution, each cluster is first
formed based on the trust values of the neighbor nodes.
To create cluster, an ad hoc node evaluates its neighbor
nodes’ of neighbor nodes; each node chooses one node that
has the highest value as its trust guarantor. Then, the
chosen node becomes the CH and the chooser becomes a
member of the cluster, a node of the second highest trust
value is chosen, in this way, a cluster is formed by the
CH which has the highest trust value among the cluster
members.

The other trust-based clustering scheme is designed
in [1], Authors propose trust based secure on demand
routing protocol (TSDRP) for Manet’s. In this scheme
each node evaluates the trust value of neighbor nodes and
recommends one of neighbors that have the highest trust
value as its trust guarantor. Then a node becomes a mem-
ber of CH node which is one-hop away.

In [16], authors propose a self-stabilizing clustering al-
gorithm in mobile ad hoc networks Clustering Algorithm
is another trust-based clustering scheme. It evaluates the
stability of node through computing the neighbor change
ratio and the residual battery power of mobile nodes.
To elect CHs by using the voting mechanism, each node
votes other nodes only if the node is the most trustful
one among its neighbor nodes and the node’s stability is
better than itself.

In [10], authors propose an efficient secure group com-
munication in MANET using fuzzy trust based cluster-
ing and hierarchical distributed group key management
which includes a trust value defining how much any node
is trusted by its neighborhood and used the certificate as
node’s identifier. It uses voting mechanism to elect the
most trusted node.

In [17],authors give a honey bee algorithm–based effi-
cient cluster formation and optimization scheme in mobile
ad hoc networks. It aims to elect trust worthy stable CHs
that can provide secure communication via cooperative
nodes. The authors in [17], authors propose performance
analysis of TSDRP and AODV routing protocol under
black hole attacks in Manets by varying network size.

The authors in [12], authors present a multi-metric-
based algorithm for cluster head selection in multi-hop
ad hoc network to improve the search performance and
scalability of MANETs with trust mechanism. In this so-
lution, the trust relationship is formed by evaluating the
level of trust using Bayesian statistic analysis and clusters
can be formed and maintained with only partial knowl-
edge which makes it suitable for distributed autonomous

MANETs.
In [11], authors give a model of mobility aware cluster-

ing scheme with bayesian-evidence trust management for
public key infrastructure in ad hoc networks.

The authors in [14], propose an efficient trust-based
scheme for secure and quality of service routing in
MANETs. A composite trust model for secure routing
in mobile ad-hoc networks is proposed in [13], and Trust
threshold based public key management in mobile ad hoc
networks proposed in [3]. Also, a preference-based proto-
col for trust and head selection for cluster-based MANET
is proposed in [18].

3 Global Architecture and Crite-
ria of Clustering

This section introduces our topology. We assume first
that all nodes periodically broadcast a hello message to
their neighbors in a single jump for the information of
the nodes around them. Our topology is organized clus-
tered. Each cluster consists of a cluster-head, a core and
a periphery.

• The cluster-head is the node that identifies the clus-
ter. He is responsible for the communication between
clusters. The cluster-head is the root of a under
tree built during the clustering process and covers
all members the cluster.

• The core is the center of cluster. The cluster-head is
one of the members of the core of its cluster. All core
members are neighbors to the cluster-head.

• The periphery is composed of cluster members that
are not in the core. Figure 1 illustrâtes the main
features and elements of our topology.

Figure 1: General structure of our topology
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We are interested in the clustering area of security. Our
algorithm uses trust as partitioning criteria.Trust is fun-
damental to maintain a certain level of security. This is
a important aspect in the design of network.

However, in a dynamic and mobile environment with-
out trusted authority centralized, it is not easy to assess
confidence. Many existing solutions propose to calculate
the confidence in MANET based on the information that
a node can collect other nodes passively [8].

As these interactions are frequent in the cooperative
behavior of the nodes of a MANET, it will not difficult
to quickly establish a first estimate of the level of trust
between direct neighbors. If ordinary interactions are
not sufficient to evaluate a ratio trust/distrust, the nodes
can generate additional traffic to evaluate how much they
trust their neighbors. Thus, to manage its trust, each
node i maintains tv value of trust (i, j) for any neigh-
bor j to node i (and possibly former neighbors and nodes
not adjacent where the node i receives recommendations).
This value reflects the degree of trust or distrust node i
has on its neighbor j. Several trust functions were pro-
posed in the literature. We use quantification confidence
proposed in [9] and we extend to reflect Account trusted
recommendations developed in [20].

Thus, our confidence values are real numbers between
-1 and +1. A number negative represents the degree of
distrust. -1 indicates a total distrust. A number positive
represents the degree of confidence. 1 represents absolute
confidence. When a new or unknown node j between in
the neighborhood of node i, the node i initializes tv(i, j)
to a first value init trust (tv(i, j) = init trust).

This initial value is useful for two nodes that have not
yet reported together. For example, if they are completely
unknown init trust = −1 else init trust = 1.

Note that two neighboring i and j may have different
interpretations of their exchanges.Thus, tv(i, j) may be
different from tv(j, i). We use the following function to
calculate the value of the confidence node i to node j:

tv(i, j) = tanh

(
n1∑
k=1

ukwk

)
(1)

Where n1 is the number of interactions between the two
nodes. wk is the weight of the interaction number k. uk

is 1 if the k is positive interaction and -1 if it is negative.
The function tanh is used to project the sum of different
interactions in the interval [-1, 1].

Several examples of interactions can be used to calcu-
late confidence values . All these interactions is based on
the routing information. Here we develop the all interac-
tions we use in our clustering algorithm.

Passive Knowledge: A node can obtain important in-
formation a neighbor in road construction, for ex-
ample. In fact, if a node starts in ”promiscuous”
after the transmission of all packets to hear the re-
transmission by the destination node, it can get the
following information about this neighbor [2]:

• It acts as a black hole if the packet is not for-
warded.

• There is a change of attack if the content has
changed.

• It makes an attack if a manufacturing self-
produced packet is transmitted.

• It makes an identity theft attack if the IP ad-
dresses were falsified.

• It induces delays by delaying the retransmission
of the packet.

Accuracy/packet error: When a node receives a cor-
rect packet, can increase the value of trust which he
attributes to the one that sent the packet, and other
nodes in the path from the source (if the protocol
routing provides information on the nodes that make
up a route from a source to a destination). Similarly,
if the received packet is wrong, the receiver can re-
duce the value of the confidence he attributes to the
sender of the package and the value of the confidence
he attributes to intermediate nodes of the road.

Altruistic Behavior: If an intermediate node on a
route to a destination given, receives a packet for
which the next hop is not available, it can remove
the package and notify the sender. Even So, if there
is a route to the final destination can use this route
from its cache, send the packet on the new road and
notify the sender the broken link. If the new road is
to be correct, it reveals that the sender Error in al-
truistic behavior. Therefore, this information can be
used to increase trust between the two nodes. Com-
pliance / non-compliance with the rules of clustering:
a node that does not meet the clustering rules is ob-
viously a malicious node. His neighbors may detect
this problem by observing how it sets its clustering
variables, described later in this chapter in its hello
messages.

Inconsistent Trust: A node that distributes false re-
ports trust or lies about his relationship of trust is
malicious. This behavior may be detected by com-
paring the ratio of trust receipt and monitoring com-
munications of its neighbors.

Communication with malicious nodes: when a node
regularly exchanges messages with a malicious node, it
is considered a malicious node. These direct assessments
of trust can be strengthened by reports distributed trust.
The confidence reports allow nodes to share the informa-
tion in confidence and disseminate in the network. A sim-
ple approach to distribute the relationship of trust is for
each node to broadcast only trusting relationships with
its immediate neighbors. A report confidence initiated by
node k lists the values of trust that has the other nodes,
namely tv(k, j). When node i receives reports of confi-
dence of a certain node j, it uses them to improve their
confidence value tv(i, j) as follows:
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Where n2 is the number of nodes that have sent con-
fidence reports node j to node i. If the received one re-
port of an un-known node, report trust is not consid-
ered. In addition, the use of tv(i, k) as a weight for a
relationship of trust initiated by a node k favors direct
considerations confidence. Some malicious nodes can lie
about trust. However, these false reports can be detected
by neighbors.Monitoring Mutual nodes avoids inconsis-
tencies trusted reports received.

To use the confidence values calculated by the nodes as
a criterion for clustering,we define two confidence thresh-
olds Smin and Smax where Smin ≤ Smax, Smax ∈ [0, 1]
and Smin ∈ [−1, 0].

• Full Trust (TT): A relationship between two nodes
i and j is a relationship full trust ((Relation(i, j) =
TT )iftv(i, j) ∈ [Smax, 1]andtv(j, i) ∈ [Smax, 1]).

• Partial Trust (PT): A relationship between two nodes
i and j is a relationship partial trust (Relation (i, j)
= PT) if and only if:

– Tv(i, j) ∈ [Smax, 1];

– Tv(j, i) ∈ [Smax, 1];

– Tv(i, j) ∈ [Smin, Smax].

• Suspicion (DT): A relationship between two nodes
i and j is a relationship distrust ((Relation(i, j) =
DT ) if and only if tv(i, j) ∈ [−1, Smin] or tv(j, i) ∈
[−1, Smin]).

Note that the three relationships are symmetrical. For
example, if a node i has a total trust with a node j then
the node j has a relationship total confidence with node
i. In the following, we develop the different steps of our
algorithm clustering.

4 Clustering Algorithm Based on
Trust

This algorithm uses a distributed heuristic and tries to
minimize the explicit information of the formation of clus-
ters. Our algorithm is composed of three sub algorithms:
1, 2 and 3. In the follows, the authors show the rules
forming algorithm.

Algorithm 1 :RULE0: The excluded members.

Begin
if ∨j ∈ Ni.Relation(i, j) = DT then
CHi = null ∧ Parenti = null.

end if

4.1 Description of Rules of the Algorithm

In this section, we present the rules of our clustering al-
gorithm.We start by characterizing a legitimate state. A
legitimate state is stable clustering training cluster-heads,

Algorithm 2 :RULE1 & RULE2: Selection and up-
dating the cluster-head members

RULE1
Begin
if ∨j ∈ Ni.Relation(i, j) = DT then
CHi = null ∧ Parenti = null.

end if
RULE2
if ∨j ∈ N.i[Relation(i, j) = TT ∧ Compare(TT −
edgei, TT−edgej)]∧∨j ∈ N.i[CHj 6= j∧(CHj = null∧
Relation(i, j) = TT ) ∧ Compare(TT − edgei, TT −
edgej)]) then

CHi = i ∧ Parenti = i ∧Hop− CHi = 0
end if

Algorithm 3 :RULE3 & RULE4: Selection and up-
date the other cluster nodes.
RULE3
if ∨k ∈ N.i∃j ∈
N.iCompare(Relation(i, j), Relation(i, k)) ∧ CHi 6= i
then

CHi = CHj ∧Parenti = j ∧HopCHi = HopCHj+1

end if
RULE4
if CHi 6= CHParenti∨HopCHi 6= HopCHParenti+1

then
CHi = null ∧ Parenti = null ∧HopCHi = null

end if

core members, members of the periphery and members
excluded. That algorithm consists of five detailed rules ,
each node determines the role as hello messages it receives
from its neighbors.

In our algorithm, the rules (R0), (R2) and (R4) have
priority over other rules (R1) and (R3). Indeed, an asset
that has a top incorrect value of its variable initializes its
state null. Then, it executes the rule corresponding to
become a cluster-head, a core member, a member of the
periphery or excluded member. The clustering algorithm
added to hello messages the following fields:

• TT − edgei: Number of TT relationships a node i
have with its neighbors.

• CHi: The cluster cluster-head is attached node i.
CHi is equal to null if node i does not yet belong to
a cluster.

• Corei: The kernel member belongs node i. If i is a
clusterhead or ring member then Corei is set to i. If
i is not yet attached to a kernel then Corei is set to
null.

• Hop−CHi: Number of hops from node i to cluster-
head.

• Tv(i, j): For each neighbor j, this field represents the
value of the trust from node i to node j.
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Figure 2: The resulting clustering

• Parenti: This field expresses the father of node i in
the cor-responding subtree. Clustering is performed
in three fully dynamic and distributed phases:

Phase 1: Election of cluster-head. Each node
which has the largest number TT-edge among
its neighbors who do not yet belong to a cluster
declares as a cluster-head. In case of a tie the
node with the most neighbors is elected. In
case of equal values TT-edge and the equal
number of neighbors, the node that has the
greater identity is privileged. Once a node
becomes a cluster-head, he puts his identity in
the scope of its CH hello messages and changes
the value of Hop field - CH to zero.

Phase 2: Core training. All the neighbors who
have relation-ships TT with a cluster-head form
the cluster core. Their hello messages contain
the identity of the cluster-head in the CH field
and the value 1 in the Hop-CH field. A node
can have relationships with several TT cluster-
heads. In this case, the node chooses the cluster-
head that has the largest TT-edge.

Phase 3: Formation of the periphery of the core.
After the phase 1 and Phase 2, the nodes sur-
rounding the core joining the cluster according
to the two steps following (TT privileged rela-
tionship is a relationship that PT is privileged
to DT relationship.

Step 1. Members of the periphery having TT rela-
tions. After incorporation cores, if any of the
nodes that have not yet ad-hered to a cluster
TT and have relations with at least one ring,
they join the cluster which they have the great-
est confidence value.

Step 2. Members of the periphery having PT rela-
tionships. The latter step is to add the nodes
that share relationships with the PT least one

node in the cluster. A node in this category
favors cluster with which it has the lowest dis-
tance (number of hops) to the cluster-head. The
neighbor with whom he has a relationship PT
and the lowest distance clusterhead became his
father in the sub-tree rooted. The cluster-head
is the root of the subtree. This subtree simpli-
fies communication between clusters. A node
in the periphery with at least one neighbor be-
longing in another cluster is called a gateway.
When a node joins a cluster, it updates the CH
and CH-Hop fields of hello message.

Clustering obtained is shown in Figure 2.
To succeed clustering, despite the presence of malicious

nodes, the honest nodes cooperate closely. They do not
communicate the message clustering malicious nodes and
ignore all messages from clustering these nodes. Thus,
clustering messages and data dissemination spend only
by TT relation-ships or relationships PT. However, even
if all malicious nodes were detected, clustering can be
disrupted.

The condition on the number of malicious nodes and
their dispersion in the network is necessary. In fact, if the
network is not sufficiently dense and malicious nodes are
scattered so that they prevent honest nodes to participate
in clustering, the protocol will fail to achieve a complete
clustering. As a result, isolated nodes and clusters can
appear disconnected.

4.2 Clustering Example

We explain our clustering algorithm by applying it to the
set of nodes described in Figure 3. In this example, we
assume that the nodes have already calculated their con-
fidence values from their direct neighbors. Each node has
a unique identifier and is denominated by the trust he at-
tributes to his neighbors. The confidence thresholds are
set at Smin = 0 and Smax = 0.2.
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Figure 3: Example of clustering

Figure 3(a) illustrates the different relationships TT,
PT and DT in the network according to the values of
Smin and Smax. Figure3(b) show nodes 4 and 13 are
clusterheads according to the number of TT relationships
they have with their neighbors.

Recall that this information is broadcast in hello mes-
sages. Each of the nodes 4 and 13 puts its identity in the
CH field and updates the Hop-CH field to 0. Then, nodes
1, 7 and 10 (respectively 2, 8 and 9) which share a relation
TT with cluster-head 13 (respectively 4) form the core of
it (see Figure 3 (c)) Nodes 1, 7 and 10 (respectively 2, 8
and 9) change their fields CH and Hop - CH from their
hello messages to respectively 13 and 1 (respectively 4
and 1). The two nodes 14 and 15 have TT relations with
node 2. Thus, they join cluster 4. They are attached to
kernel member 2 (see Figure 3(c)).

They update their CH and Hop-CH fields accordingly.
In the last step, the nodes 12 and 5 (respectively 3) that
share a PT relationship with a node belonging to cluster 4
(respectively 13), join this cluster and update the CH and
Hop - CH fields of their hello messages. Oriented edges
in the example illustrate the subtrees built during the
clustering process. When a node joins a cluster, it chooses
a father in the shortest way to the cluster-head. Nodes
6 and 11 do not share any TT or PT relationships with
other nodes of the network. So, the clustering algorithm
does not take into account these nodes in the clusters

obtained.

4.3 Convergence and Accuracy of the Al-
gorithm

We show in this section that our algorithm converges to
a state legitimate. For example, from any initial state,
the algorithm con-verges to a stable state composed of
cluster-heads, core members, member of the periphery
and excluded members. We will assume for this that the
nodes are not malicious.

Lemma 1. The node running the rule (R0) does not
change its state only time and remains stable there after.

Proof. A node that only sharing DT relations with its
neighbors will belong to any cluster, and runs the rule
(R0). In addition, any of its neighbors will consider it,
and it will be ignored. Therefore, it will no longer change
state.

Lemma 2. The node running the rule (R1)stabilizes after
more (4− 1)2 movements.

Proof. The node that has the maximum number of TT
compared Relations with all its neighbors with which it
shares a TT relationship will become a cluster-head. It
does not change state thereafter because the decision is
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local and has best value (the maximum number of TT re-
lations). This comparison depends only the number of re-
lationships that TT is previously updated by the message
hello. Against by, in some cases, the rule (R1), the node
is declared as a cluster-head because it has the maximum
number of relationships TT compared with all neighbors
with whom it shares TT relationship and who are not yet
to a cluster. His decision depends only on its neighbors
which are stabilized at the after (∆− 1) move. Hence, a
cluster-head stabilizes more after (4−1)2 movements.

Lemma 3. The system enters a legitimate state in O
(n(4− 1)2).

Proof. The other vertices which are not cluster-heads
always choose the parent with whom they share the
strongest relationship. This Parent exists and is unique
because the Com-pare function (x, y) selects a single
vertex. The best relationship is the relationship with a
cluster-head, which is the root of subtree. According to
the previous lemma, a cluster-head converges to a sta-
ble state more after (4− 1)2 movements. The algorithm
converges and a legitimate state O(n(4− 1)2).

5 Maintenance of the Topology

The clustering algorithm is self-stabilizing. It runs contin-
uously and readjusts clusters based on trust relationships
between nodes. Relationships confidence evolves over
time depending on the interactions between the nodes.
The Mobility can also change the situation of clusters. In
fact, when a node acquires new neighbors or loses some
of them, because of mobility, several changes can appear
in the situation of the node inside Cluster:

1) The number of TT (TT-edge) relationships of the
node can change. For example, if the node is a
cluster-head, it can no longer be. If the node is a
member from the periphery, it can become a mem-
ber of the kernel or a cluster-head.

2) The PT or TT relationships that link a node to a
cluster can break and the node no longer belongs to
the cluster.

3) A node that has only DT relationships with its neigh-
bors can acquire PT or TT relationships and thus
joins a cluster.

4) Etc. Phase 1, Phase 2 and Phase 3 of the clustering
algorithm are re-executed as often as necessary to
form new clusters or up-date existing clusters.

5.1 Election of a New Cluster-head

Several situations may involve the election of a new
cluster-head. We focus on two of these situations: the
failure of the current cluster-head and the change the
TT-edge value of the current cluster-head so that it is no

longer the node with the highest TT- edge value among
its neighbors.

1) Cluster-head failure: If a cluster-head goes down, its
wires (that’s to say other members of the same ker-
nel) no longer receive his hello messages periodicals.
In this case, the kernel members re-initialize the CH
field from their messages hello to null. Upon receipt
of these modifications of the message hello, members
of the underlying periphery are also putting the CH
field of their hello messages to null. This launches
the clustering phases of these nodes and rearranges
the cluster.

2) Modification of the TT- edge value: A cluster head
including one of its neighbors has a higher value TT-
edge re-initializes the CH field of its messages hello to
null. When receiving updates to the hello messages,
the neighbor’s cluster-head that are members of the
cluster propagate this re-initialization to all members
of the cluster. This leads to a failure situation of the
cluster-head.

5.2 Breaking Trust Relationships

When a node is authenticated as a member of the group
and has at least a TT or PT relationship with a cluster
member, he remains a member of the cluster. When the
TT or PT relation-ships that link the node to the cluster
are broken (because of mobility or change of trust value),
the node must to be excluded from the cluster: it is con-
sidered a malicious node. At this level, exclusion does not
have a practical impact. In fact, if the node is malicious,
it does not will not respect the clustering rules. The node
then joins another cluster if it has TT or PT relation-
ships with other nodes in the network. This modification
may generate other changes in the constitution of clus-
ters. Note here that all stages of clustering are based on
trust and strict respect for Clustering rules for members.
Malicious nodes may not respect these rules. In this case,
using the confidence values, it is possible to detect the ma-
licious nodes. As described earlier in this section, a node
can detect that a neighbor is not complying with cluster-
ing rules by controlling values of its clustering variables
(contained in its hello messages).

5.3 Failure of a Core Member or a Mem-
ber of the Periphery

When a kernel member or a member of the periphery fails,
the other periphery members that depend on it are iso-
lated from the cluster. These re-execute Phase 3 cluster-
ing to select a new father in the cluster or to join another
cluster.

5.4 Management of New Nodes

When a new member j becomes neighbor of a member i, i
assigns the value 1his trust relationship with j(tv(i, j) =
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1). This means that a new member he is granted a TT
relationship upon his arrival and, therefore, has access to
the different clustering steps. However, if i and j fail to
authenticate, they attribute to each other a relationship
of mistrust.

6 Evaluation

We simulated our algorithm to evaluate its performance
and compare it with other clustering algorithms perfor-
mance. In This section provides an overview of our simu-
lation model and results we have obtained. We simulated
our approach within the platform NS2 network simula-
tion. Our simulation MANET models a maximum of 100
nodes moving randomly in an area of 1000x1000 m2 un-
der model Random waypoint Model [4]. Each node is
equipped with a radio transceiver capable of transmitting
up to 250 m.

We use as 802.11 protocols MAC layer in our exper-
iments. We assessed the stability of our system cluster-
ing by studying the variation in the number of clusters it
generates. To see the behavior of this approach and to
measure the effect that will cause the implementation of
our algorithm in an OLSR network, we performed several
simulations with variable number of nodes and different
nodes velocity. We used NS2 [7] as a network simulator.

We performed simulations with, and without cluster-
ing inter-val and we have recorded the average number of
clusters built (which we note NC) and the average time
during which a cluster is Maintained.

6.1 Trust Value of Cluster Head Based on
the Number of Nodes

To approve the efficiency of our algorithm, we compared
it with another algorithm in the literature, which is the
algorithm of clustering based on node density. We notice
that the trust values of the clusterhead in our proposal
are much more important than in the algorithm based on
density.

Figure 4: Average trust value of CH = f ( nb of nodes ),
V = 10 m/s

In our algorithm the trust of the CH varies between
224,07 and 1673,9 while in the algorithm of clustering

based on density it varies between76,076 and 1100, 7 (see
Figure 4).

6.2 Number of Clusters Formed Based on
the Number of Nodes in the Network

Figure 5 shows the evolution of the number of clusters
in relation to the number of nodes in the network for a
maximum speed of 10 m /s.

Figure 5: Average number of cluster = f (nbr nodes), V
= 10m/s

We notice that the numbers of clusters in our proposal
are less than in the algorithm based on density, which
shows the stability of our proposal.

6.3 Number of Clusters Formed Based on
the Number of Nodes in the Network

Figure 6 shows the evolution of the number of clusters
in relation to the number of nodes in the network for a
maximum speed of 10 m /s.

Figure 6: Average number of cluster = f (nbr nodes), V
= 10m/s

We notice a great improvement with the use of the
clustering interval. The number of clusters varies between
246 and 8588 in the case where the clustering interval is
not used, when this number varies between 4.8 and 6.8
with the use of clustering interval for a network with 100
nodes.

6.4 Trust Value of Cluster Head Based on
the Number of Nodes

Figure 7 shows the evolution of trust value of clusters
in relation to the number of nodes in the network for a
maximum speed of 10 m /s.
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Figure 7: Average trust value of CH = f ( nb of nodes ),
V = 10 m/s

We notice a great improvement with the use of the
clustering interval. The trust value varies between 88,9
and 1112,5 in the case where the clustering interval is not
used, when it varies between 224,07 and 1673.9 with the
use of clustering interval for a network with 100 nodes.

6.5 Average Cluster Duration Based on
the Number of Nodes in the Network

Figure 8 shows the behavior of the average time during
which a cluster is built based on the number of nodes in
the network.

Figure 8: Average cluster duration = f(nbr nodes) , V =
10m/s

We notice a significant improvement brought by the
clustering interval. The average duration of clusters varies
between 0.007 ms and 1.116 ms in the case where the
clustering interval is not used, when this number varies
between 5,39 ms and 13.37 ms with the use of clustering
interval for a network with 100 nodes.

7 Comparison and Analysis

We compared our clustering algorithm with two existing
schemes SGCP [19] (Secure Group Communication Pro-
tocol)and LID [5](Lowest IDentifier). LID is one of the
most known protocols clustering. LID is usually used as
a reference protocol evaluation of clustering algorithms
performance. We simulated the three protocols in the
three scenarios described above mobility: mobility low,
medium, high mobility and mobility. We considered dif-
ferent connectivity rate and measured the number of clus-
ters realized by each three protocols.

Figure 9: Comparison of the number of clusters of our
protocol with LID, SGCP

Figure 9 shows that our algorithm gives good results.
It has the same number of clusters as LID in a low mobil-
ity scenario(see Figure 9(a) ) and has the lowest number of
clusters in medium and high mobility scenarios.(see Fig-
ure 9(b),(c) We also studied the variation of the number
of clusters of three protocols over time. For this, we also
performed the three protocols under the same conditions
of mobility and connectivity for 50s.

Figure 10 represents our results. It’s clearly shows that
the variation in the number of clusters is not important
and is stable with LID and our protocol. It is not the case
for SGCP where the number of clusters increases dramat-
ically after 20s simulation. This shows that compared
to SGCP and LID, our protocol Clustering is stable: it
generates a reasonable number of clusters in all mobility
scenarios.
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Figure 10: Évolution of the number of clusters

8 Conclusions

Our clustering algorithm is used to manage the network
dynamics, it is based on building a topology to minimize
the mobility of the network, optimize the scalability, facil-
itate and secure protocols communication. Our proposal
is based on the definition of a model Dynamic and dis-
tributed trust for ad hoc mobile networks. Our approach
is to divide the network into clusters organized into sub-
trees linked and supervised by cluster-heads. By There-
fore, the addition or removal of a member only affects the
cluster to which it belongs. The security of our protocol is
enhanced by its clustering criterion that constantly mon-
itors the relationship of trust between nodes and expels
malicious nodes in the broadcast session.

The clustering algorithm is self-stabilizing. It runs con-
tinuously and read just clusters based on trust relation-
ships between nodes. Relationships confidence evolves
over time depending on the interactions between the
nodes. The Mobility can also change the situation of clus-
ters.

To succeed clustering, despite the presence of malicious
nodes, the honest nodes cooperate closely. They do not
communicate the message clustering malicious nodes and
ignore all messages from clustering these nodes. Thus,
clustering messages and data dissemination spend only
by TT relation-ships or relationships PT. However, even
if all malicious nodes were detected, clustering can be dis-
rupted. The condition on the number of malicious nodes
and their dispersion in the network is necessary. As per-
spective to this work to make our algorithm more stable,
we added the concept of the threshold of trust, which
represents the trust value at which each node can act as
cluster head.

Our algorithm gives good results. It has the same num-
ber of clusters as LID in a low mobility scenario and has
the lowest number of clusters in medium and high mobil-
ity scenarios. This shows that compared to SGCP and
LID, our protocol Clustering is stable: it generates a rea-
sonable number of clusters in all mobility scenarios. Ac-
cording to the results of simulations that we made, we
notice a great improvement and better system stability
with the adopted solution.Also, we plan to use the clus-

tering solution to manage cryptographic key in MANETs.
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Abstract

The article first puts forward two number-guessing prob-
lems that is to guess if an odd integer or one of its divisors
is a divisor of another odd integer that is contained in an
given odd sequence consisting in consecutive odd integers,
then solves the two problems through an investigation on
the global intrinsic properties of the odd sequence. Sev-
eral criteria are proved to determine if a special term is
contained in an odd sequence. Based on the proved cri-
teria, algorithms are designed to detect if a interval con-
tains a divisor-host that has a common divisor with a
given number and to find out the divisor-host by means
of probabilistic search. The theory and the algorithms are
helpful in cracking a password or some encryption codes.

Keywords: Cryptography; Number Guessing; Password
Cracking; Probabilistic Algorithm

1 Introduction

It is mandatory for a researcher of information security
to guess the key of encrypted information. For exam-
ple, it is necessary to simulate a crack on an encrypted
system by guessing the password to see if the designed
password is sure to be save enough, as J Lopez and H
C Chou introduced in their articles [4] and [2]. In fact,
such guessing games have been a primary approach in
cryptography. In order to increase the probability of a
successful encryption or decryption, kinds of mathemat-
ical methods are applied to the guessing process, as in-
troduced and overviewed in articles [5] to [3]. Among the
historical guessing approaches, the Pollard’s rho method
of factoring integers was a remarkably successful one be-
cause it was essentially a probabilistic algorithm called
Monte Carol’s approach, as analyzed in Bach’s article [1].

A recent study comes across a problem that requires
knowing an odd integer N with a nontrivial divisor that
can divide another odd integer o that is hidden in a very
large odd interval Iodd, which consists in finite consec-

utive odd integers. For example, suppose N is an odd
composite integer; according to theorems proved in [7]
and [8], one of N ’s divisor p can be found uniquely in an
odd integer o lying in a divisor-interval, as the five odd
composite integers and their respective divisor-intervals
list in Table 1.

Due to a vast number of the odd integers contained in
Iodd, a one-by-one sequential check is impossible to per-
form the detection of o, called a divisor-host, even with
the fastest computer in the world. Hence the interval
Iodd is subdivided into finite subintervals to be separately
searched in parallel computation, as introduced in arti-
cle [8]. Since there might be only one divisor-host o con-
tained in one of the subdivided subintervals, solutions for
the following two problems are necessary.

(P1). Is there a way to know which subinterval o lies in?

(P2). Is there a simple and fast way to locate o’s position
if the subinterval in which o lies is known?

The problems P1 and P2 are sure the kind of guessing-
number problems if their background stated above is ig-
nored. Moreover, they can be described in the following
more general questions Q1 and Q2.

(Q1). Is there a way to know if an odd integer o itself or
one of its divisorscan divide one of the odd integers
in an odd interval Iodd?

(Q2). If an odd integer o itself or one of its divisors does
divide one of the odd integers in an odd interval Iodd,
is there a simple and fast way to detect the divisor-
host that is divisible by o or one of o’s divisors?

This article intends to answer the two questions Q1
and Q2 and explores their applications. By analyzing the
intrinsic traits of consecutive odd integers that contain a
special term, the article proves several criteria that can
determine if o or one of o’s divisors is contained in an
odd interval or in an arithmetic progression. Based on
the proved criteria, a fast way is developed to detect the
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Table 1: Big integers and their divisor-intervals

Composite integer N N ’s Divisor-interval

N1 = 1123877887715932507 [323935746324954482071652928163131137,323935746324954482071652929223262207]

N2 = 1129367102454866881 [325517904753935056870231790741633615,325517904753935056870231791804350463]

N3 = 35249679931198483 [317500890806149478235110120566155,317500890806149478235110308315135]

N4 = 208127655734009353 [14997178124946870357186221307775309,14997178124946870357186221763985407]

N5 = 331432537700013787 [47764462505095678672504375649205487,47764462505095678672504376224907263]

interval that contains o or one of o’s divisors and a prob-
abilistic approach is proposed to find out the integer that
has a common divisor with o.

2 Symbols and Notations

In this whole article, an odd interval [a, b], also called an
odd sequence, is a set of consecutive odd numbers that
take a as the lower bound and b as the upper bound,
for example, [3, 11] = {3, 5, 7, 9, 11}. Symbol Σ[a, b] is
to express the sum of all terms on the close odd interval
[a, b], for example, Σ[3, 11] = 3 + 5 + 7 + 9 + 11 = 35.
Symbol ΣS

n is the arithmetic average value on odd interval

S that consists in n odd integers, and symbol ΣS
ρn = 1

ρ ×
ΣS
n is called a ρ-enhanced arithmetic average value on S.

Symbol ]a, b[ is to express a set whose elements are either
smaller than a or bigger than b, and thus x ∈ ]a, b[ is
equivalent to x ≤ a or x ≥ b. Symbol a|b means b is
divisible by a and symbol a - b means b is not divisible
by a. Symbol A⇒ B means conclusion B can be derived
from condition A; A⇔ B means B holds if and only if A
holds; the term ’if and only if’ is also briefly written by
notation iff, which also means ’the necessary and sufficient
condition.

3 Main Results and Proofs

Theorem 1. Suppose N is a composite odd integer with
a divisor p bigger than 1, m and n are positive integers
with 1 ≤ m ≤ n < p; let S = {s1, s2, ..., sn} be a set that
consists in n consecutive odd integers in which sm is the
unique term such that p|sm and N - sm; then there are
at least (n−m)(n−m+ 1) + 1 possible ways to compute
GCD(N, sm) if m ≤ n < 2m − 1, and there are at least
m(m − 1) + 1 possible ways to compute GCD(N, sm) if
n ≥ 2m− 1.

Proof. The given conditions immediately yield
GCD(sm, N) = p. Since S consists in n consecu-
tive odd integers, when n ≥ 2m− 1 it knows that, there
are m − 1 terms on the left side of sm and there are at
least m − 1 terms on its right side. This time, it yields
the following facts.

1) There are 2(m − 1) ways to obtain 2sm by choosing
sm−j or sm+j that fits sm−j + sm+j = 2sm with

j = 1, 2, ...,m− 1;

2) There are 2(m − 2) ways to obtain 4sm by choos-
ing two consecutive terms, sm−j and sm−j−1, or two
terms, sm+j and sm+j+1, that fit sm−j + sm−j−1 +
sm+j+sm+j+1 = 4sm with j = 1, 3, ...,m−2. Consid-
ering that arbitrary symmetrically-distributed four
terms, say sm−l, sm−k,sm+l and sm+k, fit sm−l +
sm−k + sm+l + sm+k = 4sm, one knows there are at
least 2(m− 2) ways to obtain 4sm.

3) Likewise, there are at least 2(m− k) ways to obtain
by choosing k consecutive terms, say sm−j−k, · · · ,
sm−j−1, sm−j or sm+j , sm+j+1, · · · , sm+j+k that fit
sm−j−k + · · · + sm−j−1 + sm−j + sm+j +sm+j+1 +
· · ·+ sm+j+k = 2ksm with j = 1, · · · ,m− k − 1;

4) There is one way to obtain sm, that is, to choose sm
itself.

Consequently, from 1 to k the minimal ways, denoted by
Λk, which can produce multiples of sm are given by

Λk = 2(m− 1) + 2(m− 2) + · · ·+ 2(m− k) + 1

= k(2m− k − 1) + 1.

And when k = m− 1, it yields

Λm−1 = m(m− 1) + 1.

When m ≤ n < 2m− 1, there are m− 1 terms on the
left side of sm while there are merely n−m < m−1 terms
on its right side. Hence Λn−m is the biggest number for
the case and consequently it yields

Λn−m = 2(n−m) + ...+ 2 + 1

= 2(
(n−m+ 1)(n−m)

2
) + 1

= (n−m)(n−m+ 1) + 1

Corollary 1. Suppose p is an odd prime number, m and
n are positive integers with 1 ≤ m < n < p and n =
2m − 1; let S = {s1, s2, ..., sn} be a set consisting in n
consecutive odd integers; then the necessary and sufficient
condition of p|sm is p|ΣS, namely, p|sm ⇔ p|ΣS.
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Proof. n = 2m− 1 means sm is the mid-term of S. p|sm
yields sm = ps for some odd integer s > 1 and sm−j +
sm+j = 2sm with j = 1, 2, ...,m− 1. Consequently,

p|sm ⇒ p|ΣS.

Since S consists in n consecutive odd integers, it knows

ΣS = Σ[s1, sm−1] + sm + Σ[sm+1, s2m−1]

= (2m− 1)sm.
(1)

Note that the condition that 1 ≤ m < n < p and
n = 2m− 1 yields p > 2m− 1; hence p - 2m− 1 because
of p’s primality and as a result,

p|ΣS ⇒ p|sm.

Corollary 2. Suppose p is an odd prime number, m
and n are positive integers with 1 ≤ m < n < p and
n = 2m − 1; Let S = {s1, s2, ..., sn} be an arithmetic in-
teger sequence that consists in n consecutive terms; then
the necessary and sufficient condition of p|sm is p|ΣS,
namely, p|sm ⇔ p|ΣS.

Proof. (Omitted)

Theorem 2. Let S be an odd sequence that consists in n
consecutive odd integers and s be an odd integer; then S
contains s iff ns−n(n−1) ≤ ΣS ≤ ns+n(n−1), whereas
S does not contain s iff ΣS ∈]ns−n(n+1), ns+n(n+1)[.

Proof. The necessity. When containing s, S is given by

S = {s− 2k, ..., s− 2, s, s+ 2, ..., s+ 2l︸ ︷︷ ︸
n terms

}

with l, k ≥ 0 and l + k + 1 = n; consequently it yields

ΣS = ns+ (l − k)n.

Since k+l+1 = n⇒ k+l = n−1⇒
{
l = n− 1− k
k = n− 1− l ,

it yields

ΣS =

{
ns+ n(n− 1)− 2nk
ns− n(n− 1) + 2nl

(2)

Considering the following two particular cases given by

S = {s, s+ 2, ..., s+ 2(n− 1)︸ ︷︷ ︸
n terms

} ⇒ ΣS = ns+ n(n− 1)

and

S = {s− 2(n− 1), ..., s− 2, s︸ ︷︷ ︸
n terms

} ⇒ ΣS = ns− n(n− 1),

it yields

ns− n(n− 1) ≤ ΣS ≤ ns+ n(n− 1).

When not containing s, S fits one of the following two
cases

1) S = {s+ 2k, s+ 2k + 2, ..., s+ 2k + 2(n− 1)︸ ︷︷ ︸
n terms

} with

k ≥ 1 leads to

ΣS = ns+ n(n− 1) + 2kn (3)

2) S = {s− 2l − 2(n− 1), ..., s− 2l − 2, s− 2l︸ ︷︷ ︸
n terms

} with

l ≥ 1 leads to

ΣS = ns− n(n− 1)− 2ln. (4)

Note that, Case (1) turns to be S =
{s+ 2, s+ 4, ..., s+ 2n︸ ︷︷ ︸

n terms

} ⇒ ΣS = ns+n(n+1) when k = 1

and case (2) turns to be S = {s− 2n, ..., s− 4, s− 2︸ ︷︷ ︸
n terms

} ⇒

ΣS = ns − n(n + 1) when l = 1; it immediately knows
ΣS ∈]ns− n(n+ 1), ns+ n(n+ 1).

Hence the necessity is true. Next is the proof for
the sufficiency. Without loss of generality, let S =
{s1, s2, ..., sn}; then sn = s1 + 2(n − 1) and ΣS = ns1 +
n(n−1). The condition ns−n(n−1) ≤ ΣS ≤ ns+n(n−1)
yields

ΣS

n
− (n− 1) ≤ s ≤ ΣS

n
+ (n− 1).

Namely,
s1 ≤ s ≤ s1 + 2(n− 1).

Hence it is sure that S contains s.
Now consider ΣS ∈]ns−n(n+1), ns+n(n+1)[, namely,

ΣS ≤ ns − n(n + 1) or ΣS ≥ ns + n(n + 1). If ΣS ≤
ns− n(n+ 1), it holds

ΣS

n
+ (n+ 1) ≤ s.

Substituting ΣS by ns1 + n(n− 1) yields, namely

sn = s1 + 2(n− 1) < s

which says S does not contains s when ΣS ≤ ns−n(n+1).
Similarly, ΣS ≥ ns+n(n+1) yields s < sn−2(n−1) =

s1, which indicates S does not contains s.
Hence the sufficiency is also true.

Theorem 2 can be alternatively stated as the following
Theorem 3 and Theorem 4.

Theorem 3. Let S be an odd sequence that consists in n
consecutive odd integers and s be an odd integer; then S
contains s iff|ΣSn − s| ≤ n − 1, and S does not contain s

iff |ΣSn − s| ≥ n+ 1.

Theorem 4. Let S be an odd sequence that consists in n
consecutive odd integers and s be an odd integer; then S
contains s iff |ΣSns − 1| ≤ n−1

s , and S does not contain s

iff |ΣSns − 1| ≥ n+1
s .

These theorems directly derive out the following corol-
laries.
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Corollary 3. Let S be an arithmetic integer sequence that
consists in n terms with common difference d; suppose s is
an integer number; if S contains s, then ns− 1

2n(n−1)d ≤
ΣS ≤ ns + 1

2n(n − 1)d; if S does not contains s, then
ΣS ∈]ns− 1

2n(n+ 1)d, ns+ 1
2n(n+ 1)d[.

Proof of Corollary 3. (Omitted)

Corollary 4. Let S1 = {s1, s2, ..., sn} and S2 = {sn +
2, sn + 4, ..., sn + 2n} be two adjacent odd sequences each
of which consists in n terms; then ΣS2 = ΣS1 + 2n2.

Proof. sn = s1 +2(n−1)⇒ ΣS1 = ns1 +n(n−1). ΣS2 =
nsn + n(n+ 1) = ns1 + n(n− 1) + 2n2 = ΣS1 + 2n2.

Corollary 5. Suppose S is an odd sequence that consists
in n consecutive odd integers and s = pq is an integer
with p and q being odd integers and 1 < n ≤ p ≤ q; then
S contains s iff |ΣSnp − q| ≤

n−1
p , and S does not contain

s iff |ΣSnp − q| ≥
n+1
p . This indicates ΣS

np is more closer to
q if S contains s = pq.

Proof. (Omitted)

Corollary 6. Suppose S is an odd sequence that consists
in n consecutive odd integers and p is an odd integer that
fits 1 < n ≤ p; if there exists an odd integer q that satisfies
|q − ΣS

np | ≤
n−1
p then S contain s = pq.

Proof. |q − ΣS
np | ≤

n−1
p ⇒ −n−1

p ≤ q − ΣS
np ≤

n−1
p ⇒

ΣS
np −

n−1
p ≤ q ≤ ΣS

np + n−1
p ⇒ ΣS − n(n − 1) ≤ ns ≤

ΣS + n(n − 1). Since p and q are odd integers, s = pq
is an odd integer. By Theorem 2, it knows S contain
s = pq.

Corollary 5 and Corollary 6 result in the following The-
orem 5.

Theorem 5. Suppose S is an odd sequence that consists
in n consecutive odd integers and p is an odd integer that
fit 1 < n ≤ p; then there exists an odd integer q such that
S contains s = pq iff there exists an odd integer q that
satisfies |q − ΣS

np | ≤
n−1
p .

Obviously, the computation of q is mandatory to take
into consideration, as proposed by the following proposi-
tion.

Proposition 1. Arbitrary integers p, q and n with 1 <
n ≤ p and q ≥ 1, the inequality |q − α

np | ≤
n−1
p yields

with arbitrary real number α. Consequently, suppose S is
an odd sequence consisting in n consecutive odd integers
and p is an odd integer that fit 1 < n ≤ p ; if there
exists an odd integer q such that S contains s = pq then⌊

ΣS
np

⌋
− 1 ≤ q ≤

⌊
ΣS
np

⌋
+ 1.

Proof. α
np −

n−1
p ≤ q ≤ α

np + n−1
p ⇒

⌊
α
np −

n−1
p

⌋
≤ q ≤⌊

α
np + n−1

p

⌋
⇒
⌊
α
np

⌋
−
⌊
n−1
p

⌋
−1 ≤ q ≤

⌊
α
np

⌋
+
⌊
n−1
p

⌋
+1.

Since 1 < n ≤ p leads to
⌊
n−1
p

⌋
= 0, it knows

⌊
α

np

⌋
− 1 ≤ q ≤

⌊
α

np

⌋
+ 1

4 Algorithms & Applications

By now, the questions Q1 and Q2 raised in the introduc-
tory part has been answered. For example, Theorem 2
shows how to know if an odd interval contains a special
odd integer, Theorem 5 shows how to know if a divisor
of an odd integer is a divisor of a term in an odd in-
terval. Moreover, Theorem 1 indicates that, there is big
probability to seek a unique term in a large odd interval,
This provides a new applicable chance in factorization of
odd composite integers by probabilistic approaches. Ac-
cordingly, this section presents a fast way to detect the
divisor-interval that contains the divisor-host and intro-
duces a probabilistic approach to search the divisor-host.
Examples to solve the problems Q1 and Q2 are also given
in this section.

4.1 Fast Detection of Divisor-interval

Let Iodd be a very large odd interval that contains the divi-
sor host Nhost; as is stated, a one-by-one check is difficult
to locate Nhost. Instead, a subdivision-based approach
can reach an appreciated effect. The approach first sub-
divides Iodd into a proper number of subintervals, then
calculates the arithmetic average value ΣS

n , s-enhanced

arithmetic average value ΣS
ns or p-enhanced arithmetic av-

erage value ΣS
np on each subinterval. Since n− 1,n−1

s and
p−1
p are definitely known for a given n, s or p, it is easy

to judge which subinterval contains Nhost. Assuming Lsi
is set to be the biggest number of odd integers contained
in each subinterval, the following algorithm can find the
subinterval containing Nhost. The process is described as
a divisor-interval detecting algorithm (Algorithm 1).

Algorithm 1 Divisor-interval Detecting Algorithm

1: Begin
2: Input: Large odd interval Iodd, Lsi, s (or p);
3: Step 1. Calculate N , the number of odd integers in
Iodd;

4: Step 2. Subdivide Iodd into m+1 subintervals, among
which m ones are of equal length Lsi and one is of
length R by N = mLsi +R.

5: Step 3. Compare on each subinterval ΣS
Lsi
−s with n−1

or ΣS
sLsi
− 1 with Lsi−1

s for objective s, (or compute q

with Algorithm 2 and then compare ΣS
pLsi

− q with
Lsi−1
p for objective p), where ΣS is the sum on the

respective subinterval.
6: Step 4. Choose the host-interval by Theorem 5* (or

Corollary 5 for p).
7: End
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Remark 1. If the calculated objective is a divisor p, it
is mandatory to calculate q first. This can be done as the
following subroutine (Algorithm 2) shows.

Algorithm 2 Subroutine: q’s Calculation

1: Begin
2: Input: p, Lsi, ΣS;
3: Step 1. Calculate ε = Lsi−1

p ;

4: Step 2. Calculate q−1
i =

⌊
ΣS
pLsi

⌋
− 1, q0

i =
⌊

ΣS
pLsi

⌋
and

q+1
i =

⌊
ΣS
pLsi

⌋
+ 1 on each subinterval;

5: Step 3. Choose q to be an odd one from q−1
i , q0

i and
q+1
i that satisfies |q − ΣS

np | ≤ ε
6: End

4.2 Probabilistic Approach To Find Out
Divisor-host

Now that a divisor-interval is obtained with Algorithm 1,
one can search the divisor-host by the brutal search, which
searches the objective number one by one in the divisor-
interval. It is known that, the efficiency of the brutal
search depends on the length of the divisor-interval and
sometimes a probabilistic search is faster than the bru-
tal search. Therefore here introduces a probabilistic ap-
proach. According to Theorem 3, the probability to find
the GCD will increase a lot by adding two or more odd
integers in the divisor-interval. Thus, the probabilistic
approach of searching the divisor-host can be deigned as
Algorithm 3 shows.

Algorithm 3 Probabilistic Algorithm

1: Begin
2: Input: odd composite integer N and N ’s divisor-

interval Iodd
3: Begin loop
4: Step 1. Select an integer a ∈ Iodd randomly;

Select another integer b ∈ Iodd randomly;
5: Step 2. d1=FindGCD(N , a);d2=FindGCD(N , b);

d3=FindGCD(N , a+ b);
6: Step 3. If d1 > 1 then stop loop and return d1;

If d2 > 1 then stop loop and return d2;
If d3 > 1 then stop loop and return d3;

7: End loop
8: End

Remark 2. Algorithm 3 can also be a algorithm to fac-
torize an odd integer. It can be applied only on the divisor-
interval. Otherwise, it will fail absolutely.

Applying Algorithm 3, big odd integers list in Ta-
ble 1 are very quickly factorized by N1 = 299155897 ×
3756830131, N2 = 25869889 × 43655660929, N3 =
59138501× 596052983, N4 = 430470917× 483488309 and
N5 = 114098219× 2904800273.

4.3 Comments & Examples

One can see that, the purpose of the algorithm 1 is to
subdivide a big interval to find out the host-interval. The
time complexity of the algorithm is O( N

Lsi
) with N being

the number of terms in Iobj and Lsi that is set up in ad-
vance and according to the computational capability of
the computer performing the computation. Algorithm 2
is an auxiliary process of Algorithm 1 and its time com-
plexity is O(1). Algorithm 3 can be applied following
Algorithm 1. It needs to point out that, Algorithm 3 here
is merely a framework of the probabilistic approach. It
needs improving in the way that picks the numbers ran-
domly. The related work will be shown in a future paper.

In order for readers to understand the theory and the
algorithms 1 and 2, here presents 2 examples which are
also examples of the problems Q1 and Q2 with their so-
lutions.

Example 1. Let S1, S2 and S3 be three sets each of which
consists in 5 odd consecutive integers; suppose the sum of
all the odd integers in each set is given by 4045, 4095 and
4145 respectively, judge which of S1, S2 and S3 contains
the number 825.

Solution. The number 825 is the objective and each
of S1, S2 and S3 is a possible host-interval. n = 5
yields n−1 = 4. The arithmetic average values of S1,
S2 and S3 are respectively 4045

5 = 809, 4095
5 = 819

and 4145
5 = 829. Since |809 − 825| = 16, |819 −

825| = 6 and |829 − 825| = 4, it knows S3 contains
the objective 825 by Theorem 5*.

Example 2. Let S={1133, 1135, 1137, 1139, 1141,
1143, 1145, 1147, 1149, 1151, 1153, 1155, 1157,
1159, 1161, 1163, 1165, 1167, 1169, 1171}; detect
if 31 can be divisible one of the terms in S.

Solution. The objective is p = 31 and Iobj = S. N = 20
is the number of terms in S. Subdivide S into 4
sub-sequences, (and thus Lsi = 5), by

S1 = {1133, 1135, 1137, 1139, 1141},

S2 = {1143, 1145, 1147, 1149, 1151},

S3 = {1153, 1155, 1157, 1159, 1161},

S4 = {1163, 1165, 1167, 1169, 1171}.

Let ε = Lsi−1
p = 5−1

31 ≈ 0.129 and E = Lsi+1
p = 5+1

31 ≈
0.1935; by Corollary 4, it needs to determine a q and check
| ΣSi

5×31 − q| ≤ ε for i = 1, 2, 3, 4. Note that,

ΣS1 = 5685⇒ ΣS1

5× 31
≈ 36.6774

ΣS2 = 5735⇒ ΣS2

5× 31
= 37.0000

ΣS3 = 5785⇒ ΣS3

5× 31
≈ 37.3226
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ΣS4 = 5835⇒ ΣS4

5× 31
≈ 37.6452

By Proposition 1, q is 37.0000; then by Corollary 4, it
knows that S2 contains a term that is divisible by 31. In
fact, 1147=31×37.

As a comparison, subdividing S into 5 sub-sequences,
which leads to Lsi = 4, results in

S1 = {1133, 1135, 1137, 1139},

S2 = {1141, 1143, 1145, 1147},

S3 = {1149, 1151, 1153, 1155},

S4 = {1157, 1159, 1161, 1163},

S5 = {1165, 1167, 1169, 1171},

Referring to Corollary 4, let ε = Lsi−1
p = 4−1

31 ≈ 0.0968

and E = Lsi+1
p = 5+1

31 ≈ 0.1613; then

ΣS1 = 4544⇒ ΣS1

4× 31
≈ 36.6452

ΣS2 = 4576⇒ ΣS2

4× 31
≈ 36.9032

ΣS3 = 4608⇒ ΣS3

4× 31
≈ 37.1613

ΣS4 = 4640⇒ ΣS4

4× 31
≈ 37.4194

ΣS5 = 4672⇒ ΣS5

4× 31
≈ 37.6774

Obviously, by Proposition 1, q = 36 + 1 = 37 is a
reasonable choice and this time S2 contains s = 31 × 37
because | ΣS2

4×31 − q| ≈ 0.09677 ≤ ε while | ΣS3

4×31 − q| ≈
0.1613 ≈ E and | ΣS1

4×31 − q| ≈ 0.3548 > E.

5 Conclusions and Future Work

Finding a hidden objective in a set is meaningful in both
mathematics and engineering. The set of consecutive odd
integers, as a special set in cryptography, hides many
problems inside. It is worthy of a subtitle study of the
set. This paper solves the problem to detect if a num-
ber itself or one of its divisors is a divisor of another
number that hidden in a set. It is helpful in cracking
a password or some encryption codes. The probabilistic
approach raised in this paper is sure a new idea to fac-
torize odd integers because its way of finding GCD by
adding randomly-picked items is quite different from the
present Pollard’s rho method that finds GCD by subtract-
ing randomly-picked items. However, as stated before,
the algorithm presented in this paper needs a further in-
vestigation. This is part of our future work. Hope it is
concerned by more colleagues and valuable results come
into being.
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Abstract

The vast variation of electronic cash scheme make it dif-
ficult to compare a scheme with another. We propose
a general model of electronic cash. The development of
the model uses logical modeling based on Inenaga et al.
model of money system. The model consists of three sub-
model: the model of system, the model of process, and
the model of property. The model of system describe the
basic model of electronic cash data, entity, and form. The
model of process enlist the common process found in elec-
tronic cash scheme. The model of property describes the
common property in electronic cash scheme, including se-
curity property. We find that our model can be used as a
base of security evaluation and covers wider variation of
electronic cash scheme than the model in Inenaga et al.

Keywords: Electronic Cash; Mathematic Modeling; Secu-
rity Model

1 Introduction

Comparing and choosing electronic cash schemes for an
implementation requires great effort. Each scheme need
to be reviewed to list its respective properties and choose
the one that suits the implementation. However, two dif-
ferent schemes may define a single property differently.
This condition may complicate the effort to define the se-
curity objectives of electronic cash and may hamper the
security of the implementation. For example, Dreier et al.
proposed a method to evaluate the security of electronic
cash [9]. The works of Chen & Chou [7], and Wang et
al. [28] also attempt to evaluate another existing schemes.
However, the definition of forgery in [9] differs with the
definition used in [7] and [28].

An attempt to design new electronic cash scheme face
similar problem. Different definition of property and be-
havior may lead to incorrect design. This condition may

result in insecure scheme. Having standard definition or
model of electronic cash and its property (including secu-
rity property) greatly help the process of designing a new
scheme or comparing schemes for implementation.

Modeling a common definition of electronic cash de-
mands quite an effort. A model usually represents certain
aspect of an object. By observing the object for any pat-
tern that represent the object’s properties, we can build a
model of the object. In electronic cash, extracting those
pattern is a challenging task. Due to the numerous scheme
of electronic cash, we can find many variation of property
and its definition. Under this condition, it is difficult to
extract a common pattern. For a start, the electronic cash
scheme can be divided into two paradigms: centralized
and distributed electronic cash [26]. Both paradigms have
different ways to describe and process electronic cash.
Cannard-Gouget [2] explain four definition of anonymity,
which is differs from the definition of anonymity in most
of electronic cash scheme.

Inenaga et al. propose a model of money system [15].
The model describes the general model of money system
that can be used to model electronic cash. The model
also describes the transfer model of electronic cash and
the security property of electronic cash. However, the
model only covers off-line electronic scheme. It does not
model the electronic cash data creation process and does
not consider the issuer of electronic cash as part of the
system. The model lacks the generality needed to describe
electronic cash system.

We propose a new General Model of Electronic Cash.
We take several concepts from Inenaga et al. and form
a new model that covers wider range of electronic cash
scheme. The model is build by using logical approach,
so it can be used as a tool to design new scheme or to
compare and evaluate existing scheme.

The proposed model only covers the description of cen-
tralized electronic cash. By using this paradigm, we refer
electronic cash as a digital representative of cash that cre-
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ated after exchanging a certain amount of cash to the elec-
tronic cash issuer. Distributed electronic cash (or cryp-
tocurrency), such as Bitcoin [22], can not be described
by using our model. The hybrid (centralized-distributed)
electronic cash scheme ( [8, 14, 20, 27]) also cannot be de-
scribed using our model.

The rest of this paper is arranged as follows. Next,
we will describe the definition of electronic cash data and
system. The third part of this paper explains the model
of process in electronic cash. The next part contains the
property of electronic cash, including security property.
We give a case study where we use our model to ana-
lyze the security of Chaum’s Untraceable Electronic Cash
scheme [6]. We also compare our model with Inenaga et
al. model at the end of this paper.

2 Model of Electronic Cash Sys-
tem

2.1 Electronic Cash Data

The model starts with the definition of electronic cash
data. The definition acts as the basis of the rest of the
model. The definition of electronic cash data is as follows.

Definition 1. Let m be a medium to store monetary
value, v is a non-negative integer represents denomina-
tion of monetary value, and u is the owner’s identity of a
money. An electronic cash data e is defined as a function
of m, v, and u, such as:

e = f(m, v, u).

In [15], a medium is mapped to a value and the
holder/owner of the electronic cash. The value function
(vf) is a function that maps a medium to a value. The
holder function (hf) is a mapping of a medium to a holder.
We take this concept from [15] and redefine the function
as follows.

Definition 2. Given a certain medium m and a single
denomination value v, where v ∈ Z∧ v > 0, a value func-
tion is defined as a function of m and v, declared as

vfv
m = f(m, v).

The value function bonds a medium and a value, en-
ables the determination of the value of electronic cash and
the authenticity of monetary value upon evaluation. The
holder function is defined as follows.

Definition 3. For a certain medium m and an owner of
electronic cash u, a holder function is a mapping function
of a medium to a holder. This notion is declared as:

hfu
m = f(m,u).

The holder function represents proof of ownership of an
electronic cash data. Any entity can define the ownership
of an electronic cash by using the holder function. By

using Definition 2 and Definition 3, we can redefine the
definition of electronic cash data (from Definition 1) as

e = f(vfv
m, hfu

m). (1)

The rest of the model uses Equation (1) as reference to
electronic cash data. Equation (1) implies that an elec-
tronic cash data must, at least, consist of two data: Value
function and holder function.

2.2 Electronic Cash System

The sub-model of electronic cash system describes the en-
tities, the processes of electronic cash, and the relation-
ship between entities and processes. First, we need to
define the entities in electronic cash system. In most of
the schemes such as in [4] and [6], the schemes involve
three entities. However, there are schemes which involve
more entities (such as [23]) or less [3].

In this model, we model the entities as a set. There are
four entities in the set. The role in electronic cash system
defines each entity. We describe the model of entity as
follows.

Definition 4. Let E be a set of entity in an electronic
cash scheme. The set of E is defined as

E = {P,U, I,R},

where:

• P is a single principal that manage and arbitrate the
entire system,

• I is an issuer of electronic cash,

• U is a finite set of electronic cash user/holder, where
U = u1, u2, . . . , ui,∀i ∈ Z+,

• R is a finite set of electronic cash merchant/receiver,
where R = r1, r2, . . . , rj ,∀i ∈ Z+.

It is possible for a P and I to be implemented as a
single entity. This can be seen in [19]. Although in [18]
there seems to exist separate I and P , both original signer
and proxy signer can be considered as the same entity
with the responsibility of both I and P .

The processes of electronic cash defines how the system
works. Each process involves one or more entities. We
define the model of process as a set of processes as follows.

Definition 5. Let A be a set of action/process related to
electronic cash system. The membership of A is defined
as:

A = {SETUP, CREATE, SPEND, DEPOSIT, ARBITRATE},

where:

• SETUP is a process to generate system parameters,
including entity’s credential,
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Figure 1: The mapping of electronic cash system

• CREATE is a process to generate electronic cash data
e,

• SPEND is a process to use an electronic data e in a
transaction,

• DEPOSIT is a process to settle electronic cash data
usage,

• ARBITRATE is a process to settle a dispute regarding
electronic cash usage.

The processes in Definition 5 represent the general pro-
cess of an electronic cash system. It only describes the
processes directly linked to electronic cash system’s life
cycle [5]. A scheme may implement more process, such
as in [3]. However, these extra process are usually a sub
process of a process in A.

Interaction between entities and process related to elec-
tronic cash is a general definition of electronic cash sys-
tem. By referring to Definition 4 and Definition 5, we
can redefine the general definition as “a set of entities
conduction a set of processes to use electronic cash data”.
This definition can uses a simple mapping as its model,
as shown in Figure 1. The formal definition of electronic
cash system can be defined as follows.

Definition 6. An electronic cash system ê is a many-to-
many mapping from set E to set A over finite amount of
electronic cash data

ê : E → A.

2.3 Electronic Cash Form

The Definition 1 and Equation (1) define the data of
electronic cash. However, the implementation method of
value function determines the form of e-cash. In scheme
such as [16], each e has a single denomination value, that
will not change throughout its life cycle. Different ap-
proach is taken by some scheme, such as [4]. The value of
e can change during its life cycle.

The first case the value function is constant. The value
function will not change on a transaction, even when the
holder function changed. The form which implements this

method is defined as fix-valued electronic cash. The defi-
nition of this form is defined as:

Definition 7. Let va be a constant that represent a de-
nomination, where va ∈ Z+, and ma is a single unique
medium which holds va. A fix-valued electronic cash is a
system of ê that satisfy:

vfma
ma

= f(ma, va) = constant

for any n SPEND operation.

The second case of implementation changes the elec-
tronic cash value function but usually retain its holder
function. This form of electronic cash can be defined as
variable-valued electronic cash. The formal definition is
as follows.

Definition 8. For a given medium ma, a variable-valued
electronic cash is a system of ê that satisfy:

vfv
ma

= vfv1
ma

+ vfv2
ma

+ . . . + vfvn
ma

or

vfv
ma

= f(ma, v(n))

where n is any number of SPEND operation, and
v1, v2, . . . , vn ∈ Z+.

3 Model of Electronic Cash Pro-
cesses

The sub model of electronic cash processes defines the
models of each process in Definition 5. The model con-
tains the algorithm of each process. This algorithm ex-
plain how to conduct each process in general terms. The
implementation of this model may contains more steps
and protocols, depends on the underlying cryptographic
scheme or mechanics in the implementation.

3.1 SETUP Process

SETUP is a process to create a set of parameters as a basis
of the entire system operation. The process involves P ,
I, or u ∈ U to cooperate and create the parameters. The
parameters could be in form of modulus, public-private
key pair, or other value. The model of this process is as
follows.

Definition 9. For each entity i, where i ∈ E, SETUP

is an algorithm to create a set of variables ai =
{ai1, ai2, . . . , ain} as i’s parameters in system ê. Algo-
rithm 1 explains this process.

3.2 CREATE Process

CREATE defines the process of electronic cash withdrawal.
In many schemes, the process is called withdraw process.
This paper uses ’create’ as this process name to emphasis
the process of data creation.



International Journal of Network Security, Vol.21, No.3, PP.501-510, May 2019 (DOI: 10.6633/IJNS.201905 21(3).17) 504

Algorithm 1 SETUP Algorithm

1: Begin
2: i contacts P and request for admission in ê.
3: P calculates ai.
4: P sends ai to i.
5: i keeps ai.
6: End

Definition 10. For each u ∈ U , CREATE is a process to
request an electronic cash data e with value of v from I
by using steps explained in Algorithm 2.

Algorithm 2 CREATE Algorithm

1: Begin
2: u choose a medium mu.
3: u create a request in form of re = f(au,mu, v) and

send it to I.
4: I calculate vfv

mu
, hfu

mu
, and e = f(vfv

mu
, hfu

mu
).

5: I send e to u and deduct an amount of v from u’s
account.

6: End

In some scheme, such as [11, 13], CREATE process is
not an independent process. It exist as a part of SETUP
process. In this scheme, a medium m is a part of user
u’s system parameter au. The electronic cash data e can
be used multiple times, with each usage has a value of
fixed v. With these conditions, this scheme still fulfill
Definition 1 and Definition 10.

3.3 SPEND Process

This part of the model describes the core process of elec-
tronic cash system, which is the exchange of e. This pro-
cess only involves a user u and a merchant r. The defini-
tion of this model is as follows.

Definition 11. For a pair of user u ∈ U and a receiver
r ∈ R, SPEND(u, r, e) is an operation to exchange elec-
tronic cash data e from u to r by using Algorithm 3.

Algorithm 3 SPEND Algorithm

1: Begin
2: u and r agree on a value v.
3: u send e = f(vfv

m, hfu
m) to r.

4: if r verify that f(m, v) = vfv
m AND f(m,u) =

hfu
m AND vfv

m ≥ v then
5: r create a receipt rt = f(u, r, e, ar).
6: else
7: r reject and abort process.
8: end if
9: End

Some scheme may delegate the verification process in
Algorithm 3 to I. In this scheme, r simply contact I
and send the transaction data (e, u, r, ar) to I (this step

usually found at on-line scheme). Since in the end r still
receive the result of verification and decide to continue or
not, the process still fulfill Definition 11.

3.4 DEPOSIT Process

An electronic cash data life cycle when it is returned to
I. DEPOSIT process explains the steps to terminate an
electronic cash data usage. This process can be consid-
ered as a process to change electronic cash to cash, or an
opposite process of CREATE. The definition of this process
is as follows.

Definition 12. For each e received by a r ∈ R, DEPOSIT
is an operation between r and I to settle the usage of e by
using Algorithm 4.

Algorithm 4 DEPOSIT Algorithm

1: Begin
2: r send I a set of electronic cash data e1, e2, . . . , en,

where n is the number of electronic cash data to be
settled.

3: for all e in set do
4: if I verify vfv

m = f(v) AND vfv
m /∈ Le, where Le is

a list of used e then
5: I add v to r account.
6: I add en to list Le so that Le ∪ en.
7: else
8: I reject en.
9: end if

10: end for
11: End

I may find a data that has been used before or formed
without proper protocol. After finding such data, I can
use ARBITRATE process to track the responsible user.

3.5 ARBITRATE Process

Some dispute may arise from the usage of electronic cash.
A user may forges a data and uses it on a transaction. A
merchant may receives a double spent electronic cash. A
dishonest issuer may accuses honest user of doing double
spend. To settle these disputes, we need to prove two
things. First we need to validate the electronic cash data,
by proving the value function and holder function. Second
is to determine the adversary identity.

ARBITRATE models the process to determine the valid-
ity of e or to identify of an adversary. The model is defined
as follows.

Definition 13. For a dispute between any entity i ∈ E →
i 6= P over a transaction of e, ARBITRATE is an operation
conducted by P to determine the usage of e or to trace
any entity involved with e by using Algorithm 5.
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Algorithm 5 ARBITRATE Process

1: Begin
2: An entity i request an arbitration to P .
3: i send data of the disputed transaction (e, rt).
4: if P verify f(m, v) = vfv

m AND vfv
m /∈ Le then

5: e is valid.
6: else
7: e is forged or double spent.
8: end if
9: if P verify rt = f(u, r, e) then

10: The transaction between u and r is valid.
11: else
12: The transaction is not valid.
13: end if
14: if The user u ∈ f(m,u) = hfu

m then
15: P prove the ownership of u over e.
16: else
17: u is not the owner of e.
18: end if
19: End

4 Model of Electronic Cash Prop-
erties

We present a list of property model commonly found in
electronic cash scheme. The property can be divided into
two general categories: functional, and security. It is not
mandatory to implement all properties in a scheme. How-
ever, two security properties must exist for a scheme to
be functional.

4.1 Functional Property

Functional property model covers all property that can
help the operation of electronic cash system. This type
of property is not mandatory, a scheme can operates ap-
propriately without a functional property. However, some
scheme may gains additional benefit by implementing this
property. The model of electronic cash functional prop-
erty consist of divisibility, peer-to-peer, and transferable.

Divisibility describes the behavior of electronic cash
data value function. A divisible electronic cash data can
be used multiple time by an user without changing its
medium. The value function of electronic cash with this
property can be divided into smaller value. We define
divisibility as follow:

Definition 14. Divisible electronic cash is a system of ê
where for each e, the value function for a certain medium
vfv

m is a sum of arbitrary smaller values vn. Each vn can
be used in any n transaction by the same u ∈ U . The
value function of divisible electronic cash must satisfy:

vfv
m = vfv1

m + vfv2
m + . . . + vfvn

m ,

where

v = v1 + v2 + . . . + vn.

Definition 14 also complies to Definition 8. This means
that divisible electronic cash has the form of variable-
valued electronic cash. It is also means that variable-
valued type of e-cash always has the divisible property.

Peer-to-peer is a property that describes the implemen-
tation behavior of SPEND process. As we have stated be-
fore, the verification of e can be delegated to I. If a
scheme can use SPEND without involving any entity be-
side r and u, the scheme has the property of peer-to-peer.
The complete definition is as follows.

Definition 15. A system ê is a peer-to-peer elec-
tronic cash system if for any SPEND process there
is an ordered pair with an exact member, such as
{(U, SPEND), (R, SPEND)}.

By Definition 11, an user u transfers electronic cash to
r without changing its holder function. This electronic
cash data cannot be used in another transaction by r and
it must be settled by using DEPOSIT process. Transferable
property alter this behavior, it enables the transfer of elec-
tronic cash data ownership by alters its holder function.
The receiver can used the electronic cash data in another
transaction. The definition of this property is as follows.

Definition 16. A system ê is having a transferable prop-
erty if for all e there can there is a SPEND process between
two user, u1, u2 and u1 6= u2, so that the process fulfill:

f(vfvt
mt

, hfu2
mt

) = f(vfv2
m2

, hfv2
m2

) + f(vfv1
m1

, hfu1
m1

),

where t denotes the time after SPEND process,

vt = v2 + v1,

mt = m2 + m1.

Transferable property simplify the entity set E. In a
system with transferable property, it is applies that U =
R. There is no need to set up the parameter of different
group of entity thus reducing the system complexity. The
example of scheme with this property can be found in [1].

4.2 Mandatory Security Property

Within any monetary system, forgery poses significant
threat to the entire system. In electronic cash system, a
user who able to forge electronic cash data can generate
any number of data without the proper process. As a
result, the system cannot be trusted for further operation.
Therefore, the property of unforgeability is a must. We
define unforgeabiltity as follows.

Definition 17. A system ê is said to have unforgeability
if ∀u, r ∈ E there is no non-negligible advantage to form
a valid e without using CREATE process.

Double spending is an action where a user, or a re-
ceiver, uses a value function more than once in a different
transaction (SPEND process). This action is a variation
of forgery. However, if in forgery the value function and
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holder function is not valid data, in double spend both
value is a valid data made by a proper process.

A system of ê must have a mechanism to detect double
spent data to prevent (or to search for the perpetrator)
double spending. For example, using the list Le from
Algorithm 4, an entity can determine whether a data has
been used before or not. To model this property in more
formal manner, we define the property of double spending
prevention as follows.

Definition 18. A system ê is said to have double spend-
ing prevention property if ∀u ∈ U there is no non-
negligible advantage to execute two or more SPEND pro-
cess to any r1, r2 ∈ R with the same e = f(vfv

m, hfu
m).

Or, ∀r ∈ R there is no non-negligible advantage to ex-
ecute two or more DEPOSIT process for a single e =
f(vfv

m, hfu
m),∀u ∈ U .

The advantage described in Definition 17 and Defini-
tion 18 not only refers to the probability of success of
forgery or double spending. The phrase also refers to the
feasibility of the actions. If a scheme has non-negligible
probability but infeasible to do the forgery or double
spending, the adversary is considered to have negligible
advantage to do the action.

4.3 Optional Security Property

The optional security properties are not mandatory, such
as unforgeability and double spending prevention. The
electronic cash system still secure in the absence of these
properties. However, the implementation of these proper-
ties will add additional layer of security into the scheme.

The first property is anonymity. The works of
Cannard-Gouget classify anonymity into 4 different lev-
els: weak, strong, full, and perfect anonymity [2]. How-
ever, the notion of anonymity of Cannard-Gouget clas-
sification merges anonymity with unlinkability. To pre-
vent the confusion between the two notions, we models
anonymity with unlinkability separately. The fulfillment
of Cannard-Gouget classification in this model, depends
on the fulfillment of anonymity and unlinkabiltiy in this
paper. In this paper, we define anonymity as follows.

Definition 19. Let rt(e) be a transaction receipt of a
certain SPEND process between u ∈ U and r ∈ R. A
system ê has the property of anonymity if for any entity
i ∈ E, i 6= {u, r, P}, there is no non-negligible advantage
to determine that {u, r} ∈ rt(e).

Unlinkability is a property that ensure that no one can
track the movement of electronic cash data. If an adver-
sary can see two distinct transactions, he/she shall not
be able to link the two transaction to a user (even if both
transaction involve the same user). We define the unlink-
ability as follow:

Definition 20. Let e1, e2 be two distinct electronic cash
data owned by u ∈ U , and r1, r2 be the transaction receipt
of e1, e2 respectively. A system ê has the unlinkability

property if for any entity i ∈ E, i 6= {u, P}, there is no
non-negligible advantage to determine that:

{u} ∈ r1(e1) ∩ r2(e2),

where

e1 = f(hfu
m1

),

e2 = f(hfu
m2

).

The last security property related to the common as-
sumption in electronic cash scheme. Many scheme assume
that entity I is trusted by the entire system. It is assumed
that I will not deliberately conduct any action that dis-
advantageous to another honest entity.

The exculpability property disregards this assumption
of I. A scheme that has exculpabilty property (such
as [25]) deploys a mechanism to ensure that I can be
trusted. The exculpability property prevent I to accuse
an honest user of double spending. It also prevent I to
create e without any request from u. We define exculpa-
bility as follows.

Definition 21. A system ê have exculpability property if
for any honest user u ∈ U and a non-exist electronic cash
data ex, there is no non-negligible advantage for I to claim
that ex ∈ Le ↔ SPEND(u, r, ex) or that ex = f(hfu

m).

5 Using The Model for Security
Analysis

At this section, we will use our model to analyze the se-
curity of an existing electronic cash scheme. We use this
activity to validate our model. We aim to analyze the se-
curity of Chaum’s Untraceable Electronic Cash scheme [6]
using our model.

As a starting point, we define the electronic cash data
e in this scheme (from this point, we will refer Chaum’s
scheme as “scheme”), which in form of

C =
∏

1≤i≤k/2

f(xi, yi)
1/3mod n. (2)

The identity of a user is represented by an account number
u and a counter v. Both values are components of yi =
g(ai ⊕ (u||(v + i))). Each C has a fixed denomination of
v. These conditions fulfill Definition 1 and Equation (1)
to describe e. It can also be noted that the scheme fulfill
Definition 7, which make it a fix-valued electronic cash.

The electronic cash data in the scheme is made by using
withdraw protocol between a user and the bank (issuer of
electronic cash data, hence I). The steps of this process
can be summarized as follows.

From Algorithm 6, we can see that all the variables
needed to construct C is made by the user. The bank
only verify the ownership of Bi and debit the user ac-
count. There is no process that involve the bank secret
parameter in the construction of C. With this condition,
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Algorithm 6 Withdraw Process of [6]

1: Begin
2: The user choose ai, ci, di and ri, where 1 ≤ i ≤ k,

randomly from residue of mod n.
3: The user send Bi = r3i .f(xi, yi)mod n, for all i, where

xi = g(ai, ci) and yi = g(ai ⊕ (u||(v + i))) to bank.
4: The bank choose R = {ij}, where 1 ≤ ij ≤ k, 1 ≤ j ≤

k/2.
5: for all i ∈ R do
6: The user send ai, ri, ci, di to the bank.
7: end for
8: The bank send the user

∏
i/∈R B

1/3
i =∏

1≤i≤k/2 B
1/3
i mod n.

9: The user extract the electronic cash data C =∏
1≤i≤k/2 f(xi, yi)

1/3mod n.
10: End

the user actually can produce C without using the with-
draw protocol with great probability. The user only needs
to choose a set of ai, ci, di, and ri and construct C using
step 9 in Algorithm 6. Therefore, the scheme is not ful-
filling Definition 17.

The scheme need to fulfill the second mandatory prop-
erty of security, the double spending prevention. The
double spending prevention mechanism could be analyzed
from the scheme’s SPEND and DEPOSIT action. In the
scheme, both action are combined into one protocol. The
protocol is summarized in Algorithm 7.

Algorithm 7 Spend Protocol of [6]

1: Begin
2: The user u send C to the receiver r.
3: r choose a binary string, z1, z2, . . . , zk/2 and send it

to u.
4: for all zi in binary string do
5: if zi = 0 then
6: u send xi, a1 ⊕ (u||(v + i)) to r.
7: else
8: u send ai, ci, yi to r.
9: end if

10: end for
11: if r can verify the correctness of C then
12: r accept C.
13: else
14: r reject C.
15: end if
16: r send C, the binary string (z1, z2, . . . , zk/2), and all

u’s responses to I.
17: if I can verify the transaction then
18: I credit r account.
19: else
20: I reject the transaction.
21: end if
22: End

Step 16 to 21 in Algorithm 7 can be executed separately

from the rest of steps. These steps represent the DEPOSIT

action in the scheme. The receiver may wait until end of
the day to execute theses steps for all transaction he/she
receives in the day. This delay may result in a double
spending attempt by the user.

According to Algorithm 7, the receiver cannot check
whether a data has been used before by the same user.
Therefore, it is quite possible for a user to spend a data
in a receiver, then uses the same data in another trans-
action with another receiver. However, using step 16 to
21, I can detect the double spender quite easily and run a
tracing algorithm to determine the user identity. If a user
double spend an electronic cash data, then I will, with
great probability, acquires both ai and ai ⊕ (u||(v + i))
components of the same i in the electronic cash data. By
using XOR operation on both components, I can extract
(u||(v + i)) which contains the user’s identity u. In short,
it is quite improbable for an u to conduct a double spend
without being detected and traced by I. Thus, the scheme
fulfill Definition 18.

From Algorithm 7, we can also see that the SPEND

process involves two entities: the user and the receiver.
The receiver validates the electronic cash data without
the help of another entity. This condition fulfill the de-
scription in Definition 15, which make the scheme has the
property of peer-to-peer.

6 Comparison with Another
Model

As we have stated earlier, we build our model based on
the model of Inenaga et al. [15]. We find that the model
in Inenaga et al. only covers a portion of electronic cash
system. The model can only be used to describe an off-
line electronic cash (peer-to-peer) involving only two en-
tities. The complete comparison between our model and
Inenaga et al. model can be seen in Table 1.

The model proposed by Inenaga et al. cannot be used
to model scheme such as find in Kang & Xu [16], even
when the scheme uses off-line transaction. The Kang &
Xu scheme involve entity such as Bank and Trustee, which
is not described in Inenaga et al. model. The scheme of
Kang & Xu is built with property of anonymity as its
goals, which is not found in the model of Inenaga et al.
At best, the model of Inenaga et al. can only models small
part of Kang & Xu’s scheme.

On the contrary, Bank and Trustee is covered in our
model as Issuer and Principal. Our model also provide a
property model that can explain anonymity. Compared to
Inenaga et al. model, our model can easily models the en-
tire scheme of Kang & Xu. This illustrate our model’s ca-
pability to model a wider range of electronic cash scheme
compared to Inenaga et al. model.
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Table 1: Comparison of models

Model SubModel of System SubModel of Process SubModel of Property

Inenaga et al.
Money System
E-money Type

Money Transfer
Money Forgery
Forged Money Transfer
Detectability of Forged Money

Proposed
Electronic cash data
Electronic cash system
Electronic cash form

SETUP
CREATE
SPEND
DEPOSIT
ARBITRATE

Functional Property
Security Property

7 Conclusions

The proposed model has more comprehensive approach
compared to the model in [15]. Figure 2 shows the resume
of our model. We divide the model into 3 sub models:
the model of system, the model process, and the model of
properties. Due to its generality, our model can be used
to describe most of existing electronic cash scheme. How-
ever, it cannot be used to describe a specific mechanics
used in specific scheme. For example, the model of SPEND
process cannot describe the process of updating electronic
cash record to the entire system in scheme [25].

Figure 2: The proposed model

The proposed model can be used as a helping tool to
build new electronic cash scheme. The model can be con-
sidered as a skeleton to build more detailed scheme. Any
person can use the model as a reference on how elec-
tronic cash should behave. By using the security prop-
erty model, the builder of the scheme can ensure that
their scheme has the proper security mechanism.

As we have shown in previous example, our model

is suited as a reference to compare or evaluate existing
scheme. By using our model, any method of evaluation,
such as in [7, 9, 28], can have a clear definition on deter-
mining the performance of the evaluated scheme. By hav-
ing a clear definition of security objective, we can avoid
mistakes because of the difference in security definition.

We also believe that our model can be used to help
the development of payment scheme on a specific plat-
form but not necessarily electronic cash scheme, such as
scheme in [10, 12, 17, 24]. Although, the two scheme does
not explicitely uses electronic cash, it has the same funda-
mental principle. The electronic cash and these payment
schemes have more similarity compared to electronic cash
and cryptocurrency.

This model does not cover distributed electronic cash
or cryptocurrency, such as Bitcoin, due to the difference
in underlying mechanism. However, we find that the
basic principle of centralized and distributed electronic
cash is the same. For example, both centralized and
distributed electronic cash must have unforgeability and
double spending prevention property. It is interesting to
expand this model to cover distributed electronic cash

There are many attempt to use centralized electronic
cash scheme as a mixing agent to increase the anonymity
property of distributed electronic cash scheme. Scheme
such as [8, 14, 20, 21, 27], using centralized electronic
cash mechanism to create a masking medium to Bitcoin.
These schemes has more similarity to centralized elec-
tronic scheme while operating under the paradigm of dis-
tributed electronic cash. These schemes is suitable as the
first stepping stone to develop more general model that
covers distributed electronic cash.
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Abstract

The intelligent transport system increasingly considers
the traffic efficiency applications over the road networks.
This type of application aims mainly at reducing the
traveling time of each vehicle toward its targeted des-
tination/destinations and deceasing the fuel consump-
tion and the gas emissions there. The Vehicular Ad-Hoc
Networks (VANETs) technology is one of the main ap-
proaches that have been used in these applications. How-
ever, the connecting environment of VANETs introduces
a good chance for malicious drivers to take advantages
of other cooperative drivers and deceive them to achieve
their own benefits. This paper introduces a Secure Traffic
Efficiency control Protocol (STEP). The designed proto-
col means to secure the traffic efficiency control applica-
tions over the downtown areas. It protects the privacy of
cooperative drivers and minimizes any damage that ma-
licious drivers may cause. From the experimental results,
the STEP protocol succeeds to detect malicious nodes
over the road network. Thus, it enhances the correctness
of the traffic efficiency applications and increases their
feasibility.

Keywords: Authentication; Integrity; Malicious; STEP;
Traffic Efficiency

1 Introduction

Several protocols have been introduced recently aiming to
efficiently use the available resources over the downtown
road scenarios [4,12,20,32]. The grid-layout of the modern
downtown areas directs the researchers to develop proto-
cols that first evaluate the real-time traffic characteristics
of each road segment separately [34,39]. Then, according
to the traffic distribution over the downtown area, sev-
eral research studies have selected the best path toward
any targeted destination in terms of traveling time [38],
fuel consumption and gas emission [25, 40] or the con-
text of each road segment [33]. Moreover, located traffic
lights are significant in term of controlling the traffic effi-

ciency. Several protocols have been introduced aiming to
intelligently schedule the phases of each traffic light based
on the traffic distribution over the neighboring road seg-
ments [23,36,37].

Several security issues are threaten the traffic efficiency
protocols over the downtown areas [18]. Indeed, these is-
sues have dangerous consequences when attackers exploit
the venerabilities in the traffic efficiency protocols. Mali-
cious attackers can be categorized into four main groups
according to their targets: Vandal, selfish, intruder, and
prankster. Vandal attackers aim to overload the network
with useless packets, which causes losing important data
and decreasing the functionality of the connecting net-
work. Selfish attackers deceive other drivers, in order to
achieve their own benefits while falsely direct the traffic.
Intruders try to chase and stalk other drivers and their
end destinations. finally, pranksters and criminals may
try to deceive drivers in a certain area aiming to kidnap
or hurt them.

In this work, we introduce a secure traffic efficiency
control protocol (STEP) for downtowns, using the com-
munication technology of VANETs. This protocol aims
mainly to achieve the authenticity and the integrity of the
transmitted data. Thus, it guarantees the correctness of
the targeted efficiency control factor (i.e., traveling time,
traveling speed, fuel consumption, gas emission, etc.)

The remaining of this paper is organized as follows:
In Section 2, we investigate some traffic efficiency control
protocols and other traditional secure protocols that have
been introduced using the communication technology of
VANETs. We then define the general adversary threats of
traffic efficiency protocols in Section 3. Next, the details
of the secure traffic efficiency control protocol (STEP) is
presented, in Section 4. After that, we present the experi-
mental study which evaluates the efficiency, accuracy, and
correctness of the STEP protocol compared to other un-
secure traffic control protocols in Section 5. Eventually,
Section 6 presents the entire conclusion of this work.
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2 Related Work

In this section, we investigate the details of some traffic
efficiency control protocols that have been developed us-
ing VANETs for downtown areas. After that, we explore
some traditional secure protocols that have been designed
for VANETs.

2.1 Traffic Efficiency Control Protocols

Several protocols have been introduced in the literature to
control the traffic efficiency over the road network [11,13,
20,23,28,33,34,36,38]. These protocols aimed to enhance
traffic fluency of vehicles on the road network. This is by
decreasing the traveling time, the fuel consumption and
the gas emission. It is also by increasing the traveling
speed of each vehicle toward its destination.

The grid-layout of the downtown areas motivates the
researchers in this field to investigate and locate the highly
congested road segments. Then, recommend drivers to
avoid these congested road segments during their trips.
On the other hand, intelligent scheduling algorithms have
been introduced for the installed traffic lights on down-
town areas. These algorithms aim to decrease the waiting
delay time of each vehicle at the signalized road intersec-
tions. Some of these algorithms use the traffic distribu-
tion on the neighboring road segments. Others consider
the estimated arrival time of competing traffic flows.

2.1.1 Traffic Congestion Detection

The existed traffic evaluation and congestion detection
protocols are classified into two main categories: Sensor-
based protocols [7, 21, 27] and vehicular-based proto-
cols [13,28,34,39].

The sensor based protocols provide real-time and accu-
rate congestion level estimation for each investigated road
segment. However, in these protocols special and expen-
sive equipments (e.g., camcorders, inductive loop detec-
tors, antennas, radars, etc.) are required all over the area
of interest. It is difficult to install and maintain these
equipments regularly. Moreover, these equipments pro-
vide fixed-point or short-section traffic information limi-
tations [21]. The basic traffic data is extracted from ve-
hicles passing through the detection zone and saved for
farther usage or analysis.

On the other hand, different traffic evaluation protocols
have been introduced using the technology of VANETs.
These protocols collect the basic traffic data of surround-
ing vehicles in each traveling zone. Traveling vehicles are
expected to be equipped by VANETs-wireless transceiver
and Global Positioning System (GPS) devices. Traveling
vehicles broadcast their basic data periodically in order to
announce their location, direction and speed during that
period of time. Receiver vehicles can compute and/or pre-
dict the traffic density [13, 39], traffic speed, or traveling
time [42] of that area, using the gathered traffic data of
the surrounding vehicles.

In order to expand the boundaries of the investigated
area, Fukumoto et al. [13] used a blind forwarding mech-
anism where each vehicle forwards the received messages.
On the other hand, Sankaranarayanan et al. [28] proposed
a more efficient mechanism that forwards statistical data
of the traffic situation over the area of interest. In our pre-
viously proposed work [34], we have introduced a protocol
that specifically aimed to evaluate the traffic characteris-
tics on any road segment in a downtown area. Based on
the length of each road segment, reporting areas are vir-
tually configured on that road where vehicles over these
areas are responsible of forwarding the gathered traffic
data. This mechanism aims mainly to deliver the traffic
information between vehicles that cannot contact directly.

2.1.2 Road Traffic Control and Efficient Path
Recommendations

Different protocols have been introduced to select the best
path (i.e., most efficient) toward each targeted destina-
tion. The grid-layout of the downtown area contains dif-
ferent paths that lead toward any targeted destination.
Several protocols [4, 12, 20, 42] have used a central pro-
cessor that gathers the real-time traffic distribution all
over the investigated road network. The best or fastest
path toward each targeted destination is obtained by the
central processor. The best path recommendations are
sent back to each traveling vehicle all over the area of
interest. However, this centralized behavior introduces a
bottleneck as well as single point of failure problems [30].

On the other hand, several researchers have designed
a complete distributed path recommendation and conges-
tion avoidance protocols [32, 33]. The best path toward
each targeted destination is obtained and updated in a
hop-by-hop fashion. The path is then constructed from
the location of the targeted destination toward each road
intersection all over the area of interest. Periodic and
dynamic communications take its place among installed
RSUs at each road intersection, in order to ensure full
awareness of real-time traffic characteristics.

Furthermore, several protocols have been proposed to
recommend the best path in terms of fuel consumption
or gas emission [25, 40]. Other studies have considered
the context of the road network [33] in terms of located
services at each road segment. They aim to guarantee a
certain level of congestion-free to special road segments
(e.g., a congestion-free level is guaranteed for road seg-
ments that lead to hospitals in order to allow the emer-
gency cases to arrive it fast).

2.1.3 Intelligent Traffic Light Control

In order to design an intelligent scheduling algorithm for
located traffic lights on downtown road networks, several
mechanisms have been proposed. Some studies have in-
troduced a scheduling algorithm for isolated traffic light
(i.e., single assumed traffic light) [15,16,24]. These stud-
ies have considered the real-time traffic characteristics of
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competing flows of traffic at a single road intersection.
Traffic volume and the length of vehicles’ queues [31], traf-
fic speed and density [36] and estimated arrival times [23]
are the main real-time parameters that have been consid-
ered to obtain efficient schedules for isolated traffic lights.

Several other studies have considered the coopera-
tive communications among located traffic lights over
road networks [22, 37, 41]. These studies have produced
scheduling algorithms for each traffic light located on close
road network or open road networks. It is referred to
the synchronized situation among located traffic lights on
grid-layout road network where all road segments have
the same priority to cross the signalized intersection as
close road network [14]. On the other hand, the scenarios
where an arterial street (i.e., set of continues road seg-
ments) is existed on the road network vehicles over this
street have a higher priority to cross any signalized inter-
section before conflicted traffic flows is referred to as open
network [29].

For the open and close road network scenarios. Besides,
considering the traffic characteristics of the competing
traffic flows, the schedule of each traffic light in these sce-
narios have considered the estimated arrival platoons of
vehicles from the neighboring road intersections [5,22,41].
The number of vehicles, traveling speed and estimated ar-
rival time of each platoon are the main characteristics to
consider in these algorithms.

2.2 Secure Protocols for VANETs

The high speed mobility and extended geographical area
of the VANET technology have produced real challenges
to secure the introduced applications there. Special mech-
anisms have been designed to enhance the secure commu-
nications on VANETs. Several studies have been intro-
duced to guarantee the authenticity, integrity and confi-
dentiality feature for VANET in general [9, 10,17].

Recently, researchers start developing secure service
protocols. These protocols provide a certain service and
specifically considering the security requirements of that
service. To mention a few, secure cooperative collision
warnings [26], secure position information [3], secure in-
formation dissemination [1], and secure service discovery
protocols [2]. In these studies, first an adversary model is
defined specifically to the investigated application, then
the security mechanism are developed to handle the de-
fined venerabilities, to eliminate threats and to mitigate
the risks there.

In our previous work [35] we have presented a secure
traffic evaluation protocol (SCOOL). This protocol re-
marks the security threats of the traffic evaluation pro-
tocols on the downtown areas and introduces solutions
for each defined vulnerability there. In this paper, we
aim to expand our previous work to investigate the vul-
nerabilities of other traffic efficiency applications on the
downtown areas such as: Path recommendations and traf-
fic light controlling mechanisms. Then, a complete secure
traffic efficiency control protocol for downtown areas is

proposed, we name this protocol by STEP.

3 Adversary Model of The Traffic
Efficiency Control Protocols

The traffic efficiency is one of the main categories in the
vehicular network applications. Evaluating the real-time
traffic characteristics of the road network. Recommend-
ing vehicles to follow the most efficient path toward their
targeted destinations. Scheduling the located traffic lights
according to the real-time traffic distribution on the com-
peting traffic flows. Many other applications have been
proposed aiming mainly to increase the traffic fluency and
efficiently use the available resources over the road net-
work. All of these applications vitally require the traf-
fic reports of traveling vehicles. Cooperative communi-
cations among traveling vehicles and installed road-side
units (RSUs) help to gather the real-time traffic charac-
teristics of the investigated area of interest. These traffic
characteristics are processed and analyzed to obtain the
most efficient recommendations for drivers, traffic lights
and other road components. In this section, we discuss
three main adversaries on traffic efficiency control proto-
cols.

1) Integrity: Aims to ensure that data has not been
altered by unauthorized users. It also prevents acci-
dental hold or deletion of data by users. Three main
threats can be categorized under this adversary:

a. Forgery : Some drivers alter the reported speed
or location of their vehicles. Then, the vital
message of evaluating the traffic characteris-
tics of each area of interest carries wrong data.
Moreover, vehicles that forward messages to-
ward far areas may also alter and compromise
the forwarded messages or initiate a fake report.
This causes to generate inaccurate traffic eval-
uation reports for the road network. Then, it
reduces the performance and correctness of the
corresponding efficiency control protocol such as
efficient path recommendation protocols and in-
telligent traffic light scheduling algorithms.

b. Denial of service: In this case, attackers for-
bade the communication channel by overloading
it with useless messages. Attackers can use the
Botnet system (i.e., set of compromised nodes
attack the same target on the computer net-
work). Unexpected large number of fake vehi-
cles asking for recommendations from the same
RSU prevent other vehicles from sending their
requested information. Several vehicles broad-
cast large number of messages in a short period
of time increases the demand on the communi-
cation channels as well. These scenarios neg-
atively affect the performance and accuracy of
traffic efficiency application protocols.
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c. Black-hole attack : Some attackers and mali-
cious vehicles drop all or few selected packets
without informing the senders. Then, several
packets are lost over the network and will not
be considered in the traffic evaluation. Based
on the importance and number of the lost pack-
ets, this affects the performance of the traffic
efficiency control protocols.

2) Impersonation: Is used to gain an access to the ve-
hicular network in order to commit fraud or identity
theft.

a. Sybil attacks: In this attack vehicles broadcast
several messages containing different fake identi-
ties and locations over a certain area of interest.
Then, fake traffic conditions are reported re-
garding that area of interest. This should affect
the traffic efficiency controlling protocols by rec-
ommending vehicles to avoid the fake congested
area or reschedule the located traffic lights to
reduce that fake congestion.

b. Masquerading : Some attackers use fake identity
that is related to other vehicles or RSUs. These
attackers aim at utilizing some facilities and
functionalities through legitimate access iden-
tification. This can be achieved by spoofing the
identity of other nodes or replaying some legal
packets (i.e., man-in-the-middle attack).

c. Non-repudiation: Some vehicles deny sending or
receiving a certain packet over the network. In
this case, senders can send a damage data with-
out being asked to take responsibility of sending
such data. Moreover, any vehicle can deny re-
ceiving some vital packets that it did not obey
and then it has caused a chaos on the road net-
work.

3) Privacy: Deals with the ability a driver has to de-
termine what data to be shared with third parties.
Moreover, if the driver has to reveal his/her iden-
tity when sending a message or it can be sent anony-
mously.

a. Traceability : This threat defines the ability of
tracing a certain vehicle actions over the net-
work. This includes broadcast messages, re-
quest services or reporting cases. Tracing the
actions of vehicles on the road network helps to
trace their locations and identity.

b. Linkability : This refers to the case that an
unauthorized entity can link a vehicle identity
to its driver/owner. This is introduced for lo-
calizing people and tracing their information.

4 The Proposed Secure Traf-
fic Efficiency Control Protocol:
STEP

This section presents the details of the proposed Secure
Traffic Efficiency control Protocol (STEP). As discussed
in Section 2 several protocols were proposed to control
traffic efficiency over the road network in the downtown
areas. In those protocols, transmitting packets among
traveling vehicles (V2V) and transmitting packets be-
tween vehicles and installed Road-Side-Units (V2I) have
been used to provide real-time and efficient recommen-
dations. Several RSUs are expected to be installed over
downtown areas that can help to strength the communi-
cations as a backbone to all real-time protocols. In order
to secure the traffic efficiency control applications over the
downtown areas we propose the STEP protocol.

4.1 Basic Setup of STEP

The STEP protocol provides secure communications
among travelling vehicles over downtown areas using the
group-based cryptography technique. Vehicles transfer
encrypted messages that only targeted receiver/receivers
can understand, without the need of revealing the identity
or the privacy of any vehicle. In traffic efficiency proto-
cols, each vehicle is interested to transmit messages to-
ward its neighboring vehicles (i.e., same road segment in
the downtown). In this work we define the road segment
over downtown areas as the road between two adjacent
road intersections. Thus, several road segments are con-
figured geographically close each other in order to enhance
the management processes there.

Figure 1: Downtown STEP authentication scenario

The installed RSUs over downtown areas are connected
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Figure 2: Phases of STEP

to the country vehicles registration authorities. As illus-
trated in Figure 1 several groups are configured over there.
RSUs are responsible of providing each vehicle with the
required variables to generate its key at the configured
group. Several groups are handled by the same RSU over
the road networks, each RSU should be able to prove its
identity into vehicles aiming to achieve integrity, authen-
ticity and privacy of communications.

RSUs provide the certificate authorities of vehicles
since it is directly connected to vehicles registration au-
thority. Each RSU provides close vehicles with the re-
quired variables to generate the group-key at each con-
figured road segment, we assume that each group should
be on the same road segment. Each RSU handles several
road segments (i.e., several groups) over the downtown
scenarios. However, the RSU should be able to prove its
identity in order to guarantee the integrity and authen-
ticity of its communications. Each RSU contacts the Key
Distribution Center to obtain public and private key pair,
(Pubi, Privi). Moreover, the Certificate Server provides
the RSU with a certificate that contains: RSU’s iden-
tity and public key that is encrypted by the Certificate
Server’s private key. This certificate has an expiration
time and they are timestamped to prevent replay attacks.
Figure 1 illustrates how RSUs contact with Key Distribu-
tion Center and Certificate Server over downtown areas.

RSUs generate the required bilinear groups with the
following road segment parameters: Let Group1 and
Group2 be two multiplicative cyclic groups of the same
prime order p, gen1 and gen2 are generators of Group1

and Group2 respectively. The computable map with
the Bilinearity and Nondegeneracy properties is repre-
sented by the following relation e : Group1 × Group2 →
GroupT [19]. ψ is a computable isomorphism from
Group1 to Group2, with ψ(gen1) = gen2. Then, each
RSU selects two random elements r and r0, where r ∈
Group1 and r 6= 1Group1 , r0 ∈ Group2 and r0 6= 1Group2 .
That RSU also selects two random numbers ξ1, ξ2 ∈ Z∗

q ,

and sets u, v ∈ Group1 such that uξ1 = vξ2 = r and
r1, r2 ∈ Group2 such that r1 = r0

ξ1 , r2 = r0
ξ2 . The

RSU randomly selects γ ∈ Z∗
q as a private key and sets

w = gen2
γ as a system parameter. A secure hash func-

tion, Hash, is randomly chosen for each road segment
too.

The system parameters (PR) after these computa-
tions are represented by: Group1, Group2, GroupT ,
gen1, gen2, p, ψ, e, Hash, w, u, v, r, r0, r1, and
r2. The group public key (GPK) is represented by the
following parameters: gen1, gen2, w. We assume that
the Strong Diffie-Hellman (SDH) assumptions hold on
Group1andGroip2 [6] and the linear Diffie-Hellman as-
sumption hold on Group1 [8].

Each RSU broadcasts an initialization message, Imessg,
the latter message contains that RSU’s ID, public key
and certificate. It also contains the targeted road seg-
ment’s ID, the system parameters (PR) and group public
key GPK. In order to guarantee the integrity, each RSU
uses its private key to encrypt the road segment’s ID, PR
and GPK and adds the encrypted data (Encdata) to the
Imessg message.
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Upon receiving any Imessg, any traveling vehicle, Vi,
first uses the Certificate Server public key to verify the
identity and the public key of that RSU. Then, it uses
the RSU’s public key to verify the integrity of the in-
tended road segment identity and the generated group
key. Only if Vi is currently located on the same road seg-
ment, it keeps the values of PR and GPK in its database.
Consequently, the vehicle, Vi, sends a request message to
the RSU aiming to register to that group, where the re-
quested message includes an encrypted value of the real
identity IDi of Vi, using the RSU’s public key. The
RSU generates a private key GSK[i] for each Vi with its
identity. The GSK[i] is represented by (Ai, xi), where
xi ← H(γ, IDi) ∈ Z∗

q and Ai ← g1
1/(γ+xi). It stores

(Ai, IDi) in its database, aiming to guarantee conditional
privacy. Then, the RSU uses the secure hash function to
encrypt the secrete key of that vehicle, H(GSK[i], IDi).
Finally, it encrypts the hashed value using the RSU’s pri-
vate key and sends it back to the vehicle Vi.

Thus, all RSUs and vehicles obtain their public, group
and private keys. Figure 2 illustrates, in details, the se-
quential steps of the setup phase in a systematic manner.

4.2 Secure Traffic Data Gathering

Each traveling vehicle Vi uses its group key GSK to en-
crypt the advertisement message, ADVi. This message
is periodically broadcasted to announce the basic traffic
data of each vehicle (i.e., ID, location, speed, direction,
destination, etc). On the other hand, each vehicle gathers
these ADV messages from its neighboring vehicles at the
same road segment to predict the traffic situation over
that road segment. Vehicles use the group public key,
GPK to retrieve the guaranteed basic traffic data of the
sender vehicle. In the case any suspicious message is re-
ceived it can be simply dropped. Only messages that sat-
isfy the security requirements (i.e., retrieve correct data
after decrypting by GPK) can be used to evaluate the
traffic characteristics on the road network.

The vehicle located in the closest location to the cor-
responding RSU, VC , uses the gathered traffic data to
generate the traffic monitoring report of that road seg-
ment. This report includes: Traffic speed (i.e., average
speed of all vehicles), traffic density (i.e., number of vehi-
cles per meter square) and the expected traveling time of
that road segment (based of the road segment length and
the traffic speed there). VC sends the traffic monitoring
report encrypted by its GSK key. The receiver RSU uses
the GPK to verify the identity of the sender vehicle and
the correctness of the received data [8].

4.3 Secure Efficient Path Recommenda-
tion

Based on the traffic distribution over the road network,
the most efficient path toward any targeted destination is
configured at each installed RSU. In the case that, vehi-
cles contact the located RSUs with its targeted destina-

tions to request the best path toward their destinations.
The requested message is encrypted by the GSK in oder
to secure the targeted destination of the vehicle and to
guarantee the authenticity. The located RSU uses GPK
to read the details of the message. Then, it replies with
the best path recommendation message that is encrypted
by GPK.

On other cases, when the RSU periodically broadcasts
a list of common targeted destinations and the next hop
toward each one. In this scenario, the RSU should add
a digital signature to the broadcast message to prove the
integrity and authenticity of the message. Thus, malicious
nodes cannot impersonate RSUs and direct the vehicles
falsely.

4.4 Secure Traffic Light Controlling

Intelligent traffic lights are located as RSUs at the road
intersections. Each traffic light is provided with wire-
less transceiver and simple processor. Traffic lights aim
to guarantee safe sharing of the road intersections where
conflicted flows of traffic can pass the road intersection.
The schedule of each intelligent traffic light is set based
on the real-time traffic characteristics of the competing
flows of traffic. The sequences and the assigned time of
each phase are set to minimize the queuing delay time
and to increase the throughput of the signalized road in-
tersection.

The traffic characteristics of each flow of traffic that are
delivered to the scheduling processor should be encrypted
using GSK of the reported vehicle. The receiver proces-
sor (RSU) uses the GPK key to verify the correctness of
the received data and to verify the identity of the sender.
Moreover, the schedule of each traffic light should be en-
crypted using the private key of the RSU. The receiver
vehicles use the public key of the RSU to verify the cor-
rectness of the received data. It also checks the identity of
the RSU in order to check any fake announced schedule.

5 Performance Evaluation

This section investigates the benefits of the proposed pro-
tocol in terms of controlling the traffic efficiency over the
road network. This study takes its place in the case that
different malicious nodes are existed and transfer fake
data aiming to deceive drivers. We compare the perfor-
mance of the STEP protocol to different traffic controlling
protocols, where different number of malicious vehicles
were detected.

5.1 Accuracy of Data Gathering

Here, we evaluate the accuracy of the gathered traffic data
over the road network. This data is used to control the
traffic efficiently. Malicious vehicles broadcast several ad-
vertisement messages with different identities and fake
basic data. We compare the performance of the STEP
protocol to ECODE [34](i.e., one of the traffic evaluation
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Figure 3: An example of 4X4 manhattan and three targeted destinations (A, B and C)
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Figure 4: Data gathering accuracy of STEP: (a) Accuracy of STEP compared to ECODE for different traffic densities,
(b) Accuracy of STEP compared to ECODE for different number of malicious nodes and (c) Accuracy of STEP
compared to ECODE when each malicious node send different number of advertisement messages

protocols for road networks) in term of the accuracy of
data gathering. We measure the accuracy of each pro-
tocol by comparing the number of detected vehicles to
the number of existed vehicles over each road segment.
Table 3 illustrates the simulation parameters of the per-
formance comparison.

Table 1: Simulation parameters

Parameter Value

Simulator NS-2, SUMO
Transmission range (m) 250

Simulation time (s) 2000
Simulation area (m2) 20 X 200
Number of Vehicles 20 - 100

Simulation map 2 lane road segment
Traffic speed 1-10 m/s

Mobility model downtown mobility
Number of malicious nodes 4-12
Number of fake messages 2-5

In Figure 4, the comparative results of the data gath-
ering accuracy for STEP and ECODE protocols are pre-

sented. First, in Figure 4(a) we assume the existence of
five malicious nodes each one broadcast five advertisement
messages. From this figure we can infer that the impor-
tance of securing the data gathering protocols is increased
when the traffic density is less over the road network. By
increasing the traffic density while the same number of
malicious nodes are existed the effect of these nodes is
becoming negligible regarding the traffic evaluation.

Second, we study the effect of increasing the number of
malicious nodes over the road scenario where the traffic
density is fixed to 0.075 vehicle/meter2. The results of
comparison is illustrated in Figure 4(b), several malicious
nodes are simulated where each node broadcast five adver-
tisement messages. From Figure 4(b) we can clearly see
that by increasing the number of the malicious nodes the
accuracy of traffic evaluation is decreased without using
the secure protocol.

Figure 4(c) investigates the effect of the number of ad-
vertisement messages that each malicious node send. The
malicious node becomes more disturbing when it broad-
casts more fake messages in ECODE. Figure 4(a), Fig-
ure 4(b) and Figure 4(c) have shown that the STEP pro-
tocol can detect all fake messages broadcast by malicious
nodes. Thus, it is able to produce accurate traffic evalu-
ation.
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Table 2: Simulation parameters

Parameter Value

Simulator NS-2, SUMO
Transmission range (m) 250

Simulation time (s) 2000
Simulation area (m2) 1000 X 1000
Number of vehicles 200 - 1000

Simulation map Grid-layout
Mobility model downtown mobility
Traffic speed 1-10 m/s

Number of malicious RSUs 0-4

5.2 Efficiency of The Configured Path

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 2000

 0  1  2  3  4

T
ra

v
el

in
g

 T
im

e 
(S

ec
o
n
d
)

Number of malicious RSUs

ICOD

STEP

(a)

 1000

 1200

 1400

 1600

 1800

 2000

 0  1  2  3  4

T
ra

v
el

in
g
 D

is
ta

n
ce

 (
M

et
er

)

Number of malicious RSUs

ICOD

STEP

(b)

Figure 5: Efficiency of STEP compared to ICOD: (a)
Traveling time of the configured path, (b) Traveling dis-
tance of the configured path

In this section we investigate the effects of the exis-
tence of some malicious RSUs on the road network in
terms of configuring the efficient path toward targeted
destinations. We run our experiments in 4X4 Manhattan
model 16 RSUs are expected to be installed one at each
intersection. We assume that all drivers on this road net-
work are targeting one of three destinations, A, B and C,
as illustrated in Figure 3. Some road segments are highly
congested while others witness a low traffic density. Ma-

licious RSUs broadcast fake and in-accurate data about
one of the targeted destinations, drivers will be deceived
to travel more time and extra distance then. Table 2 il-
lustrates the simulation parameters for this comparison
experiment.

We compare the performance of the STEP protocol in
terms of configuring efficient path to ICOD [38] one of
the distributed path recommendation protocols. Figure 5
illustrates the comparison study between these protocols.
In Figure 5(a) we can see that by increasing number of
malicious RSUs over the road network, the average trav-
eling time toward these destinations is increased drasti-
cally by ICOD. This is due to recommending the highly
congested road segments on the road network in these
cases. At the same time Figure 5(b), the average travel-
ing distance is increased when using ICOD to configure
the efficient paths. However the increased in the trav-
eling distance is small compared to the increase in the
traveling time, this can be clearly seen from Figure 5(a)
and Figure 5(b). The STEP protocol was able to config-
ure malicious RSUs and ignore the recommendation mes-
sages they broadcast. Thus, the STEP protocol acquire
better traveling time and traveling distance regardless of
the number of existed malicious RSUs.

5.3 Efficiency of The Traffic Light Sched-
ule

Table 3: Simulation parameters of ITLC

Parameter Value

Simulator NS-2 , SUMO
Transmission range (m) 250

Simulation time (s) 2000

Simulation area (m2) 1000 X 1000
Number of traffic lights 1

Number of vehicles 200 - 1000
Simulation map 4-leg traffic intersection
Mobility model downtown mobility

Number of malicious RSUs 0-4

We measure the efficiency of the traffic light sched-
ule by the average waiting delay time of each vehicle at
the traffic light and the throughput of the signalized road
intersection (i.e., number of vehicles passing the intersec-
tion per second). Malicious drivers can deceive the traffic
light by broadcasting several advertisement messages to
increase the traffic density of the traffic flow. Moreover,
they can announce themselves as emergency vehicles that
have a higher priority to pass the signalized intersection
first. This drastically decrease the efficiency performance
of the traffic light schedule. Figure 6 compares the STEP
protocol to ITLC [36] in term of efficiency of the traffic
light schedule. The average waiting delay of each vehicle
is illustrated in Figure 6(a). As we can see from this figure
by increasing the number of malicious drivers at the sig-
nalized intersection, the waiting delay time of each vehicle
is increased when using the ITLC protocol. On the other
hand, Figure 6(b) shows that using ITLC protocol to gen-
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Figure 6: The efficiency of traffic light schedule: (a) Av-
erage waiting delay of each vehicle, (b) Throughput of the
signalized intersection

erate the schedule of the traffic light, the throughput of
the signalized intersection is decreased.

6 Conclusions

In this paper, we have proposed a secure traffic congestion
control protocol, STEP. This protocol controls the traffic
congestion problem over the downtown areas in a secure
and efficient fashion. It relays on the public cryptography
to authenticate RSUs at road intersections. On the other
hand, at each road segment the group signature is used
to secure the communications between vehicles. Exper-
imental results have indicated that the efficiency proto-
cols achieves better performance in the case that secure
communications are used. This is due to the behavior of
the malicious nodes which intend to deceive the efficiency
control protocols aiming to serve their benefits.
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Abstract

Erasure code, as a fault-tolerant technology which is
widely used in storage and communication fields. It can
reduce the storage space consumption and provide the
fault-tolerant capability of the replication backup. There-
fore, a simple and efficient erasure coding and decoding
algorithm is also paid much attention. Deenadhayalan
has proposed a matrix methods for lost data reconstruc-
tion for erasure code that uses the pseudo-inverse princi-
ple to recover a random raw data element and apply to
any erasure code, but cannot recover both the data ele-
ment and the redundant element at the same time. After
the data elements are recovered, the redundant elements
can recovered by encoding, which increases the compu-
tational complexity. In response to this situation, this
paper presents an improved decoding algorithm suitable
for any theoretically recoverable cases. The algorithm is
an erasure code decoding algorithm based on matrix that
can reconstruct data elements and redundant elements at
the same time. It also has high practicability and sim-
ple,easy algorithm steps, is easy to implement and has a
wide range of applications. Through the simulation ex-
periment it can be concluded that the efficiency is also
high.

Keywords: Erasure Codes; Improved Decoding Algorithm;
Matrix Decoding; Theory Can be Restored

1 Introduction

With the rapid development of computer technology, in-
formation technology has been widely popularized in vari-
ous industries and fields. The data were explosively grow-
ing, and the demand for the storage system [6, 12, 13] is
getting higher and higher. With the increasing storage de-
mand, both the number of storage nodes and the capacity
of single node in storage system are increasing exponen-
tially, which means that the probability of node failure
and the failure of sectors in single node are larger than
before, so data fault-tolerant is an indispensable key tech-
nology in storage system.

The most widely used fault tolerance technology is

multi copy replication technology, that is, fault-tolerance
by replica copy. The other is erasure code technology,
through the encoding of fault-tolerance. Erasure code
technology [7, 10] mainly relies on the erasure code al-
gorithm [14] to store the original data after obtaining re-
dundant elements, so as to achieve the purpose of fault
tolerance. In the storage system, its main idea is to en-
code the original data element of the k block to obtain
the m block redundancy element, and when there is a
m block element failures, the lost element can be recov-
ered through the remaining elements by using a certain
decoding algorithm. Compared with multi-rseplica fault-
tolerant technology, erasure code fault-tolerant technol-
ogy can reduce the storage space significantly while pro-
viding the same or even higher data fault tolerance.

In recent years, most of the research on erasure code
is focused on the encoding process [8], and the decoding
process is rarely involved. The decoding process of the
original erasure code is processed by cyclic iteration or
matrix inversion. Each code has different decoding algo-
rithm. And the original decoding type is node loss, when
an element or sector is lost in a node, the entire node
is considered invalid. However, as the amount of data
is increasing and the number of hardware is increasing,
there are more and more failures of sectors in one node.
When the whole node is rebuilt, those sectors that are not
needed to be rebuilt are also rebuilt, thus causing repeti-
tion and increasing unnecessary computation. Therefore,
the restoration of random elements or sector losses has
also become an important problem in erasure code de-
coding.

In [9], an algorithm for merging and decoding in bi-
nary domain (hereinafter referred to as merger decoding)
is proposed. This algorithm restores the node error by
rebuilding the data block on the fault-tolerant storage
system and and can be used to restore the loss of the ran-
dom element. However, the calculation of this algorithm
involves the calculation of the inverse matrix. Therefore,
when the single error is restored, the efficiency will be
higher. Once there are many errors, the operation of in-
version will greatly affect the speed of operation, thus
affecting the decoding efficiency.
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In [3], Deenadhayalan proposed a decoding algorithm
for erasure codes. This algorithm is based on generator
matrix and its pseudo-inverse matrix (hereinafter referred
to as matrix decoding), and is generally declared as two
results for lost data sectors. One is that the algorithm is
recoverable, which is theoretically recoverable, when the
algorithm provides a formula made up of readable data
to restore the lost sector, the other is an unrecoverable
sector in theory. The matrix decoding algorithm not only
solves the problem of recovery of random sector loss, but
also abandons the calculation of the inverse matrix to
make it highly efficient. At the same time, it is also a
universal decoding algorithm that is applicable to any ar-
ray code and can also be used for non-XOR erasure code,
but most suitable for the array code. Therefore, this pa-
per describes the array code as an example. However,
the matrix decoding algorithm has a disadvantage at the
same time. The loss of redundant elements can only be
solved by the encoding algorithm after the data elements
are recovered, but cannot recover the data elements and
redundant elements at the same time. In this paper, an
improved algorithm which can restore random lost sector
including redundant sector is proposed for the problem
of matrix decoding. It reduces the complexity of algo-
rithm from the algorithm level, and can restore any loss
that can be recovered theoretically, and the efficiency has
been improved through experiments.

Here is a description of the organizational structure of
this paper. The second part introduces some basic theo-
ries and principles implicated in the algorithm. The third
part presents the example of the original matrix decoding
algorithm and the improved algorithm steps, and gives
concrete examples. The fourth part analyzes the exper-
imental data of the algorithm, and compared with the
other decoding algorithm by performance. The fifth part
gives the summary of this paper.

2 Basic Concepts and Principles

In order to better describe the algorithm and get a clearer
understanding of the algorithm, this section will introduce
some basic concepts and principles involved in the paper.

2.1 Basic Concepts

There is no consistent definition of erasure-tolerant tech-
nology to erasing codes in storage systems. In order to
facilitate the description and understanding of this pa-
per, based on the literature [3, 4], the relevant concepts
commonly used in this paper are as follows.

• Data (or information): The original piece of data
string used to store the information needed by real
users.

• Parity (or redundant): By using the erasure code al-
gorithm, a data string of redundant information ob-
tained by calculating the data, the existence of these

redundancies is to ensure the erasure code’s fault-
tolerance.

• Element (or symbol): A fundamental unit of data or
parity; this is the building block of the erasure code.
In the process of erasure code calculation, an element
is usually regarded as a basic unit of computation.

• Stripe: Collection of all information independently
related to the same erasure algorithm. A storage
system can be regarded as a collection of multiple
stripes. The stripe is a set of information that inde-
pendently constitutes an erasure code algorithm.

• Strip: A unit of storage consisting of all contingu-
ous elements (data, parity or both) from the same
disk and stripe. In coding theory,this is associ-
ated with a code symbol. It is sometimes called
a stripe unit.The set of strips in code instance
form a stripe.Typically,the strips are all of the same
size(contain the same number of elements). A col-
lection of data belonging to the same stripe on the
same disk. The size of a strip is determined by the
number of elements contained in the strip.

The symbols and descriptions of some principles are
described in Table 1.

Table 1: Symbols

Symbols Size Explain
G R× C Generate matrix
H (R− C)×R Check matrix
U C ×R Left pseudo-inverse
OR C × C Partial unit matrix

di,j —
The i element of the

j strip in the
disk array

D C × 1 Raw data

T R× 1
After encoding

the element data
H ′ (R− C)×R Redundancy matrix

2.2 Basic Principles and Proofs

The basic principle of the improved algorithm in this pa-
per is divided into two parts: the pseudo-inverse matrix
U used to recover the data elements and the redundancy
matrix H ′ used to recover the redundant elements. Then
we describe separately and give the proof at the same
time.

2.2.1 Pseudo-Inverse Matrix U

First describe some of the basic theories about linear al-
gebra in binary.

Definition 1.
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(Left pseudo-inverse): If matrix A is left multiplied by
matrix B to get the unit matrix, then B is called the left
pseudo-inverse matrix of A. When the matrix is full rank
and R ≤ C, the left pseudo-inverse matrix must exist.

(Null space): Null space refers to a set of all vectors or-
thogonal to each row vector of the matrix. Null Space Base
refers to the largest set of linearly independent vectors in
null space.

Suppose that G is a R× C matrix, and R ≤ C.If B is
the null space of G, U is the left pseudo-inverse matrix of
G, X varies over all binary C × (R − C) matrices, then
get Equation (1):

(U + (X ·B)) ·G = OR. (1)

U + (X ·B) runs over all partial pseudo-inverses, X is to
add a null space vector for each column of U . There are
two important equations in the coding theory, G×D = T
and H × T = 0 respectively. This can be introduced
Equation (2):

H ×G×D == 0. (2)

It can be seen from Equation (2) that H is a zero-space
basis of G, so that the pseudo-inverse matrix of the gen-
erated matrix can be found using the check matrix.

Theorem 1. The left pseudo-inverse matrix obtained by
the improved algorithm, in which any theoretically recov-
erable data element corresponds to a non-zero row of the
pseudo-inverse matrix, and the non-zero positions in these
non-zero row indicate which data elements and redundant
elements whose XOR is a data element. A directly read-
able element corresponds to a labeled row in the pseudo-
inverse matrix (ie, a row vector containing only one.) An
unrecoverable data element corresponds to an all-zero row
of pseudo-inverse matrix.

Proof. Suppose that T represents the vector containing all
the elements after encoding, T ′ represents the lost coding
vector, that is, the lost element corresponding position is
0, and obviously get Equation (3)

G′ ×D = T ′ (3)

In Equation (3), the missing element corresponds to
all-zero rows in G′. So,here has Equation (4)

U · T ′ = U ·G′ ·D = OR ·D = D′ (4)

Where the 0 element of D′ corresponds to a zero position
on the diagonal of OR, and OR corresponds to all-zero
rows in the pseudo-inverse matrix. Non-zero position on
the diagonal of OR corresponds to the non-zero position
in D′, while the non-zero position on the diagonal of OR

corresponding to non-zero row of pseudo-inverse matrix
U . Thus can be see each row of the pseudo-inverse ma-
trix U corresponds to each of the elements of D′,that is

the data element. In the meantime, since U · T ′ = D′,
therefore, each row in the pseudo-inverse matrix U , each
bit corresponds to one element in T , so that each row cor-
responds to one data element and each bit corresponds to
one element.

2.2.2 Check Matrix H and Redundancy Matrix
H ′

Check matrix is a very important concept in coding the-
ory.This section describes the concepts of check matri-
ces,redundancy matrices and the theory of recovery par-
ity elements. In this paper, we referred to the matrices
transformed by the improved parity check matrix as re-
dundancy matrices.

Check matrix is a matrix used to check whether a code-
word is correct. Each column represents an element lo-
cation. Each row represents a redundant element and is
also an equation (the result is 0 after XOR for all non-zero
positions in each row). For example, Equation (5) is the
check matrix of STAR (3,6) code.

H =


1 0 1 0 1 0 1 0 0 0 0 0
0 1 0 1 0 1 0 1 0 0 0 0
1 0 0 1 1 1 0 0 1 0 0 0
0 1 1 1 1 0 0 0 0 1 0 0
1 0 1 1 0 1 0 0 0 0 1 0
0 1 1 0 1 1 0 0 0 0 0 1

 (5)

Theorem 2. The redundancy matrix obtained by the im-
proved algorithm in this paper, whose non-zero rows rep-
resent a theoretically recoverable redundant element, the
exclusive-OR of elements corresponding to each non-zero
position in this row is the redundancy element correspond-
ing to this row. Each of all-zero row represents a known
readable redundant element.

Proof. As described above for the check matrix, it can be
clearly seen that the result of the exclusive-OR of each row
in the check matrix is 0, so the result of the XOR between
the row and the row is also 0, and the XOR transforma-
tions between rows and rows does not affect the property
of the check matrix. Suppose that the redundant elements
of STAR (3, 6) code are (P0, P1|Q0,0, Q1,0|Q0,1, Q1,1),
that is, each row represents a redundant element. If the
second row is added to the first row and placed in the
first line, the result of XOR for all the non-zero position
elements is still 0. As in Equations (6), (1) and (3) add
the same result to zero.

d0,0 + d0,1 + d0,2 + P0 = 0(1)
d0,0 + d0,1 + d0,2 = P0(2)
d1,0 + d1,1 + d1,2 + P1 = 0(3)
d1,0 + d1,1 + d1,2 = P1(4)

(6)

On this basis, if zero redundant element corresponding
to the row, the result of the difference of the remaining
elements is equal to the redundant element, so that the
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redundant element can be obtained. Use the above check
matrix formula for example. The Equations (6) (1) and
(3) two formula will be combined make P0 into 0, then
get the available Equation (7).

d0,0 + d0,1 + d0,2 + d1,0 + d1,1 + d1,2 + P1 = P0 (7)

From this we can prove that the theory 2 is correct.With
the above concepts and theories, the next section will de-
scribe our improved algorithm process based on these con-
tents and give examples.

3 Decoding Algorithm

In Paper [3], a matrix based erasure decoding algorithm
matrix decoding is described. In the literature, specific
methods and steps are given for the reconstruction of
EVENODD array code [11]. For the case of missing el-
ements including redundant elements, the matrix decod-
ing algorithm first recovers the missing data elements and
then encodes the missing redundant elements. This sec-
tion first describes the decoding algorithm of the matrix
decoding algorithm, and gives an example. Next, the im-
proved algorithm of the matrix decoding algorithm in this
paper is introduced, and the algorithm steps are described
in detail.

3.1 Matrix Decoding Algorithm

The matrix decoding algorithm is based on the matrix
theory and the pseudo-inverse principle. The core of the
algorithm is to construct the pseudo-inverse matrix of the
generate matrix. When the pseudo-inverse matrix is con-
structed, each column of the pseudo-inverse matrix repre-
sents one data element, each non-zero position of a column
represents a known-readable element. H in the original
algorithm is a vertical matrix. So let’s describe the struc-
ture of the pseudo-inverse matrix.

1) Construct a square matrix W of size R × R, W =
(B|H),the initial B consists of a unit matrix and all-
zero rows.Write all missing element positions to a
uniform list L - lost list.

2) For each lost element in list L,let r indicate the lost
element corresponding to the row of W , then:

• Find any column b in H that has a one in row
r. If none exists,Zero any column in B that has
a one in row r and continue to the next lost
element;

• For each one in row r of W , say in column c,if
c 6= b, sum and replace column b into column c.

• Zero column b in H.

3) Use the resulting B to recover lost data elements.

Example 1. The following uses STAR(3,6) as an exam-
ple. The data encoded by the STAR code is arranged as
Equation (8)

T =(d0,0,d1,0|d0,1,d1,1|d0,2,d1,2|P0,P1|Q0,0,Q1,0|Q0,1,Q1,1) (8)

Suppose that the lost elements list L = (0, 2, 4, 5, 8, 9),
then the data is arranged as T = (0, d1,0|0, d1,1|0, 0|P0,
P1|0, 0|Q0,1, Q1,1). From the steps above can get the
pseudo-inverse matrix as Equation (9).

U =



0 0 0 0 0 0
0 1 1 0 1 1
0 0 0 0 0 0
1 0 1 1 0 1
0 0 0 0 0 0
0 0 0 0 0 0
1 0 1 0 1 0
1 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 1 0
1 0 1 0 0 0



(9)

Each column in the pseudo-inverse matrix represents a
primitive data element, and each non-zero position repre-
sents a known available data element. After the original
data elements 0, 2, 4, and 5 are obtained therefrom, an
encoding algorithm get 8,9 and multiply the original data
element by the generator matrix, as in Equation (10).

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 1 0 1 0
0 1 0 1 0 1
1 0 0 1 1 1
0 1 1 1 1 0
1 0 1 1 0 1
0 1 1 0 1 1




d0,0
d1,0
d0,1
d1,1
d0,2
d1,2

 =



d0,0
d1,0
d0,1
d1,1
d0,2
d1,2
P0

P1

Q0,0

Q1,0

Q0,1

Q1,1



(10)

3.2 Improved Decoding Algorithm

This section will describe the improved algorithm pro-
posed in this paper, will give the algorithm specific steps
and examples. The algorithm proposed in this paper is
based on the improvement of the matrix decoding algo-
rithm. But it can recover all the theoretically recoverable
cases at the same time, including recover the original data
elements and redundant data elements at the same time.
It can be applied to any array code, and it can be ex-
tended to non-binary erasure codes, such as RS codes.

3.2.1 Improved Algorithm Steps

Algorithm steps are as follows:

1) Construct a square matrix A, A =
(
U
H

)
, U = (Ic|0),

H is check matrix. Is the lost elements list;
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2) Judging whether the right half of the check matrix
formed is a unit matrix or not, if not, transform ma-
trix between rows and rows to make it a identify ma-
trix;

3) The transformation of A is equivalent to the inversion
process;

4) Get the converted A can recover the lost elements, a
row represents a data element, in the row a non-zero
position corresponding to a known data elements.

The following steps for the transformation of the specific
steps:

1) For each data element s in the lost element list L,
first determine whether the type of the data element
belongs to the original data or to the redundant data.
If s belongs to original data,then continue; if not,then
skip. Loop through the data block element s in L;

2) Find h in H, its s column is 1. If none exist, the U
in the s column has a line set to zero;

3) After found h, if L does not contain redundant ele-
ments, then select the most sparse row f from the
found result h, if the redundant elements are in-
cluded, remove the missing redundant elements from
the found result after select the most sparse row f in
h (in order to retain the value of the missing redun-
dant element row, the last can be found at the same
time);

4) For one in column s of A in row e, if e is not equal
to f , add f(exclusive-or) to e and replace e;

5) Set the row f in H to zero;

6) After traversing the data block elements in L, set the
redundant elements in L correspond to the columns
in H to zero.

3.2.2 Examples of Improved Algorithm

In order to better understand and explain the above algo-
rithm, the following is illustrated by taking STAR [5](3,6)
and RDP [2](3,4) as examples.

Eg1. STAR code: The structure of the STAR code is
shown in Table 2.

Table 2: STAR code structure

Expand the disk data, change to D = (d0,0, d1,0|d0,1,
d1,1|d0,2, d1,2), then T = (d0,0, d1,0|d0,1, d1,1|d0,2, d1,2|P0,

P1|Q0,0, Q1,0|Q0,1, Q1,1). Construct the square matrix as
shown in Equation (11).

A=

(
U

H

)
=



1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
1 0 1 0 1 0 1 0 0 0 0 0
0 1 0 1 0 1 0 1 0 0 0 0
1 0 0 1 1 1 0 0 1 0 0 0
0 1 1 1 1 0 0 0 0 1 0 0
1 0 1 1 0 1 0 0 0 0 1 0
0 1 1 0 1 1 0 0 0 0 0 1



(11)

In order to facilitate the comparison with the original
algorithm, we assume that the missing element is the same
as the missing element in Section 3.1.Suppose that the
lost elements list L = (0, 2, 4, 5, 8, 9). The data in list L
correspond to rows s of A.

First determine the check matrix, the right half of it is
the unit matrix, then the following operation.

For column s = 0, find some row in H that has a one
in this column,we can find h = (6, 8, 10), but 8 is in list L,
so we choose h = 6, because the row 6 is more sparse than
the row 10, after select, add row 6 to row 0,8,10, then set
row 6 to 0; For row s = 2, we can find h = (8, 9, 11), but
8,9 is in list L, so we choose h = 11, after select,add row
11 to row 0,2,8,9, then set row 11 to 0; For column s = 4,
find some row in H that has a one in column 4, we can
find h = (8, 10), but 8 is in list L,so we choose h = 10,
after select, add row 10 to row 2,4,8, then set row 10 to
0; For column s = 5, we can choose h = (7, 8, 9), but 8,9
is in list L,so we choose h = 7, after choose, add row 7
to row 0,4,5,8,9, set row 7 to 0;For row s = 8, 9, because
8,9 is in list L, so end the traverse, set the column 8,9 to
0.The final result becomes Equation (12):

A =



0 0 0 1 0 0 1 1 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 1 0 0 0 1 1
0 0 0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 1 0 0 1 0
0 1 0 1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 1 1
0 1 0 0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0



(12)

A row with multiple non-zero positions in A is a theoret-
ically solvable element, which results in Equation (13):

d0,0 = d1,1 + P0 + P1 + Q1,1

d0,1 = d1,0 + d1,1 + P0 + Q1,0 + Q1,1

d0,2 = d1,0 + P0 + P1 + Q1,0

d1,2 = d1,0 + d1,1 + P1

Q0,0 = d1,1 + P1 + Q1,0 + Q1,1

Q0,1 = d1,0 + P1 + Q1,1

(13)
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Eg2. RDP code: The structure of the RDP code is
shown in Table 3.

Table 3: RDP code structure

Expand the disk data, change to D = (d0,0, d1,0|d0,1, d1,1),
then T = (d0,0, d1,0|d0,1, d1,1|P0, P1|Q0, Q1). Construct
the square matrix as shown in Equation (14).

A =

(
U

H

)
=



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 0
1 0 0 0 0 1 1 0
0 1 1 0 0 0 0 1


(14)

Suppose that the lost elements list L = (0, 2, 4, 5). First
determine the check matrix, the right half of it is the
unit matrix, it can be clearly seen is not, so after some
transformation between rows, the row 5 added to the row
6, we can make the right half of H into a unit matrix, the
final transformation results is:

A =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 0
1 1 0 1 0 0 1 0
0 1 1 0 0 0 0 1


(15)

For column s = 0,find some row in H that has a one in
this column, we can find h = (4, 6), but 4 is in list L, so
we choose h = 6, after select,add row 6 to row 0,8,10,then
set row 6 to 0, the result matrix is:

A =



0 1 0 1 0 0 1 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 1 1 1 1 0 1 0
0 1 0 1 0 1 0 0
0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 1


(16)

For column s = 2, find some row in H that has a one in
this column, h = (4, 7), but 4 is in list L, so choose h = 7,
add row 7 to row 0,4, set row 7 to 0,the result matrix is :

A =



0 1 0 1 0 0 1 0
0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 1
0 0 0 1 0 0 0 0
0 0 0 1 0 0 1 1
0 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


(17)

A row with multiple non-zero positions in A is a theoret-
ically solvable element, which gives the following Equa-
tion (18): 

d0,0 = d1,0 + d1,1 + Q0

d0,1 = d1,0 + Q1

P0 = d1,1 + Q0 + Q1

P1 = d1,0 + d1,1

(18)

4 Analysis and Discussions

For a code system, the performance of coding system is
usually evaluated from the encoding rate and the utiliza-
tion ratio of space. For decoding, the decoding rate, re-
covery efficiency, and loss type of the decoding algorithm
can be used for evaluation. This section will experimen-
tally analyze this algorithm in terms of its applicability
and decoding rate. The following is encoded and simu-
lated data loss in the Python 3 environment supposing a
folder represents a disk to emulate the raid.

Array code is a code system constructed only through
XOR operations, and its own decoding algorithm uses
cyclic iterative decoding. When an element in a strip is
lost, it is considered the loss of the entire strip or even
the entire disk. The entire disk is rebuilt upon recovery,
and the original decoding of each array code is different.
Deenadhaylan proposes an algorithm for restoring ran-
dom data elements - matrix decoding, using the pseudo-
inverse theory of the generating matrix to reconstruct the
data elements, which is suitable for any erasure code, but
can not restore the redundant elements at the same time.
Tang proposed a merger decoding algorithm in paper [9],
which reconstructed disk data elements by chunking and
inverting the check matrix to recover both data elements
and redundant elements. But this algorithm needs to
compute the inverse matrix, which increases the compu-
tational complexity and the efficiency is not high. The
improved decoding algorithm proposed in this paper is
based on the improvement of the matrix decoding algo-
rithm, and can recover any theoretically possible recov-
ery, including the simultaneous restoration of data ele-
ments and redundant elements. Table 4 compares the
three decoding algorithms and the cyclic iterative decod-
ing algorithm for the decoding of the array code in terms
of whether it can restore the random elements, whether
it can restore data and redundant data and versatility at
the same time.

It can be seen from Table 4 that the three algorithms of
matrix decoding, merge decoding and improved decoding
algorithm can recover random elements under the same
fault-tolerant capacity. The merge decoding and the im-
proved decoding algorithm can also recover the data and
redundant elements. Compared with the original decod-
ing algorithm only for one array code, the improved de-
coding algorithm and the merger decoding algorithm can
be applied to any array code.

The following is the analysis of experimental data. For
the matrix decoding algorithm, when the pseudo-inverse
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Table 4: Properties of algorithm

Decoding
algorithm

Whether
the

random
elements
can be

recovered

Recover
data and

redundant
elements at
the same

time

Versati-
lity

Cyclic
iterative

False False Bad

Matrix
decoding

True False Good

Merger
decoding

True True Good

Improved
decoding

True True Good

matrix is taking, it needs to be encoded to obtain the re-
dundant elements. Therefore, an extra matrix operation
is added to the algorithm complexity of the improved algo-
rithm in this paper. Taking EVENODD [1] for example,
the matrix decoding algorithm requires 60 more XOR op-
erations than the algorithm proposed in this paper, each
adding 60 more operations. Even if the XOR operation
is fast, the efficiency will still be affected. This paper
simulates the data loss and compares efficiency by decod-
ing different file sizes. The final experimental results are
shown in Figure 1.

Figure 1: Efficiency comparison

It can be seen from the figure above that the improved
decoding algorithm mentioned in this paper improves the
time-consuming decoding algorithm of the original algo-
rithm matrix, and it also improves the efficiency. Thus,
the improved algorithm is efficient and simple.

For the two algorithms of merger decoding and im-
proved decoding algorithm, we compare their efficiency
by computing time and use EVENODD code to carry out
experiments. Through the cyclic iteration, the merging
decoding and the improved decoding algorithm, the ex-
perimental conditions of the data loss are hypothesized
and the lost data are reconstructed gradually. Finally
draw the experimental results as shown in Figure 2.

It can be seen clearly from the above figure that the

Figure 2: Four algorithm efficiency comparison

cyclic iterative decoding algorithm has the highest effi-
ciency. The improved decoding algorithm takes longer
than the cyclic iterative decoding algorithm, but the dif-
ference is not much. And because the merger decoding
is used in the process of inversion calculation, it will be
twice as much as the cyclic iterative decoding algorithm.
It can be seen that the efficiency of the improved algo-
rithm proposed in this paper is not bad.

Next, take RDP-code as an example to conduct dou-
ble fault experiments. Four different algorithms are used
respectively. Finally, the experimental diagram is shown
as follows in Figure 3:

Figure 3: Four algorithm efficiency comparison

It can be seen that the above results are similar to
those of EVENODD-code, so the algorithm proposed in
this paper is more efficient.

5 Summary

In this paper, an improved erasure code decoding algo-
rithm based on matrix decoding algorithm is proposed to
recover the random sector loss of erasure codes. It is appli-
cable to any theory recoverable situation, which includes
the situation that the original algorithm can not be recov-
ered, and it continues the good generality of the original
algorithm. It is found that the efficiency of the algorithm
is more efficient than the original one, and the calcula-
tion efficiency is higher, which can be widely used in the
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random sector loss. This improved algorithm proposed in
this paper is currently running on the binary matrix array
code for the operation. After that, this algorithm can be
extended to non-binary decoding operations, such as RS
code.
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Abstract

In recent years, with the development of Internet tech-
nology, people’s life has been more convenient with the
help of the Internet. But it has also given rise to a new
form of crime, Internet crimes. Computer forensics is thus
born to deal with new kinds of crimes. In this study,
the improved K-means clustering algorithm was adopted
to obtain computer real-time evidence of network intru-
sion crimes. The detection performance of the improved
algorithm for the four types of characteristic data was
analyzed by MATLAB. Moreover, the detection perfor-
mance of traditional clustering algorithm under differ-
ent intrusion attack modes was compared. The results
demonstrated that the improved algorithm is more suit-
able for detecting the first kind of characteristic data; and
compared with the traditional clustering algorithm, under
the three flood attack modes of User Datagram Protocol
(UDP), Internet Control Messages Protocol (ICMP) and
Transmission Control Protocol (TCP), the improved al-
gorithm is better and has faster speed of data processing.
In conclusion, the improved K-means clustering algorithm
can be applied to the computer real-time location and
forensics of network intrusion crimes.

Keywords: Clustering Algorithm; Computer Forensics;
Network Intrusion; Network Security

1 Introduction

With the globalization of information, the Internet has
developed rapidly. Enterprises, governments and individ-
uals cooperate with each other on the Internet, which
improves work efficiency as well as convenience and en-
riches people’s spare time life [7]. The Internet has the
advantages of openness and sharing. On the one hand,
with these two advantages, the network has a variety of
resources and facilitates people’s life. On the other hand,
since these two advantages are not only for the general
public, cybercriminals can also take advantage of these
two advantages to launch an invasion against enterprises,

governments or individuals through the Internet.

In recent years, the popularity of mobile terminals that
can be connected to the Internet has also diversified the
ways of network crimes. Due to the convenience brought
by the network, it brings greater security risks to users [6].
Therefore, in order to protect the network security of users
and combat the illegal criminal acts with the help of the
network, computer forensics technology emerges at the
historic moment. Computer forensics technology [11] in-
tercepts and analyzes network intrusion data to obtain
relevant criminal evidence. The early computer foren-
sics technology is usually used to reverse and analyze
the intrusion scene after the event to obtain relevant ev-
idence. However, with the rapid development of network
technology, the corresponding traces of the perpetrators
are often eliminated after the invasion, making it diffi-
cult to obtain effective evidence for the early static foren-
sics [10]. Therefore, the real-time dynamic forensics tech-
nology that can collect effective evidence in large-scale
networks is required.

Here are the relevant studies. Sun et al. [12] proposed a
modeling method for Evolved Packet Core (EPC) network
intrusion system in order to obtain appropriate defense
strategies. Firstly, the attack behavior in the network is
described, and the intrusion attack is introduced into the
model based on time. Finally, UPPAAL is used to verify
the correctness of the proposed model. Compared with
other typical attack models, the proposed model is com-
prehensive and integrated. Malialis et al. [8] proposed
a method combining task decomposition, team rewards
and punishments and forms of rewards and punishments,
which is called differential rewards and punishments sys-
tem. The system learns quickly. The extensibility of the
algorithm is demonstrated in experiments involving 1000
learning agents. Compared with baseline technology and
throttling technology, this method is more effective. It
can adapt to complex attack rates and dynamics, and it
is robust to agent failure.

Hodo proposed the use of Artificial Neural Network
(ANN) to deal with malicious attacks in the Internet [3].
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The classification of normal mode and threat mode in net-
work is studied. The experimental results show that this
method has 99.4% accuracy and can detect all kinds of
DDoS attacks successfully. In this paper, the improved
k-means clustering algorithm is adopted to obtain com-
puter real-time evidence of network intrusion crimes. The
detection performance of the improved algorithm for the
four types of characteristic data was analyzed by simula-
tion on MATLAB. At the same time, the detection perfor-
mance of traditional clustering algorithms under different
intrusion attack modes was compared.

2 Computer Forensics Technology

With the rapid development of network technology, peo-
ple’s life style has changed dramatically. The emergence
of the Internet not only provides convenience, but also
provides a new criminal channel which is different from
the traditional one. In view of the new network crime, the
computer forensics technology arises at the historic mo-
ment. Computer forensics is also called network forensics.
The evidence of network crime provided by it is recognized
by law and can be used as an effective and reliable basis
in judgment. The key principle of computer forensics [13]
is to use the relevant network data analysis technology to
judge the motive of the crime and to collect the network
crime data of the suspect specifically, which is taken as
the evidence of legal trial.

Figure 1: Technical process of computer forensics

As shown in Figure 1, the process of computer foren-
sics technology is divided into three steps [4]. First, data
for an intrusion is acquired. Then the collected data is
preserved and analyzed. Finally, the evidence and data
obtained from the analysis are extracted for a summary
report. In the three processes of evidence collection, based
on the continuity principle of effective evidence, it is nec-
essary to record the three processes.

In terms of network intrusion data, network intrusion
is usually an attack on a server with a large amount of
garbage data, and the actual purpose of the operation is
hidden in it for an invasion purpose. The common net-
work attack mode is a flood attack that is simply rough
and difficult to defend. The common flood attack modes
are User Datagram Protocol (UDP) flood attack, Trans-
mission Control Protocol (TCP) flood attack and Inter-
net Control Messages Protocol (ICMP) flood attack. The

above flood attacks are all DDoS flood attacks, which
flood the server with a large amount of garbage data,
causing the server to run out of resources and go down.
The difference between the three DDoS flooding attacks
mentioned above lies in the different message data used
for the attack. UDP message mainly attacks target IP
address. TCP mainly uses the TCP protocol to suspend
a service. Information for requesting confirmation is con-
tinuously sent to consume server resource. And access
to other users is blocked . ICMP is a traffic attack that
consumes resources by sending more than 65,535 bytes of
data to the server.

In order to ensure the effectiveness of computer foren-
sics, the following three principles should be followed [2]:

1) The crime scene is made of a timely blockade to en-
sure the preservation of evidence maximization;

2) The collection of evidence network integrity and con-
tinuity must be guaranteed. The final evidence sub-
mitted shall be the same as the final evidence inves-
tigated;

3) In the whole process of evidence collection, there
must be a third party to supervise so to ensure the
impartiality of evidence.

3 Cluster Detection Algorithm
Based on Network Packet Anal-
ysis

When the intrusion data is analyzed, the corresponding
intrusion detection algorithm should be applied. In this
paper, clustering detection algorithm based on network
packet is selected. The working principle of clustering al-
gorithms is simply to classify the collected data and dis-
tinguish normal data from abnormal data. In practical
work, the collected data are first converted into vectors,
and then the vector data are classified by clustering al-
gorithms. There are different clustering algorithms for
different data types. In this paper, k-means clustering
algorithm [1] is selected and its principle is as follows:

d(a, b) = dcontinuous(a, b) + ddiscrete(a, b)

a = {a1, a2, · · · , ai, ai+1, ai+2, · · · , an} (1)

b = {b1, b2, · · · , bi, bi+1, bi+2, · · · , bn}

where d(a, b) is the distance between eigenvectors a and
b; dcontinuous(a, b) is the distance of continuous eigenvec-
tors; ddiscrete(a, b) is the distance of discrete eigenvectors,
and a1, a2, · · · , ai and bi+1, bi+2, · · · , bn are continuous
eigenvectors; ai, ai+1, ai+2, · · · , an and b1, b2, · · · , bi are
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discrete eigenvectors. Moreover,

dcontinuous(a, b) =

√√√√ i∑
j=1

(aj − bj)2

ddiscrete(a, b) =

n∑
j=i+1

d(aj , bj)

d(ai, bi) = 0 if ai = bi

d(ai, bi) = 1 if ai 6= bi. (2)

Then according to the calculated distance between the
two eigenvectors of a and b, the similarity of the two fea-
tures is determined, and the classification is carried out
accordingly.

Figure 2: The process of the improved k-means algorithm

As shown in Figure 2, K represents the number of cat-
egories. In the traditional k-means algorithm process,
there are no steps in the dotted box. The clustering effect
of data depends on whether the choice of K value is rea-
sonable. When the detected data is discrete, the defect
exposure is more obvious. In this paper, the data of com-
puter forensics for network intrusion is discrete. There-
fore, in order to improve the accuracy and efficiency of
forensics, combined with the theory of hierarchical clus-
tering, the traditional algorithm is improved by increasing
standard deviation and cross entropy [9]. The formula of
its increase steps are:

Standard deviation is:

σ =

√
d(ai, C)

m
(3)

where C is the threshold; M is the number of cate-
gories.

Cross entropy is:

DR = − log(
1

mn

n∑
i=1

m∑
j=1

e
−||a−b||2

2σ2 ), (4)

where n is the number of another category.

The improved K-means algorithm is shown in Figure 2.
First, K value and eigenvector data are input to calcu-
late its center point. Then K is divided into the right
number of species by the standard deviation. Next, it is
aggregated by cross entropy. After completion, the classi-
fication is carried out through the k-means algorithm until
the convergence of K value is stable, and the algorithm
is completed.

4 Simulation Test

4.1 Data Preparation

KDD99 data set was used [14]. Data in the data set can be
divided into four categories according to characteristics.
The first category is a description of the characteristics
of the server status. The second category is a description
of the characteristics of the operations received by the
server. The third category is a description of the char-
acteristics of network traffic in the past 2 s. The fourth
category is a description of the characteristics of network
traffic over the first 100 connections. There are totally
40 features. Each data in the data set has 42 dimensions.
The first 41 dimension is the characteristic attribute of the
data, and the last one is the decision attribute, which in-
dicates whether the data is abnormal and is used to detect
the performance of the algorithm. The data set includ-
ing data and normal data of the known network intrusion
type is used to simulate the real network environment.
In this paper, 100,000 pieces of data were selected in the
data set, of which 30,000 pieces were normal data, and
the rest were network intrusion data.

4.2 Data Preprocessing

If the weight of eigenvalues in the data is too large, it will
affect the accuracy of the detection algorithm. Therefore,
it is necessary to normalize the characteristic data. The
formula [5] is:

x′ =
x−Nmn

Nmax −Nmin
, (5)

where x is the characteristic data that needs to be nor-
malized; Nmin is the minimum value in the characteristic
data; and Nmax is the maximum value in the character-
istic data. When the maximum and minimum are equal,
the normalized eigenvalue is denoted as 0.

4.3 Experimental Environment

In this study, the algorithm model is written by Matlab
simulation platform, and the experiment is carried out
on the laboratory server. The server is configured as:
Windows 7 system, I7 processor, 16G memory.
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4.4 Experimental Settings

1) The improved k-means algorithm is used to detect
the data set where the initial K value is set as 6;
the initial standard deviation is set as 0.6; the split-
ting parameter c1 is set as 2.1, and the aggregation
parameter c2 is set as 0.4.

2) Packet uploads in the network are simulated as at-
tacks. The traditional k-means algorithm and the
improved k-means algorithm are used to detect the
intrusion data, and each attack mode is simulated
4,000 times.

4.5 Evaluation Criteria

The performance evaluation of intrusion detection algo-
rithm is usually represented by three data which are ac-
curacy rate BC , false alarm rate EA and failure rate d.
For the performance of intrusion detection algorithm, the
higher the accuracy, the better; and the lower the false
alarm rate and failure rate, the better. The calculation
formula is as follows:

BC =
CP + CN

CP + CN +MP +MN
, (6)

EA =
MN

CN +MN
, (7)

NA =
MP

CP +MP
, (8)

where CP is the attack data correctly classified; CN is
normal data with correct classification; MN is the nor-
mal data with misclassification, and MP is a misclassified
attack data.

4.6 Experimental Results

4.7 Detection Performance of the Im-
proved K-means Algorithm

As shown in Figure 3, the detection accuracy rate of the
improved k-means algorithm for the intrusion of Data I is
97%. The false alarm rate is 11.1%, and the missing alarm
rate is 5.6%. The detection accuracy rate of the intrusion
of Data II is 94%. The false alarm rate is 12.3%, and the
missing alarm rate is 6.2%. The detection accuracy rate of
the intrusion of Data III is 93.1%. The false alarm rate is
13.5%, and the missing alarm rate is 7.1%. The detection
accuracy rate of the intrusion of Data IV is 89%. The false
alarm rate is 13.9%, and the missing alarm rate is 8.2%.
It can be intuitively seen from the Figure 3 where the
improved K-means algorithm has the highest detection
accuracy and the lowest false alarm rate and omission
rate on Data I. Compared with the other three types of
data, the improved K-means algorithm is more suitable
for detecting the network intrusion attacks of Data I.

Figure 3: Intrusion detection results of the improved K-
means algorithm

4.8 Performance Comparison with Tradi-
tional K-means Algorithm

As shown in Figure 4, in the UDP simulated flood at-
tack mode of Data I, the detection accuracy rate of the
traditional K-means algorithm is 91.4%. The false alarm
rate is 9.8%, and the missing alarm rate is 7.8%. The de-
tection accuracy rate of the improved k-means algorithm
is 93.2%. The false alarm rate is 4.5%, and the missing
alarm rate is 3.1%.

Figure 4: Detection performance of the two algorithms in
UDP flood attack mode

As shown in Figure 5, in the ICMP simulated flood
attack mode of Data I, the detection accuracy rate of the
traditional K-means algorithm is 91.3%. The false alarm
rate is 9.6%, and the missing alarm rate is 7.5%. The de-
tection accuracy rate of the improved k-means algorithm
is 93.5%. False alarm rate is 4.6%, and missing rate is
2.9%. It can be seen that the improved clustering algo-
rithm has better detection performance for ICMP flood
attack mode.

As shown in Figure 6, in the TCP simulated flood at-
tack mode of Data I, the detection accuracy rate of the
traditional K-means algorithm is 91.2%. The false alarm
rate is 9.9%, and the missing alarm rate is 7.9%. The de-
tection accuracy rate of the improved k-means algorithm
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Figure 5: Detection performance of the two algorithms in
ICMP flood attack mode

is 94.1%. The false alarm rate is 4.8%, and the missing
alarm rate is 3.3%. It can be seen that the improved
clustering algorithm has better detection performance for
TCP flood attack mode.

Figure 6: Detection performance of the two algorithms in
TCP flood attack mode

As shown in Table 1, the processing speed of tradi-
tional clustering algorithm for UDP flood attack is 331.5
piece/s. The processing speed of ICMP flood attack is
321.6 piece/s. The processing speed of TCP flood at-
tack is 335.4 piece/s. The processing speed of the im-
proved clustering algorithm for UDP flood attack is 523.6
piece/s. The processing speed of ICMP flood attack is
528.4 piece/s. The processing speed of TCP flood at-
tack is 531.3 piece/s. It can be seen from the statistical
results that the improved clustering algorithm is signifi-
cantly faster than the traditional clustering algorithm in
processing the intrusion data. Moreover, according to the
comparison of the amount and time of the evidence of
the intrusion data obtained by computer forensics in the
past network intrusion crimes, it can be seen that the pro-
cessing performance of the improved clustering algorithm
for the intrusion data exceeds the actual performance re-
quirements, and the algorithm has been able to be used
for the real-time forensics of network intrusion crimes.

5 Conclusion

In this study, the improved K-means clustering algorithm
was adopted to obtain computer real-time evidence of net-
work intrusion crimes. In addition, the detection per-
formance of the improved algorithm for the four types
of characteristic data was simulated and analyzed in
MATLAB. Moreover, the detection performance of tra-
ditional clustering algorithm under different intrusion at-
tack modes was compared. The performance of the im-
proved k-means clustering algorithm in detecting the first
type of feature data is better than the other three. Under
the flood attack modes of UDP, ICMP and TCP, the im-
proved k-means clustering algorithm is superior to the tra-
ditional clustering algorithm in the detection performance
of intrusion data. The two algorithms were compared in
the processing speed of the intrusion data under the three
intrusion attack modes, and the improved algorithm ob-
viously exceeds the traditional clustering algorithm.

References

[1] L. Duan, F. Yu, L. Zhan, “Improved fuzzy c-means
clustering algorithm,” in International Conference
on Natural Computation, fuzzy Systems and Knowl-
edge Discovery, IEEE, pp. 44–46, 2016.

[2] D. Gugelmann, F. Gasser, B. Ager, et al., “Hviz:
HTTP(S) traffic aggregation and visualization for
network forensics,” Digital Investigation, vol. 12, pp.
s1-s11, 2015.

[3] E. Hodo, X. Bellekens, A. Hamilton, et al., “Threat
analysis of IoT networks using artificial neural net-
work intrusion detection system,” in International
Symposium on networks, IEEE, pp. 6865–6867, 2016.

[4] F. Karpisek, I. Baggili, F. Breitinger, “WhatsApp
network forensics: Decrypting and understanding
the WhatsApp call signaling messages,” Digital In-
vestigation, vol. 15, pp. 110-118, 2015.

[5] N. Khamphakdee, N. Benjamas, S. Saiyod, “Improv-
ing intrusion detection system based on snort rules
for network probe attacks detection with association
rules technique of data mining,” Journal of ICT Re-
search & Applications, vol. 8, no. 3, pp. 234–250,
2015.

[6] S. Khan, A. Gani, A. W. Wahab, et al., “Network
forensics: Review, taxonomy, and open challenges,”
Journal of Network & Computer Applications, vol.
66, pp. 214–235, 2016.

[7] M. Korczynski, A. Hamieh, J. H. Huh, et al., “Hive
oversight for network intrusion early warning us-
ing DIAMoND: A bee-inspired method for fully
distributed cyber defense,” IEEE Communications
Magazine, vol. 54, no. 46, pp. 60–67, 2016.

[8] K. Malialis, S. Devlin, D. Kudenko, “Distributed re-
inforcement learning for adaptive and robust network
intrusion response,” Connection Science, vol. 27, no.
3, pp. 19, 2015.



International Journal of Network Security, Vol.21, No.3, PP.530-535, May 2019 (DOI: 10.6633/IJNS.201905 21(3).20) 535

Table 1: Processing speed of the two algorithms in different attack modes

Intrusion attack Number of Total detection Processing speed
Detection algorithm mode invasions time/s (piece/s)

UDP flood attack 5216 15.73 331.5
Traditional clustering algorithm ICMP flood attack 4215 13.11 321.6

TCP flood attack 4856 14.48 335.4
UDP flood attack 5745 10.97 523.6

Improved clustering algorithm ICMP flood attack 4351 8.23 528.4
TCP flood attack 4951 9.32 531.3

[9] P. Nayak, A. Devulapalli, “A fuzzy logic-based clus-
tering algorithm for WSN to extend the network life-
time,” IEEE Sensors Journal, vol. 16, no. 1, pp. 137–
144, 2015.

[10] A. Singhal, C. Liu, D. Wijesekara, “POSTER: A
logic based network forensics model for evidence
analysis,” in ACM Sigsac Conference on Computer
and Communications Security, pp. 1677–1677, 2015.

[11] G. Singhchhabra, P. Singh, “Distributed network
forensics framework: A systematic review,” Interna-
tional Journal of Computer Applications, vol. 119,
no. 19, pp. 31–35, 2015.

[12] Y. Sun, T. Y. Wu, X. Q. Ma, H. C. Chao, “Modeling
and verifying the EPC network intrusion system -
based on timed automata,” Journal of Pervasive and
Mobile Computing, vol. 24, pp. S1574119215001145,
2015.

[13] M. Vallentin, R. Sommer, R. Sommer, “VAST: A
unified platform for interactive network forensics,”
in Usenix Conference on Networked Systems Design
and Implementation, pp. 345–362, 2016.

[14] T. Yoshioka, S. Karita, T. Nakatani, “Far-field re-
searched and recognition using CNN-within DNN-
HMM with convolution in time,” in IEEE Interna-
tional Conference on Acoustics, Researched and Sig-
nal Processing, pp. 4360–4364, 2015.

Biography

Yingsu Qi, female, born in July 1979, is a master of
engineering and lecturer. Her research interests include
computer forensics and information security. She has
presided over the project of Beijing Education Commit-
tee’s Talent Program and published articles including
Computer Forensics Technology, Thoughts on Network
Quality Training from the Perspective of Personal Infor-
mation Security and Research on Enterprise Information
Sharing Platform Based on Real-time Database and XML
and participated in the compilation of a ministerial text-
book Handbook of Public Security Information Applica-
tion Law.



Guide for Authors 
International Journal of Network Security 

IJNS will be committed to the timely publication of very high-quality, peer-reviewed, original papers that 

advance the state-of-the art and applications of network security. Topics will include, but not be limited to, 

the following: Biometric Security, Communications and Networks Security, Cryptography, Database 

Security, Electronic Commerce Security, Multimedia Security, System Security, etc. 

1. Submission Procedure 
Authors are strongly encouraged to submit their papers electronically by using online manuscript 

submission at http://ijns.jalaxy.com.tw/. 

2. General 

Articles must be written in good English. Submission of an article implies that the work described has not 

been published previously, that it is not under consideration for publication elsewhere. It will not be 

published elsewhere in the same form, in English or in any other language, without the written consent of the 

Publisher.  

2.1 Length Limitation: 

All papers should be concisely written and be no longer than 30 double-spaced pages (12-point font, 

approximately 26 lines/page) including figures.  

2.2 Title page 

The title page should contain the article title, author(s) names and affiliations, address, an abstract not 

exceeding 100 words, and a list of three to five keywords. 

2.3 Corresponding author 

Clearly indicate who is willing to handle correspondence at all stages of refereeing and publication. Ensure 

that telephone and fax numbers (with country and area code) are provided in addition to the e-mail address 

and the complete postal address. 

2.4 References 

References should be listed alphabetically, in the same way as follows: 

For a paper in a journal: M. S. Hwang, C. C. Chang, and K. F. Hwang, ``An ElGamal-like cryptosystem for 

enciphering large messages,'' IEEE Transactions on Knowledge and Data Engineering, vol. 14, no. 2, pp. 

445--446, 2002. 

For a book: Dorothy E. R. Denning, Cryptography and Data Security. Massachusetts: Addison-Wesley, 

1982. 

For a paper in a proceeding: M. S. Hwang, C. C. Lee, and Y. L. Tang, ``Two simple batch verifying multiple 

digital signatures,'' in The Third International Conference on Information and Communication Security 

(ICICS2001), pp. 13--16, Xian, China, 2001. 

In text, references should be indicated by [number]. 

 

Subscription Information 
Individual subscriptions to IJNS are available at the annual rate of US$ 200.00 or NT 7,000 (Taiwan). The 

rate is US$1000.00 or NT 30,000 (Taiwan) for institutional subscriptions. Price includes surface postage, 

packing and handling charges worldwide. Please make your payment payable to "Jalaxy Technique Co., 

LTD." For detailed information, please refer to http://ijns.jalaxy.com.tw or Email to 

ijns.publishing@gmail.com.  

 

http://ijns.jalaxy.com.tw/
http://ijns.jalaxy.com.tw/
mailto:ijns.publishing@gmail.com

	0-vol21no3-cover
	0-封面內頁-editorial_board-2014-01
	ijns-v21-n3-content
	ijns-2019-v21-n3-content
	ijns-2019-v21-n3-p359-367
	ijns-2019-v21-n3-p368-377
	ijns-2019-v21-n3-p378-383
	ijns-2019-v21-n3-p384-391
	ijns-2019-v21-n3-p392-401
	ijns-2019-v21-n3-p402-408
	ijns-2019-v21-n3-p409-417
	ijns-2019-v21-n3-p418-427
	ijns-2019-v21-n3-p428-437
	ijns-2019-v21-n3-p438-450
	Introduction and Notations
	State of Art
	Intrusion Detection and Prevention
	Sniffing Techniques 
	Multilayer Percepron

	Our Contribution
	Results of Performances Analysis
	Our Proposed Approach
	Collection and Filtering Phase
	Preprocessing and Normalization Phase
	Classification Phase

	 Evaluation Study of Proposed Approach

	Conclusion
	Bibiolography

	ijns-2019-v21-n3-p451-461
	ijns-2019-v21-n3-p462-470
	ijns-2019-v21-n3-p471-476
	ijns-2019-v21-n3-p477-482
	ijns-2019-v21-n3-p483-493
	ijns-2019-v21-n3-p494-500
	ijns-2019-v21-n3-p501-510
	ijns-2019-v21-n3-p511-521
	ijns-2019-v21-n3-p522-529
	ijns-2019-v21-n3-p530-535

	封底內頁-Guide for Authors

