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Abstract

An Mobile Ad-hoc network (MANET) is formed when
group of mobile wireless nodes collaborate between them
to communicate through wireless links in the absence of
the fixed infrastructure and any centralized control. This
paper focuses on the design a self-stabilizing clustering
algorithm in MANETs. The Topology that we propose
is a partitioning based on trust between members of a
group. It forms a structure able to adapt dynamically
to changes in the topology. Some cryptographic-based
schemes have been proposed to secure the clustering pro-
cess, but they are unable to handle the internal attacks.
To defend against insider malicious nodes, trust and repu-
tation management systems should be used .Our solution
is based on our efficient trust model and distributed al-
gorithm to clustering network.We present our clustering
approach based on trust for applications in the field of
security.

Keywords: Clustering Algorithm; Maintenance of the
Topology; Mobile Ad Hoc; Self-stabilizing; Trust Relation-
ships

1 Introduction

A mobile ad hoc network is a collection Mobile entities
interconnected by a wireless network forming temporary
independently of any infrastructure or centralized admin-
istration. The nodes in Mobile ad hoc networks join and
leave the networks dynamically. At some point of time
there is a possibility of enormous increase in the size of
the network. Handling nodes in big network may put a
burden on network management schemes and may intro-
duce delays in the net-work.

Dividing big networks in small groups called clusters
may prove to be a good solution for handling them in
a better and efficient manner. As MANET (Mobile Ad

hoc networks) is self organized, the challenge of achieving
security is critical. Evolving and managing trust relation-
ships among the nodes in the network are important to
carry efficient transmissions Clustering organize the ad
hoc networks hierarchically and create clusters of ad hoc
nodes which are geographically adjacent. Each cluster is
managed by a cluster head (CH) and other nodes may act
as cluster gateway or cluster member.

In this article, we present a clustering approach for ef-
ficient, scalable and secure clustering of MANETs. Our
proposal consists on forming clusters around the trust-
worthy nodes; in other words, the node that has highest
trust value is elected as the cluster head. A threshold of
trustworthy is used to perform system stability.

2 Related Work

In the literature, there are many proposals to construct
clusters in mobile ad hoc networks.The first algorithms of
Lowest-ID clustering algorithm (LID) proposed by Baker
and Ephremides [5]. Clustering High-Connectivity (HCC)
of are based on a particular criterion the selection of
cluster-heads, which is the identifier of a node. This algo-
rithm to form clusters in a single jump, where each mem-
ber is its direct neighbor cluster-head. In the construction
phase clusters, nodes communicate with their neighbors
to have a local knowledge and thus fix the cluster-head.

This phase is repeated periodically for any topology
change. The algorithm cited in [15]is a modified version
of the Lowest-ID algorithm .The authors propose a clus-
tering algorithm to reduce the work-Clustering fic control.
A node broadcasts a single message containing his clus-
tering decision. According to his local knowledge of the
topology, each node decides to become a head-cluster or
not. This decision is communicated to the neighborhood,
forcing the neighbors of the new cluster-head who are not
yet affiliated a cluster choose it as a cluster-head.
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In [6], authors propose energy efficient secure trust
based clustering algorithm for mobile wireless sensor net-
work. Their solution creates one hop members to mini-
mize the overhead and take into account the trust level
of a node, mobility, remaining energy and its distance to
neighbors.

In [18], authors present a preference-based protocol for
trust and head selection for cluster-based MANET per-
form the tasks of a certification authority and proactive
secret sharing scheme is used to distribute the private net-
work key to the CHs. In this solution, each cluster is first
formed based on the trust values of the neighbor nodes.
To create cluster, an ad hoc node evaluates its neighbor
nodes’ of neighbor nodes; each node chooses one node that
has the highest value as its trust guarantor. Then, the
chosen node becomes the CH and the chooser becomes a
member of the cluster, a node of the second highest trust
value is chosen, in this way, a cluster is formed by the
CH which has the highest trust value among the cluster
members.

The other trust-based clustering scheme is designed
in [1], Authors propose trust based secure on demand
routing protocol (TSDRP) for Manet’s. In this scheme
each node evaluates the trust value of neighbor nodes and
recommends one of neighbors that have the highest trust
value as its trust guarantor. Then a node becomes a mem-
ber of CH node which is one-hop away.

In [16], authors propose a self-stabilizing clustering al-
gorithm in mobile ad hoc networks Clustering Algorithm
is another trust-based clustering scheme. It evaluates the
stability of node through computing the neighbor change
ratio and the residual battery power of mobile nodes.
To elect CHs by using the voting mechanism, each node
votes other nodes only if the node is the most trustful
one among its neighbor nodes and the node’s stability is
better than itself.

In [10], authors propose an efficient secure group com-
munication in MANET using fuzzy trust based cluster-
ing and hierarchical distributed group key management
which includes a trust value defining how much any node
is trusted by its neighborhood and used the certificate as
node’s identifier. It uses voting mechanism to elect the
most trusted node.

In [17],authors give a honey bee algorithm–based effi-
cient cluster formation and optimization scheme in mobile
ad hoc networks. It aims to elect trust worthy stable CHs
that can provide secure communication via cooperative
nodes. The authors in [17], authors propose performance
analysis of TSDRP and AODV routing protocol under
black hole attacks in Manets by varying network size.

The authors in [12], authors present a multi-metric-
based algorithm for cluster head selection in multi-hop
ad hoc network to improve the search performance and
scalability of MANETs with trust mechanism. In this so-
lution, the trust relationship is formed by evaluating the
level of trust using Bayesian statistic analysis and clusters
can be formed and maintained with only partial knowl-
edge which makes it suitable for distributed autonomous

MANETs.
In [11], authors give a model of mobility aware cluster-

ing scheme with bayesian-evidence trust management for
public key infrastructure in ad hoc networks.

The authors in [14], propose an efficient trust-based
scheme for secure and quality of service routing in
MANETs. A composite trust model for secure routing
in mobile ad-hoc networks is proposed in [13], and Trust
threshold based public key management in mobile ad hoc
networks proposed in [3]. Also, a preference-based proto-
col for trust and head selection for cluster-based MANET
is proposed in [18].

3 Global Architecture and Crite-
ria of Clustering

This section introduces our topology. We assume first
that all nodes periodically broadcast a hello message to
their neighbors in a single jump for the information of
the nodes around them. Our topology is organized clus-
tered. Each cluster consists of a cluster-head, a core and
a periphery.

• The cluster-head is the node that identifies the clus-
ter. He is responsible for the communication between
clusters. The cluster-head is the root of a under
tree built during the clustering process and covers
all members the cluster.

• The core is the center of cluster. The cluster-head is
one of the members of the core of its cluster. All core
members are neighbors to the cluster-head.

• The periphery is composed of cluster members that
are not in the core. Figure 1 illustrâtes the main
features and elements of our topology.

Figure 1: General structure of our topology
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We are interested in the clustering area of security. Our
algorithm uses trust as partitioning criteria.Trust is fun-
damental to maintain a certain level of security. This is
a important aspect in the design of network.

However, in a dynamic and mobile environment with-
out trusted authority centralized, it is not easy to assess
confidence. Many existing solutions propose to calculate
the confidence in MANET based on the information that
a node can collect other nodes passively [8].

As these interactions are frequent in the cooperative
behavior of the nodes of a MANET, it will not difficult
to quickly establish a first estimate of the level of trust
between direct neighbors. If ordinary interactions are
not sufficient to evaluate a ratio trust/distrust, the nodes
can generate additional traffic to evaluate how much they
trust their neighbors. Thus, to manage its trust, each
node i maintains tv value of trust (i, j) for any neigh-
bor j to node i (and possibly former neighbors and nodes
not adjacent where the node i receives recommendations).
This value reflects the degree of trust or distrust node i
has on its neighbor j. Several trust functions were pro-
posed in the literature. We use quantification confidence
proposed in [9] and we extend to reflect Account trusted
recommendations developed in [20].

Thus, our confidence values are real numbers between
-1 and +1. A number negative represents the degree of
distrust. -1 indicates a total distrust. A number positive
represents the degree of confidence. 1 represents absolute
confidence. When a new or unknown node j between in
the neighborhood of node i, the node i initializes tv(i, j)
to a first value init trust (tv(i, j) = init trust).

This initial value is useful for two nodes that have not
yet reported together. For example, if they are completely
unknown init trust = −1 else init trust = 1.

Note that two neighboring i and j may have different
interpretations of their exchanges.Thus, tv(i, j) may be
different from tv(j, i). We use the following function to
calculate the value of the confidence node i to node j:

tv(i, j) = tanh

(
n1∑
k=1

ukwk

)
(1)

Where n1 is the number of interactions between the two
nodes. wk is the weight of the interaction number k. uk

is 1 if the k is positive interaction and -1 if it is negative.
The function tanh is used to project the sum of different
interactions in the interval [-1, 1].

Several examples of interactions can be used to calcu-
late confidence values . All these interactions is based on
the routing information. Here we develop the all interac-
tions we use in our clustering algorithm.

Passive Knowledge: A node can obtain important in-
formation a neighbor in road construction, for ex-
ample. In fact, if a node starts in ”promiscuous”
after the transmission of all packets to hear the re-
transmission by the destination node, it can get the
following information about this neighbor [2]:

• It acts as a black hole if the packet is not for-
warded.

• There is a change of attack if the content has
changed.

• It makes an attack if a manufacturing self-
produced packet is transmitted.

• It makes an identity theft attack if the IP ad-
dresses were falsified.

• It induces delays by delaying the retransmission
of the packet.

Accuracy/packet error: When a node receives a cor-
rect packet, can increase the value of trust which he
attributes to the one that sent the packet, and other
nodes in the path from the source (if the protocol
routing provides information on the nodes that make
up a route from a source to a destination). Similarly,
if the received packet is wrong, the receiver can re-
duce the value of the confidence he attributes to the
sender of the package and the value of the confidence
he attributes to intermediate nodes of the road.

Altruistic Behavior: If an intermediate node on a
route to a destination given, receives a packet for
which the next hop is not available, it can remove
the package and notify the sender. Even So, if there
is a route to the final destination can use this route
from its cache, send the packet on the new road and
notify the sender the broken link. If the new road is
to be correct, it reveals that the sender Error in al-
truistic behavior. Therefore, this information can be
used to increase trust between the two nodes. Com-
pliance / non-compliance with the rules of clustering:
a node that does not meet the clustering rules is ob-
viously a malicious node. His neighbors may detect
this problem by observing how it sets its clustering
variables, described later in this chapter in its hello
messages.

Inconsistent Trust: A node that distributes false re-
ports trust or lies about his relationship of trust is
malicious. This behavior may be detected by com-
paring the ratio of trust receipt and monitoring com-
munications of its neighbors.

Communication with malicious nodes: when a node
regularly exchanges messages with a malicious node, it
is considered a malicious node. These direct assessments
of trust can be strengthened by reports distributed trust.
The confidence reports allow nodes to share the informa-
tion in confidence and disseminate in the network. A sim-
ple approach to distribute the relationship of trust is for
each node to broadcast only trusting relationships with
its immediate neighbors. A report confidence initiated by
node k lists the values of trust that has the other nodes,
namely tv(k, j). When node i receives reports of confi-
dence of a certain node j, it uses them to improve their
confidence value tv(i, j) as follows:



International Journal of Network Security, Vol.21, No.3, PP.483-493, May 2019 (DOI: 10.6633/IJNS.201905 21(3).15) 486

Where n2 is the number of nodes that have sent con-
fidence reports node j to node i. If the received one re-
port of an un-known node, report trust is not consid-
ered. In addition, the use of tv(i, k) as a weight for a
relationship of trust initiated by a node k favors direct
considerations confidence. Some malicious nodes can lie
about trust. However, these false reports can be detected
by neighbors.Monitoring Mutual nodes avoids inconsis-
tencies trusted reports received.

To use the confidence values calculated by the nodes as
a criterion for clustering,we define two confidence thresh-
olds Smin and Smax where Smin ≤ Smax, Smax ∈ [0, 1]
and Smin ∈ [−1, 0].

• Full Trust (TT): A relationship between two nodes
i and j is a relationship full trust ((Relation(i, j) =
TT )iftv(i, j) ∈ [Smax, 1]andtv(j, i) ∈ [Smax, 1]).

• Partial Trust (PT): A relationship between two nodes
i and j is a relationship partial trust (Relation (i, j)
= PT) if and only if:

– Tv(i, j) ∈ [Smax, 1];

– Tv(j, i) ∈ [Smax, 1];

– Tv(i, j) ∈ [Smin, Smax].

• Suspicion (DT): A relationship between two nodes
i and j is a relationship distrust ((Relation(i, j) =
DT ) if and only if tv(i, j) ∈ [−1, Smin] or tv(j, i) ∈
[−1, Smin]).

Note that the three relationships are symmetrical. For
example, if a node i has a total trust with a node j then
the node j has a relationship total confidence with node
i. In the following, we develop the different steps of our
algorithm clustering.

4 Clustering Algorithm Based on
Trust

This algorithm uses a distributed heuristic and tries to
minimize the explicit information of the formation of clus-
ters. Our algorithm is composed of three sub algorithms:
1, 2 and 3. In the follows, the authors show the rules
forming algorithm.

Algorithm 1 :RULE0: The excluded members.

Begin
if ∨j ∈ Ni.Relation(i, j) = DT then
CHi = null ∧ Parenti = null.

end if

4.1 Description of Rules of the Algorithm

In this section, we present the rules of our clustering al-
gorithm.We start by characterizing a legitimate state. A
legitimate state is stable clustering training cluster-heads,

Algorithm 2 :RULE1 & RULE2: Selection and up-
dating the cluster-head members

RULE1
Begin
if ∨j ∈ Ni.Relation(i, j) = DT then
CHi = null ∧ Parenti = null.

end if
RULE2
if ∨j ∈ N.i[Relation(i, j) = TT ∧ Compare(TT −
edgei, TT−edgej)]∧∨j ∈ N.i[CHj 6= j∧(CHj = null∧
Relation(i, j) = TT ) ∧ Compare(TT − edgei, TT −
edgej)]) then

CHi = i ∧ Parenti = i ∧Hop− CHi = 0
end if

Algorithm 3 :RULE3 & RULE4: Selection and up-
date the other cluster nodes.
RULE3
if ∨k ∈ N.i∃j ∈
N.iCompare(Relation(i, j), Relation(i, k)) ∧ CHi 6= i
then

CHi = CHj ∧Parenti = j ∧HopCHi = HopCHj+1

end if
RULE4
if CHi 6= CHParenti∨HopCHi 6= HopCHParenti+1

then
CHi = null ∧ Parenti = null ∧HopCHi = null

end if

core members, members of the periphery and members
excluded. That algorithm consists of five detailed rules ,
each node determines the role as hello messages it receives
from its neighbors.

In our algorithm, the rules (R0), (R2) and (R4) have
priority over other rules (R1) and (R3). Indeed, an asset
that has a top incorrect value of its variable initializes its
state null. Then, it executes the rule corresponding to
become a cluster-head, a core member, a member of the
periphery or excluded member. The clustering algorithm
added to hello messages the following fields:

• TT − edgei: Number of TT relationships a node i
have with its neighbors.

• CHi: The cluster cluster-head is attached node i.
CHi is equal to null if node i does not yet belong to
a cluster.

• Corei: The kernel member belongs node i. If i is a
clusterhead or ring member then Corei is set to i. If
i is not yet attached to a kernel then Corei is set to
null.

• Hop−CHi: Number of hops from node i to cluster-
head.

• Tv(i, j): For each neighbor j, this field represents the
value of the trust from node i to node j.
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Figure 2: The resulting clustering

• Parenti: This field expresses the father of node i in
the cor-responding subtree. Clustering is performed
in three fully dynamic and distributed phases:

Phase 1: Election of cluster-head. Each node
which has the largest number TT-edge among
its neighbors who do not yet belong to a cluster
declares as a cluster-head. In case of a tie the
node with the most neighbors is elected. In
case of equal values TT-edge and the equal
number of neighbors, the node that has the
greater identity is privileged. Once a node
becomes a cluster-head, he puts his identity in
the scope of its CH hello messages and changes
the value of Hop field - CH to zero.

Phase 2: Core training. All the neighbors who
have relation-ships TT with a cluster-head form
the cluster core. Their hello messages contain
the identity of the cluster-head in the CH field
and the value 1 in the Hop-CH field. A node
can have relationships with several TT cluster-
heads. In this case, the node chooses the cluster-
head that has the largest TT-edge.

Phase 3: Formation of the periphery of the core.
After the phase 1 and Phase 2, the nodes sur-
rounding the core joining the cluster according
to the two steps following (TT privileged rela-
tionship is a relationship that PT is privileged
to DT relationship.

Step 1. Members of the periphery having TT rela-
tions. After incorporation cores, if any of the
nodes that have not yet ad-hered to a cluster
TT and have relations with at least one ring,
they join the cluster which they have the great-
est confidence value.

Step 2. Members of the periphery having PT rela-
tionships. The latter step is to add the nodes
that share relationships with the PT least one

node in the cluster. A node in this category
favors cluster with which it has the lowest dis-
tance (number of hops) to the cluster-head. The
neighbor with whom he has a relationship PT
and the lowest distance clusterhead became his
father in the sub-tree rooted. The cluster-head
is the root of the subtree. This subtree simpli-
fies communication between clusters. A node
in the periphery with at least one neighbor be-
longing in another cluster is called a gateway.
When a node joins a cluster, it updates the CH
and CH-Hop fields of hello message.

Clustering obtained is shown in Figure 2.
To succeed clustering, despite the presence of malicious

nodes, the honest nodes cooperate closely. They do not
communicate the message clustering malicious nodes and
ignore all messages from clustering these nodes. Thus,
clustering messages and data dissemination spend only
by TT relation-ships or relationships PT. However, even
if all malicious nodes were detected, clustering can be
disrupted.

The condition on the number of malicious nodes and
their dispersion in the network is necessary. In fact, if the
network is not sufficiently dense and malicious nodes are
scattered so that they prevent honest nodes to participate
in clustering, the protocol will fail to achieve a complete
clustering. As a result, isolated nodes and clusters can
appear disconnected.

4.2 Clustering Example

We explain our clustering algorithm by applying it to the
set of nodes described in Figure 3. In this example, we
assume that the nodes have already calculated their con-
fidence values from their direct neighbors. Each node has
a unique identifier and is denominated by the trust he at-
tributes to his neighbors. The confidence thresholds are
set at Smin = 0 and Smax = 0.2.
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Figure 3: Example of clustering

Figure 3(a) illustrates the different relationships TT,
PT and DT in the network according to the values of
Smin and Smax. Figure3(b) show nodes 4 and 13 are
clusterheads according to the number of TT relationships
they have with their neighbors.

Recall that this information is broadcast in hello mes-
sages. Each of the nodes 4 and 13 puts its identity in the
CH field and updates the Hop-CH field to 0. Then, nodes
1, 7 and 10 (respectively 2, 8 and 9) which share a relation
TT with cluster-head 13 (respectively 4) form the core of
it (see Figure 3 (c)) Nodes 1, 7 and 10 (respectively 2, 8
and 9) change their fields CH and Hop - CH from their
hello messages to respectively 13 and 1 (respectively 4
and 1). The two nodes 14 and 15 have TT relations with
node 2. Thus, they join cluster 4. They are attached to
kernel member 2 (see Figure 3(c)).

They update their CH and Hop-CH fields accordingly.
In the last step, the nodes 12 and 5 (respectively 3) that
share a PT relationship with a node belonging to cluster 4
(respectively 13), join this cluster and update the CH and
Hop - CH fields of their hello messages. Oriented edges
in the example illustrate the subtrees built during the
clustering process. When a node joins a cluster, it chooses
a father in the shortest way to the cluster-head. Nodes
6 and 11 do not share any TT or PT relationships with
other nodes of the network. So, the clustering algorithm
does not take into account these nodes in the clusters

obtained.

4.3 Convergence and Accuracy of the Al-
gorithm

We show in this section that our algorithm converges to
a state legitimate. For example, from any initial state,
the algorithm con-verges to a stable state composed of
cluster-heads, core members, member of the periphery
and excluded members. We will assume for this that the
nodes are not malicious.

Lemma 1. The node running the rule (R0) does not
change its state only time and remains stable there after.

Proof. A node that only sharing DT relations with its
neighbors will belong to any cluster, and runs the rule
(R0). In addition, any of its neighbors will consider it,
and it will be ignored. Therefore, it will no longer change
state.

Lemma 2. The node running the rule (R1)stabilizes after
more (4− 1)2 movements.

Proof. The node that has the maximum number of TT
compared Relations with all its neighbors with which it
shares a TT relationship will become a cluster-head. It
does not change state thereafter because the decision is
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local and has best value (the maximum number of TT re-
lations). This comparison depends only the number of re-
lationships that TT is previously updated by the message
hello. Against by, in some cases, the rule (R1), the node
is declared as a cluster-head because it has the maximum
number of relationships TT compared with all neighbors
with whom it shares TT relationship and who are not yet
to a cluster. His decision depends only on its neighbors
which are stabilized at the after (∆− 1) move. Hence, a
cluster-head stabilizes more after (4−1)2 movements.

Lemma 3. The system enters a legitimate state in O
(n(4− 1)2).

Proof. The other vertices which are not cluster-heads
always choose the parent with whom they share the
strongest relationship. This Parent exists and is unique
because the Com-pare function (x, y) selects a single
vertex. The best relationship is the relationship with a
cluster-head, which is the root of subtree. According to
the previous lemma, a cluster-head converges to a sta-
ble state more after (4− 1)2 movements. The algorithm
converges and a legitimate state O(n(4− 1)2).

5 Maintenance of the Topology

The clustering algorithm is self-stabilizing. It runs contin-
uously and readjusts clusters based on trust relationships
between nodes. Relationships confidence evolves over
time depending on the interactions between the nodes.
The Mobility can also change the situation of clusters. In
fact, when a node acquires new neighbors or loses some
of them, because of mobility, several changes can appear
in the situation of the node inside Cluster:

1) The number of TT (TT-edge) relationships of the
node can change. For example, if the node is a
cluster-head, it can no longer be. If the node is a
member from the periphery, it can become a mem-
ber of the kernel or a cluster-head.

2) The PT or TT relationships that link a node to a
cluster can break and the node no longer belongs to
the cluster.

3) A node that has only DT relationships with its neigh-
bors can acquire PT or TT relationships and thus
joins a cluster.

4) Etc. Phase 1, Phase 2 and Phase 3 of the clustering
algorithm are re-executed as often as necessary to
form new clusters or up-date existing clusters.

5.1 Election of a New Cluster-head

Several situations may involve the election of a new
cluster-head. We focus on two of these situations: the
failure of the current cluster-head and the change the
TT-edge value of the current cluster-head so that it is no

longer the node with the highest TT- edge value among
its neighbors.

1) Cluster-head failure: If a cluster-head goes down, its
wires (that’s to say other members of the same ker-
nel) no longer receive his hello messages periodicals.
In this case, the kernel members re-initialize the CH
field from their messages hello to null. Upon receipt
of these modifications of the message hello, members
of the underlying periphery are also putting the CH
field of their hello messages to null. This launches
the clustering phases of these nodes and rearranges
the cluster.

2) Modification of the TT- edge value: A cluster head
including one of its neighbors has a higher value TT-
edge re-initializes the CH field of its messages hello to
null. When receiving updates to the hello messages,
the neighbor’s cluster-head that are members of the
cluster propagate this re-initialization to all members
of the cluster. This leads to a failure situation of the
cluster-head.

5.2 Breaking Trust Relationships

When a node is authenticated as a member of the group
and has at least a TT or PT relationship with a cluster
member, he remains a member of the cluster. When the
TT or PT relation-ships that link the node to the cluster
are broken (because of mobility or change of trust value),
the node must to be excluded from the cluster: it is con-
sidered a malicious node. At this level, exclusion does not
have a practical impact. In fact, if the node is malicious,
it does not will not respect the clustering rules. The node
then joins another cluster if it has TT or PT relation-
ships with other nodes in the network. This modification
may generate other changes in the constitution of clus-
ters. Note here that all stages of clustering are based on
trust and strict respect for Clustering rules for members.
Malicious nodes may not respect these rules. In this case,
using the confidence values, it is possible to detect the ma-
licious nodes. As described earlier in this section, a node
can detect that a neighbor is not complying with cluster-
ing rules by controlling values of its clustering variables
(contained in its hello messages).

5.3 Failure of a Core Member or a Mem-
ber of the Periphery

When a kernel member or a member of the periphery fails,
the other periphery members that depend on it are iso-
lated from the cluster. These re-execute Phase 3 cluster-
ing to select a new father in the cluster or to join another
cluster.

5.4 Management of New Nodes

When a new member j becomes neighbor of a member i, i
assigns the value 1his trust relationship with j(tv(i, j) =



International Journal of Network Security, Vol.21, No.3, PP.483-493, May 2019 (DOI: 10.6633/IJNS.201905 21(3).15) 490

1). This means that a new member he is granted a TT
relationship upon his arrival and, therefore, has access to
the different clustering steps. However, if i and j fail to
authenticate, they attribute to each other a relationship
of mistrust.

6 Evaluation

We simulated our algorithm to evaluate its performance
and compare it with other clustering algorithms perfor-
mance. In This section provides an overview of our simu-
lation model and results we have obtained. We simulated
our approach within the platform NS2 network simula-
tion. Our simulation MANET models a maximum of 100
nodes moving randomly in an area of 1000x1000 m2 un-
der model Random waypoint Model [4]. Each node is
equipped with a radio transceiver capable of transmitting
up to 250 m.

We use as 802.11 protocols MAC layer in our exper-
iments. We assessed the stability of our system cluster-
ing by studying the variation in the number of clusters it
generates. To see the behavior of this approach and to
measure the effect that will cause the implementation of
our algorithm in an OLSR network, we performed several
simulations with variable number of nodes and different
nodes velocity. We used NS2 [7] as a network simulator.

We performed simulations with, and without cluster-
ing inter-val and we have recorded the average number of
clusters built (which we note NC) and the average time
during which a cluster is Maintained.

6.1 Trust Value of Cluster Head Based on
the Number of Nodes

To approve the efficiency of our algorithm, we compared
it with another algorithm in the literature, which is the
algorithm of clustering based on node density. We notice
that the trust values of the clusterhead in our proposal
are much more important than in the algorithm based on
density.

Figure 4: Average trust value of CH = f ( nb of nodes ),
V = 10 m/s

In our algorithm the trust of the CH varies between
224,07 and 1673,9 while in the algorithm of clustering

based on density it varies between76,076 and 1100, 7 (see
Figure 4).

6.2 Number of Clusters Formed Based on
the Number of Nodes in the Network

Figure 5 shows the evolution of the number of clusters
in relation to the number of nodes in the network for a
maximum speed of 10 m /s.

Figure 5: Average number of cluster = f (nbr nodes), V
= 10m/s

We notice that the numbers of clusters in our proposal
are less than in the algorithm based on density, which
shows the stability of our proposal.

6.3 Number of Clusters Formed Based on
the Number of Nodes in the Network

Figure 6 shows the evolution of the number of clusters
in relation to the number of nodes in the network for a
maximum speed of 10 m /s.

Figure 6: Average number of cluster = f (nbr nodes), V
= 10m/s

We notice a great improvement with the use of the
clustering interval. The number of clusters varies between
246 and 8588 in the case where the clustering interval is
not used, when this number varies between 4.8 and 6.8
with the use of clustering interval for a network with 100
nodes.

6.4 Trust Value of Cluster Head Based on
the Number of Nodes

Figure 7 shows the evolution of trust value of clusters
in relation to the number of nodes in the network for a
maximum speed of 10 m /s.
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Figure 7: Average trust value of CH = f ( nb of nodes ),
V = 10 m/s

We notice a great improvement with the use of the
clustering interval. The trust value varies between 88,9
and 1112,5 in the case where the clustering interval is not
used, when it varies between 224,07 and 1673.9 with the
use of clustering interval for a network with 100 nodes.

6.5 Average Cluster Duration Based on
the Number of Nodes in the Network

Figure 8 shows the behavior of the average time during
which a cluster is built based on the number of nodes in
the network.

Figure 8: Average cluster duration = f(nbr nodes) , V =
10m/s

We notice a significant improvement brought by the
clustering interval. The average duration of clusters varies
between 0.007 ms and 1.116 ms in the case where the
clustering interval is not used, when this number varies
between 5,39 ms and 13.37 ms with the use of clustering
interval for a network with 100 nodes.

7 Comparison and Analysis

We compared our clustering algorithm with two existing
schemes SGCP [19] (Secure Group Communication Pro-
tocol)and LID [5](Lowest IDentifier). LID is one of the
most known protocols clustering. LID is usually used as
a reference protocol evaluation of clustering algorithms
performance. We simulated the three protocols in the
three scenarios described above mobility: mobility low,
medium, high mobility and mobility. We considered dif-
ferent connectivity rate and measured the number of clus-
ters realized by each three protocols.

Figure 9: Comparison of the number of clusters of our
protocol with LID, SGCP

Figure 9 shows that our algorithm gives good results.
It has the same number of clusters as LID in a low mobil-
ity scenario(see Figure 9(a) ) and has the lowest number of
clusters in medium and high mobility scenarios.(see Fig-
ure 9(b),(c) We also studied the variation of the number
of clusters of three protocols over time. For this, we also
performed the three protocols under the same conditions
of mobility and connectivity for 50s.

Figure 10 represents our results. It’s clearly shows that
the variation in the number of clusters is not important
and is stable with LID and our protocol. It is not the case
for SGCP where the number of clusters increases dramat-
ically after 20s simulation. This shows that compared
to SGCP and LID, our protocol Clustering is stable: it
generates a reasonable number of clusters in all mobility
scenarios.
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Figure 10: Évolution of the number of clusters

8 Conclusions

Our clustering algorithm is used to manage the network
dynamics, it is based on building a topology to minimize
the mobility of the network, optimize the scalability, facil-
itate and secure protocols communication. Our proposal
is based on the definition of a model Dynamic and dis-
tributed trust for ad hoc mobile networks. Our approach
is to divide the network into clusters organized into sub-
trees linked and supervised by cluster-heads. By There-
fore, the addition or removal of a member only affects the
cluster to which it belongs. The security of our protocol is
enhanced by its clustering criterion that constantly mon-
itors the relationship of trust between nodes and expels
malicious nodes in the broadcast session.

The clustering algorithm is self-stabilizing. It runs con-
tinuously and read just clusters based on trust relation-
ships between nodes. Relationships confidence evolves
over time depending on the interactions between the
nodes. The Mobility can also change the situation of clus-
ters.

To succeed clustering, despite the presence of malicious
nodes, the honest nodes cooperate closely. They do not
communicate the message clustering malicious nodes and
ignore all messages from clustering these nodes. Thus,
clustering messages and data dissemination spend only
by TT relation-ships or relationships PT. However, even
if all malicious nodes were detected, clustering can be dis-
rupted. The condition on the number of malicious nodes
and their dispersion in the network is necessary. As per-
spective to this work to make our algorithm more stable,
we added the concept of the threshold of trust, which
represents the trust value at which each node can act as
cluster head.

Our algorithm gives good results. It has the same num-
ber of clusters as LID in a low mobility scenario and has
the lowest number of clusters in medium and high mobil-
ity scenarios. This shows that compared to SGCP and
LID, our protocol Clustering is stable: it generates a rea-
sonable number of clusters in all mobility scenarios. Ac-
cording to the results of simulations that we made, we
notice a great improvement and better system stability
with the adopted solution.Also, we plan to use the clus-

tering solution to manage cryptographic key in MANETs.
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