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Abstract

With the rapid development of information technology,
vulnerability has become a major threat to network secu-
rity management. Vulnerability classification plays a vital
role in the whole process of vulnerability management. It
is the key point to select proper features to represent cat-
egories. Due to the low efficiency and accuracy of some
common feature selection algorithms, in this paper, we
proposed a new method called OCFSII, which measures
the importance of the feature terms both in inter-class
and intra-class based on orthogonal centroid. We eval-
uated the method on the vulnerability database, using
two classifiers, namely, KNN and SVM. The experimental
results show that the proposed method OCFSII outper-
forms Information Gain (IG), Document Frequency (DF),
Orthogonal Centroid (OC), and is comparable with Im-
proved Gini index (IGI) when KNN used while OCFSII
is superior to the four algorithms. In addition, OCFSII is
more advanced than OC.

Keywords: Classifier; Feature Selection; Information Se-
curity; OCFSII; Vulnerability Classification

1 Introduction

Nowadays, with the development of network technology,
people can get information in different channels. To meet
the demands of various users, the relevant products, such
as different operation systems and application software,
are developed, which greatly promotes transmission and
sharing of information. However, because of the defects
of operation and application software on design or on own
disadvantage of programming languages, these products
have various disadvantages on design and realization. In
terms of information security, the most significant defect
is inevitable security vulnerabilities [12]. With the im-
provement of information society, the coverage rate of In-

ternet devices is improving while the number of security
vulnerabilities increases in exponential type. Therefore, it
is significant to manage the numerous vulnerabilities [10].

As an important link of vulnerability management,
the key point in vulnerability classification is to describe
and distinguish different vulnerabilities accurately. Ac-
curate classification of security vulnerability is the basis
to continue to analyze and manage vulnerability. It can
also greatly help vulnerability researcher know profoundly
generation cause and attack influence of the same kind of
vulnerability, and it provides key reference information for
security administrator to assess severity of vulnerability
correctly. Detailed data about vulnerability is indispens-
able core data for computer security tool and vulnerability
classification, while these data are based on text informa-
tion.

It is the key for vulnerability classification to establish
relationship between feature and category and moreover,
it is the key point for research of this paper about how
to select proper vulnerability features to represent vul-
nerability category. Whether vulnerability features are
proper or not will greatly influence the accuracy of vul-
nerability classification. In recent years, research popu-
larity for text features selection still increases. Venter et
al. [13] have put forward a kind of automatic classification
scheme based on Self Organization Maps (SOM), which is
a kind of data cluster algorithm. The main contribution
of this method lies in a type of experimental vulnerabil-
ity classification model, which does not need to define the
vulnerability category manually in advance. It can collect
vulnerability samples with similar features into different
categories automatically by SOM algorithm. But, this
method has low accuracy and efficiency. Mingoti et al. [9]
has improved vulnerability classification model based on
SOM cluster algorithm in [13] using N-Gram replacement
word, which has advanced accuracy of cluster. Wang et
al. [14] has proposed a kind of automatic classification
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model for vulnerability based on Bayesian network, which
trains Bayesian network by vulnerability information ob-
tained from NVD database and then divides vulnerability
into categories defined by CWEs. Chen et al. [2] have pre-
sented a kind of automatic classification model based on
SVM, which trains the SVM classifier with vulnerabil-
ity information obtained from the CVE list and divides
vulnerability automatically into predefined vulnerability
features categories. Zhang et al. [17] have put forward the
research on vulnerability classification method based on
fuzzy entropy features selection algorithm. This method
can classifies different vulnerabilities combining the ad-
vantages of fuzzy entropy theory and SVM classification
method and give the evidence for vulnerability features
selection to calculate fuzzy entropy. In addition, many
scholars have put forward various feature selection al-
gorithms to select more reasonable vulnerability features
and improve accuracy and learning ability of vulnerability
classification.

However, these methods have some disadvantages.
Here are the following points to be improved:

1) Factors for assessing these algorithms are too sim-
ple and the situation that distinguishes categories via
features is usually considered from one perspective.
For example, in [16], document frequency only mea-
sures the significance of a feature term in the intra-
class while in [1, 15], orthogonal centroid feature se-
lection algorithm and DIA association only calculate
the score of a feature in the inter-class. Namely, these
algorithms do not take into account importance of
features both in the inter-class and intra-class.

2) During the results and analysis of these algorithms,
experiments are carried out only by utilizing one
same kind of classifier. And the influence in different
types of classifiers on accuracy of vulnerability fea-
tures is not compared. For example, in [4], only näıve
Bayes is taken as an experiment tool of vulnerability
classification while in [5,6], only SVM is taken as an
experiment tool of vulnerability classification.

3) These algorithms need to obtain vulnerability text
resource from vulnerability database, while different
vulnerability database has different text factors.

It is necessary to formulate the unified vulnerability text
factors to enhance the applicability

To solve the above problems, this paper compares fac-
tors in different vulnerability databases, and proposes the
standard vulnerability text factors. Moreover, we put for-
ward a new features selection algorithm, called Orthogo-
nal Centroid Features Selection algorithm both in Inter-
class and Intra-class (OCFSII). To confirm this method,
we use two classifiers including SVM and KNN in vul-
nerability data, and compare it with four feature selec-
tion algorithms including in Information Gain, Improved
Gini index, Document Frequency and Orthogonal Cen-
troid. The experiment results show that the proposed

method OCFSII outperforms IG, DF OC, and is compa-
rable with IGI when KNN used while OCFSII is superior
to IG, DF, OC and IGI when SVM used.

The main contributions of our paper are as follows.

1) This paper gives the standard and unified vulnerabil-
ity text factors from different vulnerability database.

2) The proposed method measures the significance of a
feature term both in inter-class and intra-class.

The remainder of the paper is organized as follows. In
Section 2, vulnerability classification principle, feature se-
lection and feature term -classification matrix are briefly
reviewed. After that, the proposed method algorithm is
presented in Section 3. Experimental setup and Results
are included in Section 4 and Section 5 respectively. Fi-
nally, the concluding remarks are drawn in Section 6.

2 Related Work

2.1 Vulnerability Classification Principle

Since vulnerabilities from regular vulnerability databases
and open vulnerability resource mainly are presented in
text form, this paper classifies vulnerabilities via refer-
ring to relevant technologies of text classification. Text
classification is a process that divides the given text to
one or more predefined text categories according to con-
tents [7]. Similarly, Vulnerability classification is a process
that classifies the unknown vulnerabilities into predefined
vulnerability categories. From the mathematical perspec-
tive, vulnerability classification is a special mapping pro-
cess actually.

This paper gives formalized description for vulner-
ability classification: Giving a vulnerability text set
D =

{
d1, d2, · · · , d|D|

}
and a vulnerability category set

C =
{
c1, c2, · · · , c|C|

}
, where, |D| and |C| represent the

number of vulnerability text and vulnerability categories.
There is an unknown ideal mapping Φ between vulnera-
bility text set and vulnerability category set:

Φ : D → C. (1)

The purpose of classification learning is to find a map-
ping model ϕ that is the most similar to ideal mapping Φ
and based on the given assessment function f , the aim of
learning is to make Φ and ϕ fulfilling the following formula

Min

 |D|∑
i=1

f(Φ(di)− ϕ(di))

 (2)

Generally, the process of vulnerability classification is
shown as Figure 1, which includes learning stage and clas-
sification stage. Learning stage consists of training pro-
cess and test process. In order to find the proper parame-
ters for classifying, the feedback mechanism is introduced,
which could improve the training results. Classification
stage classifies unmarked vulnerabilities by utilizing clas-
sifiers ultimately generated in learning stage and vulner-
ability classification results are output.
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Figure 1: Vulnerability classification process

2.2 Feature Selection

Feature selection is a method which we use proper eval-
uation criteria to select the optimal features subset from
the original feature set. The aim is to select the smallest
features subset according to some criteria, so that some
tasks, such as classification and regression, achieve better
results. Through feature selection, some irrelevant and
redundant features are removed, so the simplified data
sets often get more accurate models and are easier to un-
derstand. In this paper, we give a general framework of
feature selection, as shown in Figure 2.

A feature selection algorithm is mainly composed of
four parts: generation strategy, evaluation criteria, stop
condition and conclusion. The generation strategy refers
to generate some feature subsets from the original feature
set, while the evaluation criteria means to evaluate the ra-
tionality and relevance of feature subsets. Moreover, the
stop condition is to determine whether the feature subsets
in accordance with initial requirements while conclusion
means the validity of feature subsets.

We give the presentation of some popular feature se-
lections including Information Gain, Improved Gini index,
Document Frequency and Orthogonal Centroid.

1) Information gain: Information gain is a widely used
algorithm in the field of machine learning. The In-
formation Gain of a given feature tk with respect to
the class ci is the reduction in uncertainty about the
value of ci when the value of tk is known. The larger
Information Gain of a feature is, the more useful the

Original feature space

Generation strategyGeneration strategy

Evaluation criteriaEvaluation criteria

Stop conditionStop condition

conclusionconclusion

YES

NO

Figure 2: Framework of feature selection

feature is for classification. Information Gain of a
feature tk toward a classification ci can be defined as
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follows:

IG(tk, ci) =
∑
c

∑
t

P (t, c)log
P (t, c)

P (t)P (c)
(3)

where P (c) is the fraction of the documents in cat-
egory c over the total number of documents. is the
fraction of documents in the category c that contain
the word t over the total number of documents. P (t)
is the fraction of the documents containing the term
t over the total number of documents.

2) Improved gini index: Improved Gini index measures
the purity of feature tk toward a classification ci. The
larger the value of purity is, the better the feature
is. The formula of the improved Gini index can be
calculated as follows:

IGI(tk) =
∑
i

P (tk|ci)2P (ci|tk)
2
. (4)

Where, P (tk|ci) is the probability that the feature tk
occurs in category ci. P (ci|tk) refers to the condi-
tional probability that the feature tk belongs to cat-
egory ci when the feature tk occurs.

3) Document frequency: Document frequency is a sim-
ple and effective feature selection algorithm that
computes the number of documents that contain a
feature. The main idea of this algorithm is that if
a feature appears in a small number of texts, it is
not useful for classification and may even reduce the
classification performance. Therefore, the features
which possess high document frequency need to be
preserved. The formula of Document Frequency can
be calculated as follows:

DF (tk, ci) = P (tk|ci). (5)

4) Orthogonal centroid: The orthogonal centroid firstly
computes the centroid of each category and the whole
training set. Then the score of feature is calculated
according to the centroid of each class and entire
training set. The larger the score of the feature is, the
more classification information the feature contains.
The formula of orthogonal centroid can be described
as follows:

OC(tk) =

|C|∑
i=0

ni

n
(mk

i −mk)
2
. (6)

Where nj is the number of documents in the category
cj , is the total number of documents in the training
set, mk

j is the kth element of the centroid vector mj

of category cj , m
k is the kth element of the centroid

vector m of entire training set, |C| refers to the total
number of categories in the corpus.

2.3 Feature Term - Classification Matrix

At present, common features selection algorithm is based
on Vector Space Model (VSM) and taken into account
the property of a features term in a classification, which
is called as feature term—classification matrix. In this
matrix, row represents feature term in vector space and
column represents classification. The property, such as
frequency of a feature term in certain classification can
be represented by corresponding element value in the ma-
trix. Table 1 shows a feature term—classification matrix,
where the value expresses the frequency.

In the table, for example, the frequency of Home in C5
is 111 and other feature terms have low frequency in C5,
so Home can represent the C5.

Table 1: Feature term - Classification matrix

Feature term C1 C2 C3 C4 C5
Home 80 27 11 0 11

Products 5 155 21 0 98
Plan 7 7 0 79 36

Projects 2 0 145 19 1
Design 3 0 6 65 0

3 Unified Description of Vulnera-
bility Factors

Nowadays, different business and institutions possess
their own vulnerability database, and the same vulner-
ability in different database may have different factors. It
is not convenient for us to determine which database to
choose and which factor to opt. Therefore, it is neces-
sary to formulate the unified vulnerability text factors to
enhance the applicability.

3.1 Common Vulnerability Database

CVE is a well-known, widely recognized vulnerability
database [3]. Every vulnerability gets a standard name,
so it is easy to share data in all kinds of vulnerability
database and vulnerability assessment tools. Therefore,
we can find the security vulnerabilities of software prod-
ucts more quickly and effectively and give the solution to
avoid the threat.

X-FORCE, belonging to ISS, has the most complete
the vulnerability items [11]. However, it cannot publish
the vulnerability free. ISS offers the online search service.

US-CERT is a middle-class vulnerability database from
the Computer Emergency Response Team, and it is built
in the Carnegie Mellon University [8]. Also, it can provide
online search service.
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3.2 Select Unified Factor

The selection of the vulnerability unified factor is the
foundation of vulnerability Classification. According to
some factors from different database, three institutions
selecting the factors for vulnerability classification are
shown in Table 2.

Therefore, we select four factors for the unified stan-
dards, where the number of the factors selected is three
times. It shows that these factors are recognized as the
representative attributes in the world. Actually, the fac-
tor Date Public is just the time and it has no use for us
to vulnerability classification.

Ultimately, we use three factors, CVE name, severity
rank and description to express vulnerability. We give an
example in Table 3.

4 Algorithm Design

4.1 Algorithm Idea

Orthogonal Centroid Algorithm firstly calculates the cen-
troid of all features in each class and the training set and
then calculates the score. We can find that orthogonal
centroid algorithm focuses on inter-class, namely calcu-
lating the most important feature term compared with
other feature terms in one classification. Document fre-
quency is a simple and effective feature selection algo-
rithm. However, Document Frequency method only mea-
sures the significance of a feature term in the intra-class.
Thus the Document Frequency method concentrates on
the column of the feature term-classification matrix while
Orthogonal Centroid Algorithm focuses on the row.

Both Document Frequency method and Orthogonal
Centroid Algorithm just focus on one respect of the ma-
trix. Therefore, this paper puts forward a kind of new
feature selection algorithm, Orthogonal Centroid Features
Selection algorithm both in Inter-class and Intra-class
(OCFSII), which can make up deficiency of Orthogonal
Centroid Algorithm and Document Frequency method
and measure comprehensively the importance of a feature
term to classification.

4.2 Algorithm Flow

As is shown in Figure 3, we give the flow chart of OCF-
SII algorithm, which mainly includes two parts, including
the construction of feature term-classification matrix and
selection of text feature. Text feature selection needs to
calculate the centroid of training set. Moreover, we cal-
culate the offset of feature terms both in inter-class and
intra-class respectively. Finally, we can obtain the total
offset of feature terms and then make a rank for those.

Here, feature term-classification matrix is VT×C , which
consists of T features and Cclasses, matrix element vij rep-
resents the frequency of the ith feature in the jth class, the
vector D = {d1, d2 · · · di}, 1 ≤ i ≤ C, where di represents

text number of the ith class. There are some calculation
formulas as following:

1) Feature term centroid in training set M =
{m1,m2, · · ·mi}

mi =

C∑
j=1

vij/

C∑
j=1

dj (7)

Where mirepresents the ith feature term centroid;

2) Feature term centroid in inter-class Mj =
{m1

j ,m
2
j · · ·mi

j}

mi
j =

vij
dj

(8)

Where, mi
j represents the centroid of the ith feature

term in the jth class;

3) Feature term centroid in intra-class

m̄ =

C∑
j=1

vij

C
(9)

4.3 Algorithm Description

Algorithm 1 OCFSII algorithm

1: Input feature term - classification matrix VT×C and
matrix element vijrepresents frequency of the ith fea-
ture in the jth class; text number vector of class
vulnerabilityD = {d1, d2 · · · di} , 1 ≤ i ≤ C; feature
numberK

2: Output feature subset VS

3: mi = F1(vij , di) // calculate feature term centroid in
training set

4: mi
j =

vij
dj

// calculate feature term centroid in inter-

class
5: m̄ = F2(Vij , C) // calculate feature term centroid in

intra-class
6: for i = 1 to T
7: for j = 1 to C
8: aij = vij−m̄ // calculate offset in intra-class
9: bij = mi

j − mi // calculate offset in inter-
class

10: end for
11: OCFSIIij = aij ∗ bij
12: end for
13: VS = OCFSIITOPK

Moreover, the function F1 and F2 are defined as fol-
lows:

OCFSII algorithm measures the importance of features
both in inter-class and intra-class. And it is so simple to
implement. The time complexity is O(T*C) - namely the
product of the number of rows and columns in Feature
Term-classification Matrix.
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Table 2: Institution selecting the factors for vulnerability classification

ID Factor CVE X-FORCE US-CERT Times
1 CVE name X X X 3
2 Data public X X X 3
3 Date-up Ö Ö X 1
4 Severity rank X X X 3
5 Credit Ö Ö X 1
6 Solution Ö Ö X 1
7 Description X X X 3

Table 3: CVE-2015-1611 information

CVE name description Severity rank

CVE-2015-1611
OpenFlow plugin for Daylight before Helium SR3 allows

remote attackers to spoof the SDN topology and affect the
flow of data, related to fake LLDP injection.

Middle
(CVSS score: 5.0)

Feature terms

Calculate the centroid of 

training set and every 

classification

Calculate the centroid of 
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classification

 Feature term-

classification matrix

 Feature term-

classification matrix
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Figure 3: Flow chart of OCFSII algorithm

5 Experiment Setup

5.1 Experimental Classifier

In this section, K-Nearest Neighbor (KNN) and Support
Vector Machine (SVM) are described briefly. Both of
them are supervised learning method.

1) KNN classifier: KNN classification is a kind of learn-
ing algorithm based on sample, which is considered

as an inert method. This algorithm shows wonderful
performance in many applications. The key point of
this method is to find a proper similarity measure
to determine the degree of similarity between sample
and training set. Therefore, we can get the nearest
training set from the unmarked samples.

2) SVM classifier: SVM is a kind of machine learning
algorithm, which is widely used in machine learning.
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Algorithm 2 F1(vij , di)

1: vij = 0; dj = 0
2: for i = 1 to T
3: for j = 1 to C
4: vij = vij + 1
5: dj = dj + 1
6: mi =

vij
dij

7: end for
8: end for
9: return (vij , dj)

Algorithm 3 F2(vij)

1: vij = 0
2: for i = 1 to T
3: for j = 1 to C
4: vij = vij + 1
5: m̄ =

vij
C

6: end for
7: end for
8: return (vij)

Moreover, SVM is a high efficient classifier in classi-
fication. In our study, we choose liner kernel SVM.

5.2 Experimental Data

The purpose of this experiment is to select the feature of
vulnerability, so as to verify the accuracy and efficiency
of the vulnerability classification. In addition, we do not
give a profound study on the selection of the categories.
The vulnerabilities are divided into the most common six
categories, authentication, buffer errors, cross-site script-
ing, code injection, information leak and input validation
respectively. The sample set of vulnerabilities is shown in
Table 4.

We select 3500 vulnerabilities from Security Content
Automation Protocol (SCAP), from which 3000 vulnera-
bilities belong to training sample and 500 vulnerabilities
belong to test training. As is seen from the Table 4, 3000
samples will train the classifier alter the feature selection
and, the 500 samples are utilized to test the accuracy of
OSFCII.

5.3 Experimental Steps

In this section, we give the concrete the steps of vulnera-
bility classification experiment.

1) Obtain the original vulnerability features via prepro-
cessing the vulnerabilities text from the database;

2) Construct the feature term- class matrix;

3) Get the feature terms of each category by utilizing
the proposed feature selection OCFSII;

4) Use VSM to quantify the vulnerability feature terms;

5) Utilize one-to-many method to structure the vulner-
ability classifier;

6) Calculate the F1 and accuracy and give the experi-
ment results.

5.4 Performance Measures

In our experiment, we utilize the F1 and Accuracy to mea-
sure the performance of the vulnerability classification.

1) Precision and micro-precision: Precision is the ra-
tio of the number of vulnerability texts which are
correctly classified as the positive class to the total
number of those which are classified as the positive
class. The formula of the precision for class ci is de-
fined as:

Pi =
TPi

TPi + FPi
(10)

Where TPi is the number of vulnerability texts which
are correctly classified as class ciand FPi means the
number of vulnerability texts which are misclassified
as class.

Similarly, in order to evaluate the performance aver-
age across the classes and micro-precision is used in
this paper. The formula of the micro-precision can
be calculated:

Pmicro =
TP

TP + FP
=

|C|∑
i=1

TPi

|C|∑
i=1

(TPi + FPi)

(11)

Where |C| is the number of the classes.

2) Recall and micro-recall: Recall is the ratio of the
number of vulnerability texts which are correctly
classified as the positive class to the total number of
those which are actually belong to the positive class.
The formula of the precision for class ci is defined as:

Ri =
TPi

TPi + FNi
(12)

Where FNi means the number of vulnerability texts
belonging to class ci are misclassified to other classes.

Similarly, in order to evaluate the performance aver-
age across the classes and micro-precision is used in
this paper. The formula of the micro-precision can
be calculated:

Rmicro =
TP

TP + FN
=

|C|∑
i=1

TPi

|C|∑
i=1

(TPi + FNi)

(13)

3) F1 and accuracy: When we obtain the micro-
precision and micro-recall, the formula of the F1 and
Accuracy can be calculated:

F1 =
2PmicroRmicro

Pmicro + Rmicro
(14)
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Table 4: Experimental vulnerability sample

Category
Number

Training sample Testing sample The total
authentication 221 30 251
buffer errors 303 80 383

cross-site scripting 945 200 1145
code injection 830 110 940

information leak 250 30 280
input validation 451 50 501

Accuracy =
TP + TN

TP + TN + FP + FN
(15)

Where TN means the number of vulnerability texts
which are correctly classified to other classes exclud-
ing the positive class.

6 Results

6.1 Experimental Results when KNN
Classifier

Table 5 shows the F1 measure results when KNN classifier
is used. In this chart, we can see that OCFSII actually
has the best performance when the number of features
is 300, 500, 1300 and 1500. Moreover, the IGI has the
similar performance compared with OCFSII but the lat-
ter is superior to the former. All of the algorithms have
the positive correlation when the number of the features
between 300 and 1300 and from 1300 on, the F1 measure
begins to decrease. Therefore, the number of the features
is 1300 for the database and the experiments can get the
excellent results.

Similarity, Figure 4 shows the accuracy measure results
when KNN classifier is used. In this graph, OCFSII and
IGI have the better results compared with other methods.
And all the curves rise from 300 to 1300 and decline later.
It proves that when the number of features is 1300, and
we can get the good results. OCFSII has the greatly
improved when we consider the importance of features
both in inter-class and intra-class compared with OC.

6.2 Experimental Results when SVM
Classifier

Table 6 shows the F1 measure results when SVM classifier
is used. In this chart, it can be seen that F1 measure re-
sults when utilized OCFSII outperforms any other meth-
ods. Although IGI has the similar performance compared
with OCFSII, the latter precedes the former a little. Sim-
ilarly, all of the algorithms have the positive correlation
when the number of the features between 300 and 1300
and from 1300 on, the F1 measure begins to decrease.
So, we can select 1300 features for the database approxi-
mately to obtain the good results. Compared with KNN
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Figure 4: Accuracy measure curve using KNN classifier
(%)

classifier used in the experiment, SVM classifier performs
better when we use the same methods.

Similarity, Figure 5 shows the accuracy measure re-
sults when SVM classifier is used. In this graph, OCF-
SII has the better results compared with other methods.
All of the curves ascend gradually with the increasing of
the number of features, and they reach the highest point
when the number is 1300. It tells us that we can get
the excellent performance when we select 1300 features
approximately. Obviously, OCFSII has the greatly im-
proved compared with OC because both inter-class and
intra-class are taken into consideration. Compared with
KNN classifier used in the experiment, SVM classifier out-
performs when we use the same methods.

7 Conclusion

In order to protect the information and network from the
numerous numbers of the vulnerabilities, it is significant
to manage the vulnerabilities. Classification, as a key link
of vulnerability management, plays a major role in this
whole process. Due to some feature selection method just
consider the importance of the feature term from one as-
pect, we proposed a new feature selection algorithm called
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Table 5: F1 measure results using KNN classifier (%)

The number of feature 300 500 700 900 1100 1300 1500
OCFSII 69.22 72.54 74.65 76.70 77.76 78.55 77.21

IG 47.88 49.43 52.12 55.23 57.12 58.21 57.33
DF 50.32 52.88 54.76 57.45 59.23 60.52 59.21
IGI 68.54 71.21 74.87 76.92 77. 99 78.32 77.10
OC 49.83 51.43 53.43 56.32 58.22 59.43 58.45

Table 6: F1 measure results using SVM classifier (%)

The number of feature 300 500 700 900 1100 1300 1500
OCFSII 71.54 73.85 75.81 78.60 79.76 80.21 79.21

IG 50.39 51.66 53.94 56.43 57.99 58.32 57.10
DF 52.47 54.18 56.85 58.21 60.23 61.76 60.53
IGI 70.35 72.31 75.32 78.10 78.54 79.21 78.29
OC 51.43 53.57 55.22 57.47 59.22 60.25 59.64
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Figure 5: Accuracy measure curve using SVM classifier
(%)

OCFSII, considering the importance of the feature term
both in inter-class and intra-class. To confirm the valid-
ity of this method, we use two classifiers including SVM
and KNN in our experiment, and compare it with four
feature selection algorithms including Information Gain,
IGI, Document Frequency and Orthogonal Centroid. The
experiment results show that the proposed method OCF-
SII outperforms IG, DF OC, and is comparable with IGI
when KNN used while OCFSII is superior to IG, DF,
OC and IGI when SVM used. As part of our future re-
search, we plan to design the better method to improve
the accuracy and efficiency to enhance the understanding
of vulnerability essence. [8]
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