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Abstract

In cloud storage system, attribute-based encryption can
support fine-gained access control over encrypted data.
Furthermore, searchable attribute-based encryption can
allow data users to retrieve encrypted data from a cloud
storage system. However, these encryption algorithms
cannot provide authenticity. In this paper, we propose a
new concept—–searchable attribute-based authenticated
encryption and establish its security model framework.
Then, we embed ingeniously search mechanism into key-
policy attribute-based signcryption, and present a con-
crete searchable attribute-based authenticated encryption
scheme. Finally, according to the proposed framework,
our scheme is proven to achieve (1) Ciphertext indistin-
guishability under the Decisional Bilinear Diffie-Hellman
Exponent hardness assumption; (2) Existential unforge-
ability based on the hardness assumption of Computa-
tional Diffie-Hellman Exponent problem; (3) Selective se-
curity against chosen-keyword attack under the Decisional
Linear hardness assumption; (4) Keyword secrecy based
on the one-way hardness of hash function.

Keywords: Attribute-Based Encryption; Authenticated
Encryption; Searchable Encryption; Signcryption

1 Introduction

With the development of cloud computing, many data
owners store their data in the cloud server for simplifying
local IT management and reducing the cost. Although
cloud services have various advantages, they will bring
security and privacy concerns to upload sensitive infor-
mation to the cloud server [14]. Therefore, it is essential
to encrypt sensitive data before uploading them to the
remote server.

Traditional public key encryption technology can pro-
tect the confidentiality of data, but cannot provide the
data sharing service. However, as a kind of “one-to-
many” public key encryption, attribute-based encryption
can solve this problem. Thus, attribute-based encryption

is considered as one of the most appropriate encryption
technology to achieve the data confidentiality and expres-
sive fine-grained access control in cloud system.

Sahai and Waters [17] first introduced the concept
of attribute-based encryption, and proposed a concrete
attribute-based encryption scheme which only supports
threshold access policy. In order to support more flexible
access policy, Goyal et al. [7] first presented a key-policy
attribute-based encryption (KP-ABE) scheme in 2006. In
key-policy attribute-based encryption, a private or de-
cryption key is associated with access control policy and
a ciphertext is computed with respect to a set of at-
tributes. On the contrary, if a ciphertext specifies an
access control policy and a private or decryption key is
associated with a set of attributes, such an attribute-
based encryption is called as ciphertext-policy attribute-
based encryption (CP-ABE). Bethencourt et al. [1] pro-
posed the first ciphertext-policy attribute-based encryp-
tion scheme in 2007. Due to the suitable application for
cloud computing, a number of attribute-based encryption
schemes [3, 4, 11, 12, 23, 24] have been proposed to obtain
better expressive, efficiency and security.

Attribute-based encryption provides the data confiden-
tiality and expressive fine-grained access control. Nev-
ertheless, encryption may prevent the ciphertext from
being searched quickly. To solve this problem, Song et
al. [19] first proposed the concept of searchable encryp-
tion which provides a fundamental approach to search
over encrypted cloud data. Further, Boneh et al. [2] pre-
sented the first public key encryption scheme with key-
word search scheme, in which one can search the en-
crypted data by a keyword. Since then, a number of
searchable public key encryption schemes [8–10, 21] have
been proposed to enrich the search feature of scenarios
and improve security and efficiency.

However, users are considered to be legitimate in the
above search schemes, which is not suitable for more prac-
tical scenarios. The reason is that without access control,
all users in these systems have not been restricted ac-
cess to the entire database. Thus, the confidentiality of
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sensitive data may be compromised. In order to elimi-
nate this threat, in 2013, Wang et al. [22] constructed a
ciphertext-policy attribute-based encryption scheme sup-
porting keyword search function. In their scheme, data
owners encrypt data with an access policy, generate the
index for the corresponding keyword collection, and then
store them to the cloud server. It is only when an autho-
rized user’s certificate meets the access policy that she
or he can search and decrypt the encrypted data. In
the recent years, attribute-based searchable encryption
schemes [5,13,20,27] have been made great development.

Furthermore, in 2014, to assure the cloud server to exe-
cute faithfully the search operations on behalf of the data
users, Zheng et al. [28] proposed a novel cryptographic
concept of verifiable attribute-based keyword search, and
constructed a verifiable key-policy attribute-based search-
able encryption scheme and a verifiable ciphertext-policy
attribute-based searchable encryption scheme based on
the access tree. Such search encryption schemes can sup-
port fine-grained access control and search, and verify
the cloud server’s faith. But these schemes can neither
authenticate data owners nor guarantee the availability
of the shared data. Thus, it is necessary to provide the
authentication for searchable attribute-based encryption
schemes.

It is well known that encryption can guarantee the con-
fidentiality, signature can provide the authenticity, and
signcryption can support these two functionalities in pub-
lic key cryptosystems. In 1997, Zheng et al. [29] first
introduced the concept of signcryption, which is a log-
ical incorporation of signature and encryption. Subse-
quently, in order to ensure fine-grained access control
for the data in the cloud and authenticate data own-
ers, Gagné et al. [6] presented the first attribute-based
signcryption (ABSC) scheme. Since then, a number of
attribute-based signcryption [15, 25, 26] have been pro-
posed. Though attribute-based signcryption schemes can
ensure that data owners share the encrypted and authen-
ticated data with data users, these schemes cannot take
the retrieval of the signcryption data into account. As
a result, it is important to support the searchability for
attribute-based signcryption schemes.

1.1 Our Contribution

The main contribution of this paper can be summarized
as follows:

• We introduce a novel concept of searchable attribute-
based authenticated encryption (SAAE), which can
achieve expressive fine-grained access control, effi-
cient data retrieval and authentication, simultane-
ously.

• We replace access tree structure with linear secret
sharing scheme to modify Zheng et al.’s attribute-
based keyword search method [28], embed such
a search mechanism into Rao et al.’s key-policy
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Figure 1: The system framework

attribute-based signcryption scheme [16], and pro-
pose a searchable attribute-based authenticated en-
cryption scheme. More to the point, we use an iden-
tical secret key to generate a trapdoor and decrypt a
ciphertext, which promotes the logical combination
of the above two schemes [16, 28]. Hence, the cost
is significantly reduced than the cumulative cost of
signcryption and search.

• Our scheme is proven to achieve selective encryption
attribute set secure against chosen-keyword attack
and keyword secrecy in the standard model rather
than random model [28].

2 Generic Framework and Its Se-
curity Models

2.1 System Framework

We consider a cryptographic cloud storage system sup-
porting fine-grained access control, data retrieval and
data authentication over encrypted data.

As shown in Figure 1, the system framework consists
of four entities: Certificate Authority (CA), Data Owners
(DO), Data Users(DU), and Cloud Server (CS).

CA: Certificate authority is a global trusted authority.
It is responsible for generating the public parameters
and the master secret key. Meanwhile, CA is also in
charge of generating private/secret keys for partic-
ipants in the system, such as signing keys for data
owners and decryption keys for data users.

DO: Data owners take charge of providing the shared
data. They first obtain signing keys from CA ac-
cording to their roles. Then they select an attribute
set to signcrypt their personal data and generate cor-
responding keyword index. Finally, data owners up-
load the signcrypted data and the encrypted index
to the cloud server.
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DU: Data users are some entities who want to access the
encrypted data in the cloud server. In order to search
data of interest, data users first need to generate a
trapdoor and send it to the cloud server. Then, with
the help of the cloud server, data users complete the
data retrieval. Finally, data users check the validity
of the returned results and decrypt the valid cipher-
text.

CS: Cloud server is honest-but-curious. It is responsible
for storing the ciphertext and index for data own-
ers, and providing the data retrieval service for data
users.

2.2 Generic Framework

LetM be a message space, G be an access structure space,
Us be a space of signing attributes, and Ue be a space
of encryption attributes. A generic searchable attribute-
based authenticated encryption scheme consists of the fol-
lowing eight algorithms:

• Setup(k)→(pp,msk): Given a security parameter k,
CA creates the public parameters pp and the master
secret key msk, where msk is owned by CA.

• sExtract(msk,As)→skAs : Taking as input the mas-
ter secret key msk and a signing access structure As
over a set Ws ⊂ Us, CA outputs a signing key skAs
to a legitimate data owner over a secret channel.

• dExtract(msk,Ad)→skAd : On input the master se-
cret key msk and a decryption access structure Ad,
CA outputs a decryption key skAd to the user over a
secret channel.

• Signcrypt(pp,m, skAs ,We,Ws)→ CT : Data owner
performs this algorithm to signcrypt a message m ∈
M with the input the public parameters pp, a signing
key skAs with the signing attribute set Ws, and an
encryption attribute set We.

• GenIndex(We, pp, kw) → I: Data owner chooses a
keyword kw for the message m, then encrypts the
keyword kw with the input pp and We, then outputs
a keyword ciphertext or index I.

• GenToken(skAd , pp, kw
′)→ T : Given an interested

keyword kw′, data user executes this algorithm with
the input skAd and pp to generate a keyword cipher-
text or corresponding token T .

• Search(I, T )→ CT ′: After gaining the token T , CS
first matches it with the index I, then returns the
relevant search results CT ′ to data user.

• Unsigncrypt(pp, CT ′, skAd ,Ws) → m: The algo-
rithm first checks the validity of ciphertext CT ′ with
the input signing attribute set Ws and public pa-
rameters pp. If CT ′ can pass the verification, the
algorithm continues with the input skAd and returns
to data user the message m corresponding to CT ′.

2.3 Security Model

The security of the proposed scheme is considered from
two aspects. On the one hand, the security of the au-
thenticated encryption or signcryption consists of the in-
distinguishability of data ciphertext against selective en-
cryption attribute set and chosen-ciphertext attacks and
the unforgeability of signature against selective signature
attribute set and chosen-message attacks [16].

On the other hand, the security of searchable encryp-
tion is composed of the indistinguishability of keyword
ciphertext or index against selective encryption attribute
set and chosen-keyword attacks, and the secrecy of key-
word against chosen-token attacks [28].

1) Indistinguishability of Data Ciphertext
We formalize the indistinguishability of data cipher-
text against selective encryption attribute set and
adaptive chosen-ciphertext attacks by the following
game between a challenger C and an adversary A:

Init: The challenger C gives the space of signature
attributes Us and the space of encryption at-
tributes Ue. Next, the adversary A chooses a
challenge encryption attribute set W ∗e and send
it to C.

Setup: Given a security parameter k, C runs the
Setup(k) algorithm to output the public pa-
rameters pp, while keeps the master secret key
msk to himself.

Phase 1: A queries the following oracles for poly-
nomial times:

• OsE(As): On input a signature access
structure As, C runs sExtract(msk, As)
to generate a signing key skAs and sends it
to A.

• OdE(Ad): On input a decryption access
structure Ad such that W ∗e /∈ Ad, C runs
dExtract(msk,Ad) to generate a decryp-
tion key skAd for A.

• OSC(m,We,Ws): Given a message m, an
encryption attributes set We, and a sig-
nature attribute set Ws, C selects a sig-
nature access structure As with the re-
striction Ws ∈ As and computes skAs
through algorithm sExtract(msk,As). Fi-
nally, C sends the ciphertext CT gen-
erated by running algorithm Signcryp-
tion(pp,m, skAs ,We,Ws) to A.

• OUS(pp, CT, skAd ,Ws): Taking as input ci-
phertext CT and decryption access struc-
ture Ad, C runs dExtract(msk,Ad) to
obtain the decryption key skAd and runs
Unsigncrypt(pp, CT, skAd ,Ws) to output
the message m.

Challenge: A sends two equal length messages
m0,m1 and a signature attribute set Ws to C.
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Then, C chooses a signature access structure As
such that Ws ∈ As and runs the algorithm
sExtract(msk,As) to generate the signing key
skAs . Finally, C selects b ∈ {0, 1} and runs
Signcrypt(pp,mb, skAs ,We,Ws) to output the
ciphertext CTb.

Phase 2: A continues to query the oracles as in
Phase 1. The restriction is that W ∗e /∈ Ad for
any Ad in OUS(pp, CT, skAd ,Ws).

Guess: A returns a guess b′ ∈ {0, 1}. It wins the
game if b′ = b.

The advantage of A in the above game is defined as

Adv
(
1k
)

=

∣∣∣∣Pr [b = b′]− 1

2

∣∣∣∣
Definition 1. A searchable attribute-based authen-
ticated encryption scheme can achieve the cipher-
text indistinguishability under selective encryption
attribute set and adaptive chosen-ciphertext attacks
if an adversary A wins the above game with a negli-
gible advantage.

2) Unforgeability of Signature

We formalize the unforgeability of signature against
selective signature attribute set and adaptive chosen-
message attacks by the following game between a
challenger C and an adversary A.

Init: The challenger C gives the space of signature
attributes Us and the space of encryption at-
tributes Ue. Then, the adversary A chooses a
signature attribute set W ∗s and send it to C.

Setup: Given a security parameter k, C runs the al-
gorithm Setup(k) to output the public param-
eter pp and keeps the master secret key msk to
himself.

Phase: A can query the following oracles for poly-
nomial times:

• OsE(As): Given a signature access struc-
ture As such that W ∗s /∈ As, C computes
skAs by running sExtract(msk,As) and
sends it to A.

• OdE(Ad): Taking as input a decryption
access structure Ad, C runs the algorithm
dExtract(msk,Ad) to output a decryption
key skAd .

• OSC(m,We,Ws): Given a message m, an
encryption attribute set We and a signature
attribute set Ws, C selects a signature ac-
cess structure As with the restriction Ws ∈
As, obtains skAs by the oracleOsE(As), and
runs Signcrypt(m, pp, skAs ,We) to gener-
ate CT for A.

• OUS(CT,Ad): On input ciphertext CT
and decryption access structure Ad, C
obtains a decryption key skAd by the
oracle OdE(Ad) and runs the algorithm
Unsigncrypt(pp, CT, skAd ,Ws) to output
the message m.

Forgery: A sends a forgery CT ∗(W∗s ,We)
of message

m∗ and a decryption access structure Ad. If
the ciphertext CT ∗(W∗s ,We)

is valid and cannot be

gained from OSC(m,We,Ws), A wins the game.

The advantage of A in the above game is defined as

AdvA = Pr[A wins].

Definition 2. A searchable attribute-based authenti-
cated encryption scheme can achieve the unforgeabil-
ity of signature against selective signature attribute
set and adaptive chosen-message attacks if adversary
A wins the above game with a negligible advantage.

3) Indistinguishability of Keyword Ciphertext
We formalize the indistinguishability of keyword ci-
phertext or index against selective encryption at-
tribute set and adaptive chosen-keyword attacks by
the following game between a challenger C and an
adversary A.

Init: C gives the space of encryption attributes Ue
and A selects a challenge encryption attribute
set W ∗e and sends it to C.

Setup: Given a security parameter k, C runs algo-
rithm Setup(k) to output the public param-
eters pp, while the master secret key msk is
owned by himself.

Phase 1: A queries the following oracles for polyno-
mial times. Meanwhile, C maintains a keyword
list Lkw, which is initially empty.

• OdE(Ad): Taking as input a decryption ac-
cess structure Ad such that W ∗e /∈ Ad, C
runs dExtract(msk,Ad) to output a de-
cryption key skAd . Otherwise, C outputs
⊥.

• OGT (Ad, kw): C first runs OdE(Ad) to
output a decryption key skAd and runs
GenToken(skAd , kw) to return to A a to-
ken T . If the attribute set W ∗e satisfies the
access structure Ad, C adds kw to Lkw.

Challenge: A sends two equal length keywords kw0

and kw1 such that kw0, kw1 /∈ Lkw to C. Then,
C randomly picks a bit b ∈ {0, 1} and runs the
algorithm GenIndex(W ∗e , kwb) to generate I
for A.

Phase 2: A issues a series of queries as in Phase 1.
The restriction is that if W ∗e ∈ Ad, A cannot
query OGT with (Ad, kw0) or (Ad, kw1).
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Guess: A outputs a guess b′ ∈ {0, 1}. If b′ = b, A
wins the game.

The advantage of A in breaking the above scheme is
defined as

Adv
(
1k
)

=

∣∣∣∣Pr [b = b′]− 1

2

∣∣∣∣
Definition 3. A searchable attribute-based authen-
ticated encryption scheme can achieve the indistin-
guishability of keyword ciphertext or index against se-
lective encryption attribute set and adaptive chosen-
keyword attacks if adversary A wins the above game
with a negligible advantage.

4) Keyword Secrecy

Finally, we formalize the secrecy of keyword against
adaptive chosen-token attacks by the following game
between a challenger C and an adversary A.

Setup: Given a security parameter k, C runs the al-
gorithm Setup(k) to generate the public pa-
rameters pp and master secret key msk.

Phase: A issues the following queries for |q| times.

• OdE(Ad,msk): On input a decryption ac-
cess structure Ad, C returns to A a corre-
sponding secret key skAd and adds Ad to
the list LAd , which is initially empty.

• OGT (Ad, kw): Given a decryption access
structure Ad, C generates a secret key
skAd by running OdE(Ad,msk) and re-
turns to A a token T by the algorithm
GenToken(skAd , kw).

Challenge: A submits a challenge W ∗e to C. Then,
C selects kw∗ and A∗d such that W ∗e ∈
A∗d. C runs GenIndex(pp,W ∗e , kw

∗) and
GenToken(sk∗Ad , kw

∗) to return A index I∗

and token T ∗. Note that ∀Ad ∈ LAd ,W
∗
e /∈ Ad.

Guess: After issuing q distinct keywords, A outputs
a keyword kw′ and wins the keyword secrecy
game if kw′ = kw∗.

Definition 4. A searchable attribute-based authen-
ticated encryption scheme can achieve the secrecy of
keyword against adaptive chosen-token attacks if the
advantage of A in breaking the above keyword secrecy
game is at most 1

|M|−|q| + ε, where |q| denotes the

number of queried keywords, ε is a negligible proba-
bility in security parameter l, andM is the message
space.

3 Our Concrete Construction

By using Rao et al.’s key-policy attribute-based signcry-
tion scheme [16] and modifying Zheng et al.’s attribute-
based keyword search method [28], we construct a con-
crete scheme for searchable attribute-based authenticated
encryption as follows:

3.1 The Proposed Scheme

Setup: Given the secure parameter k, CA outputs two
cyclic groups G1,G2 of an prime order p, a gener-
ator g of G1, and a map e : G1 × G1 → G2. Let
Ue = {attj} and Us = {att′j} be the set of encryption
and signature attributes, respectively. CA chooses
four one-way, collision-resistant hash functions H1 :

G2 ×G1 × {0, 1}lτ → {0, 1}∗, H2 : {0, 1}∗ → {0, 1}l,
H3 : G1 → Zp and H4 : {0, 1}∗ → Zp, where l is large
enough so that the hash functions are collision resis-
tant and lτ ≈ 40. CA randomly chooses a, b, c← Zp,
T0,K0, δ1, δ2, y0, y1, · · · , yl ∈ G1, Tj ∈ G1 for each
signature attribute att′j ∈ Us, Kj ∈ G1 for each en-
cryption attribute attj ∈ Ue, and sets public param-
eters pp and master secret key msk as follows:

pp =

{
e(g, g)ac, ga, gb, gc, δ1, δ2, {Hi}i=4

i=1 , {yi}i∈[l],
T0,K0, y0,

{
Tj
∣∣att′j ∈ Us } , {Kj |attj ∈ Ue }

}
,

msk = {a, b, c}

sEtract: On input a signature predicate(S, ρ), where S

is an ls × ns matrix and i-th row (i.e ~Si) is associ-
ated with an attribute att′ρ(i). Then, CA chooses a

random vector ~vs = (ac, v2, · · · , vns) ∈ Znsp and sets{
λρ(i) = ~Si · ~vs|i ∈ [ls]

}
. For each row i ∈ [ls], CA

selects ri ∈ Zp at random and calculates

Ds,i = gλρ(i)
(
T0Tρ(i)

)ri
D′s,i = gri

D′′s,i =
{
D′′s,i,j = T rij , ∀att

′
j ∈ Us\att′ρ(i)

}
Finally, the signature key is set as:

sk(S,ρ) =
{

(S, ρ) ,
{
Ds,i, D

′
s,i, D

′′
s,i

}
i∈[ls]

}
.

dExtract: Take as input a decryption predicate (D,ϕ),

where D is an le × ne matrix and i-th row (i.e ~Di)
is associated with an attribute attϕ(i). Then, CA

chooses a random vector ~ve =
(
ac, v′2, · · · , v′ne

)
∈ Znep

and sets
{
λϕ(i) = ~Di · ~ve |i ∈ [le]

}
. For each row i ∈

[le], CA selects τi ∈ Zp and computes

De,i = gλϕ(i)
(
K0Kϕ(i)

)τi
D′e,i = gτi

D′′e,i =
{
D′′e,i,j = Kri

j , ∀attj ∈ Ue\attϕ(i)
}

Finally, CA sets the decryption key as follows:

sk(D,ϕ) =
{

(D,ϕ) ,
{
De,i, D

′
e,i, D

′′
e,i

}
i∈[le]

}
.

Signcrypt: For each legitimate data owner, he holds
an authorized signature attribute set Ws, which
satisfies the signature predicate (S, ρ). There-
fore, data owner can find a coefficient set
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{wi : i ∈ Is} such that
∑
i∈Is

wiλρ(i) = ac, where Is ={
i ∈ [ls]

∣∣∣att′ρ(i) ∈Ws

}
. Note that the secret shares{

λϕ(i)
}
i∈[ls]

and the secret value ac are not explicitly

known to the data owner [16]. To signcrypt a mes-

sage m ∈ {0, 1}lm , data owner chooses an encryption
attribute set We which describes the target users.
Then, he randomly selects θ, ϑ ∈ Zp and calculates

C1 = gθ, C2 =

 ∏
attj∈We

K0Kj

θ

, σ1 =
(
gθ
)ϑ
,

C3 = H1

(
e(g, g)

acθ
, σ1, τ

)
⊕m,µ = H3 (C1)

where τ ∈ {0, 1}lτ . Next, he picks ξ ∈ Zp at random,
computes

σ2 = gξ
∏
i∈Is

(
D′s,i

)wi , C4 = (δµ1 δ2)
θ

(k1, · · · , kl) = H2 (σ2||τ ||Ws||We)

β = H4 (σ1||C2||C3||C4||Ws||We)

σ3 =
∏
i∈Is

Ds,i · ∏
att′j∈Ws,j 6=ρ(i)

D′′s,i,j

wi

·

T0

∏
att′j∈Ws

Tj

ξ

·

y0 ∏
i∈[l]

ykii

θ

· Cβϑ4

and sets σ4 = τ . Finally, the signcryption of m is
set as:

CT = {Ws,We, C1, C2, C3, C4, σ1, σ2, σ3, σ4}

GenIndex: In order to quickly search the encrypted
data when needed, data owner extracts and encrypts
a keyword kw before outsourcing CT to the cloud
sever. he first picks r1, r2 ∈ Zp and computes

W0 = gcr1 ,W1 = ga(r1+r2)gbr1H4(kw),W2 = gr2

For each attj ∈We, he sets Wj = (K0Kj)
r2 . Finally,

data owner uploads a index I of keyword kw and the
signcryption CT of message m to CS, where

I =
{
W0,W1,W2, {Wj}attj∈We

}
GenToken: Data user inputs an interested keyword kw′

and runs algorithm GenToken(sk(D,ϕ), kw
′) to gen-

erate a token T . He first selects a random element
β ∈ Zp and computes

tk1 =
(
gagbH4(kw′)

)β
, tk2 = gcβ

For each i ∈ [le], calculate

D′i = (De,i)
β
,K ′i =

(
D′e,i

)β
A token of keyword kw′ is set as:

T = {(D,ϕ) , tk1, tk2, {(D′i,K ′i) |i ∈ [le]}}

Finally, he sends the token T of keyword kw′ to CS.

Search: After verifying that the attribute setWe satisfies
the decryption predicate (D,ϕ), CS executes algo-
rithm Search(I, T ) to return the relevant ciphertext
CT ′. If the attribute set We satisfies the decryption
predicate D, CS can find a coefficient set {w′i |i ∈ Ie }
such that

∑
i∈Ie

w′i
~Di = (1, 0, · · · , 0), where Ie ={

i ∈ [le]
∣∣attϕ(i) ∈We

}
. And thus,

∑
i∈Ie

w′iλϕ(i) = ac.

Then, CS computes

E =
∏
i∈Ie

(
e (D′i,W2)

e (K ′i,Wj)

)w′i
= e(g, g)

acβr2

and checks whether the following Equation (1) holds
or not.

e (W0, tk1) · E = e (W1, tk2) (1)

If the equation holds, CS returns the relevant cipher-
text CT ′ to data user. Otherwise, output ⊥.

Unsigncrypt: After obtaining the search results CT ′,
data user first computes

µ = H3 (C1) ,

(k1, · · · , kl) = H2 (σ2||σ4||Ws||We) ,

β = H4 (σ1||C2||C3||C4||Ws||We)

and checks the validity of CT ′ according to the fol-
lowing Equation (2).

e (σ3, g) = e(g, g)
ac · e

T0 ∏
att′j∈Ws

Tj , σ2

 (2)

·e

y0 ∏
i∈[l]

ykii , C1

 · e((δµ1 δ2)
β
, σ1

)
If Equation (2) does not hold, output ⊥. Otherwise,
data user decrypt CT ′ as follows.

1) Reconstruct a set of coefficient {vi : i ∈ Ie} such
that

∑
i∈Ie

λϕ(i)vi = ac.

2) Set

E1 =
∏
i∈Ie

De,i

∏
attj∈We

D′′e,i,j

vi

E2 =
∏
i∈Ie

(
D′e,i

)vi
3) Compute

e(g, g)
acθ

=
e (C1, E1)

e (C2, E2)
(3)

4) Recover m = C3 ⊕H1

(
e(g, g)

acθ
, σ1, σ4

)
.
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3.2 Correctness

In this section, we illustrate the correctness of the above
equations.

3.2.1 Correctness of Equation(1)

We satisfies (D,ϕ), so there is
∑
i∈Ie

w′iλϕ(i) = ac. Then,

E =
∏
i∈Ie

(
e (D′i,W2)

e (K ′i,Wj)

)w′i
= e(g, g)

acβr2

e (W0, tk1) = e(g, g)
acβr1 · e(g, g)

bcβr1H4(kw′)

e (W1, tk2) = e(g, g)
acβ(r1+r2) · e(g, g)

bcβr1H4(kw)

Therefore, we have e (W0, tk1) · E = e (W1, tk2).

3.2.2 Correctness of Equation(2)

When Ws satisfies (S, ρ), there exists
∑
i∈Is

λρ(i)wi = ac.

Then,

∏
i∈Is

Ds,i

∏
att′j∈Ws,j 6=ρ(i)

D′′s,i,j

wi

=
∏
i∈Is

gλρ(i)(T0Tρ(i))ri ∏
att′j∈Ws,j 6=ρ(i)

T
rj
j

wi

= gac

T0 ∏
att′j∈Ws

Tj


∑
i∈Is

riwi

So,

e (σ3, g) = e(g, g)
ac · e

T0 ∏
att′j∈Ws

Tj , σ2


·e

y0 ∏
j∈[l]

ykii , C1

 · e((δµ1 δ2)
β
, σ1

)

3.2.3 Correctness of Equation(3)

Since We satisfies (D,ϕ), we have
∑
i∈Ie

λϕ(i)vi = ac. Next,

E1 =
∏
i∈Ie

gλϕ(i)
(
K0Kϕ(i)

)τi · ∏
attj∈We,j 6=ϕ(i)

K
τj
j

vi

= gac

K0

∏
attj∈We

K
τj
j


∑
i∈Ie

τivi

E2 =
∏
i∈Ie

(D′e,i)
vi =

∏
i∈Ie

(gτi)
vi = g

∑
i∈Ie

τivi

Hence,

e (C1, E1)

e (C2, E2)
=

e

gθ, gac(K0

∏
attj∈We

K
τj
j

) ∑
i∈Ie

τivi


e

(K0

∏
attj∈We

Kj

)θ
, g

∑
i∈Ie

τivi


= e(g, g)

acθ

Therefore, we prove that our scheme is correct.

4 Security Proof

Based on Rao et al.’s scheme [16] and Zheng et al.’s
scheme [28], the security of the proposed scheme can be
guaranteed through the following four theorems. Due
to space constraints, these proofs will be shown in Ap-
pendix A-D.

Theorem 1. Our scheme can achieve the indistinguisha-
bility of data ciphertext under selective encryption at-
tribute set and adaptive chosen-ciphertext attacks based
on the hardness assumption of n-DBDHE problem with-
out using any random oracle.

Theorem 2. Our scheme is unforgeable under selective
signature attribute set and adaptive chosen-message at-
tacks based on the hardness assumption of the n-CDHE
problem without using the random oracle.

Theorem 3. Our scheme can achieve the indistinguisha-
bility of keyword ciphertext or index under selective en-
cryption attribute set and chosen-keyword attacks based
on the hardness assumption of DL problem in the stan-
dard model.

Theorem 4. Given the given one-way hash function H4,
our scheme can guarantee the secrecy of keyword against
adaptive chosen-token attacks.

4.1 Efficiency Analysis

Table 1 shows the computation cost and size in different
phases. For convenience, we use the following notations.

• e: Time cost of an exponentiation;

• p: Time cost of a bilinear pairing;

• |G1|(|G2|): Size of a group element in group G1(G2);

• us(ue): Number of signature(decryption) attributes
in Us(Ue);

• ls(le): Number of signature(decryption) attributes in
(S, ρ)((D,ϕ));

• φs: Number of signature attributes required in the
signcryption;
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• φe: Number of decryption attributes required in the
unsigncryption;

• l: Minimum value that the hash functions are colli-
sion resistant.

Table 1: Efficiency analysis of the proposed scheme

Algorithm Computation Cost Size
Setup - (us + ue + l) |G1|+ |G2|

Signing key usls · e usls
Decryption key uele · e uele

Signcryption (φs + 10) · e 6
Index (φe + 4) · e φe + 3
Token (2le + 2) · e 2le + 2
Search (2φe + 2) · p+ φe · e -

Unsigncryption 6p+ 2φe · e -

In the system Setup phase, CA takes charge of gener-
ating public parameters, whose size is us + ue + l group
elements in group G1 and one group element in group
G2. When a data owner wants to upload join the sys-
tem, he needs to require the CA to generate the signing
key, which needs usls exponentiation operations to output
usls group elements in group G1. Similar to the singing
key, decryption key contains uele group elements in group
G1 and takes uele exponentiation operations. Before up-
load some data, the data owner needs to encrypt the data
and its key. At the Signcrypt phase, data ciphertext
only contains 6 group elements in group G1, which needs
(φs + 10) exponentiation operations. In addition, in the
GenIndex phase, the size of the keyword ciphertext or
index is φe + 3 group elements in group G1, whose gen-
eration needs (φe + 4) exponentiation operations. With
the decryption key, a data user can run the GenToken
algorithm to generate the token, which needs (2le + 2)
exponentiation operations to generate 2le + 2 group ele-
ments in group G1. To search over an index, the main
computation cost is 2φe + 2 bilinear pairing operations
and φe exponentiation operations. In the Unsigncryp-
tion phase, there exits 6 bilinear pairing operations and
2φe exponentiation operations.

5 Conclusions

In this paper, we have proposed a new concept of search-
able attribute-based authenticated encryption and con-
structed a concrete scheme. The proposed scheme is more
appealing on account of its supporting for expressive fine-
grained access control, data retrieval and authentication.
In our scheme, data owners are allowed to share their data
with flexible access policy and authorize legitimate data
users to issue search queries according to their token. To
avoid receiving illegal data, the users can check the valid-
ity of the ciphertext. Furthermore, security proof shows
that the proposed scheme is selectively secure in the stan-
dard model and has keyword secrecy.
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Appendix A

Proof of Theorem 1

Proof. In this phase, the encryption attribute space Ue
is considered to have n attributes and the hash functions
{Hi}4i=1 are collision resistant. Assume that the simulator
C has a n-DBDHE instance (~ya,θ, Z), where

~ya,θ =
(
g, gθ, {gi}i=1,···n,n+2,··· ,2n

)
, gi = ga

i

, a, θ ∈ Zp.

Then, C attempts to distinguish Z is e
(
gn+1, g

θ
)

or a
random element of G2 through the following game. In
addition, C plays the role of challenger in the game of the
security model and interact with adversary A.

Init: C gives the space of signature attributes Us =
{att′j}, the space of encryption attributes Ue =
{att1, · · · , attn} and the message space M =

{0, 1}lm . Then, the adversary A chooses a challenged
encryption attribute set W ∗e ⊂ Ue and send it to C.

Setup: C generates public parameters for A as follows:

1) Select α′ ∈ Zp and set e(g, g)
ac

= e(g, g)
α′ ·

e (g1, gn) by implicitly setting ac = α′ + an+1.

2) For each attj ∈ Ue, select γj ∈ Zp and set Kj =
gγjgn+1−j . In addition, K0 = gγ0

∏
attj∈W∗e

K−1j ,

where γ0 ∈ Zp.

3) Choose t0 ∈ Zp, sets T0 = g1g
t0 , pick tj ∈ Zp,

and compute Tj = gtj for each att′j ∈ Us.

4) Let C∗1 = gθ, µ∗ = H3 (C∗1 ), and compute δ1 =

g
1/µ∗

n , δ2 = g−1n gd, where d ∈ Zp.
5) Pick x0, · · · , xl ∈ Zp and compute u0 =

gx0 , · · · , ul = gxl .

Phase 1: A queries the following oracles for polynomi-
ally times.

• OsE(S, ρ): Given a signature LSSS access struc-
ture (S, ρ), C generates a signature key sk(S,ρ)
for A as follows:

1) Choose α′ at random and set ac = α′ +
an+1.
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2) Let S = (Si,j)ls×ks , where ~Si =
(Si,1, · · · , Si,ks) is the i-th row of S.

3) Pick v2, · · · , vks ∈ Zp and generate a vec-
tor ~vs =

(
α′ + an+1, v2, · · · , vks

)
, which im-

plies the secret value is α′ + an+1.

4) Let ~vs = ~ws +
(
an+1, 0, · · · , 0

)
, where ~ws =

(α′, v2, · · · , vks). So λρ(i) = ~Si~vs = ~Si ~ws +
an+1Si,1.

5) Select r′i ∈ Zp and compute

Ds,i = g
~Si ~ws

(
T0Tρ(i)

)r′ig−(t0+tρ(i))Si,1
n

D′s,i = gr
′
ig−Si,1n

D′′s,i =
{
D′′s,i,j = T

r′i
j g
−tjSi,1
n ,∀att′j ∈ Us\att′ρ(i)

}
where ri is implicitly set ri = r′i − anSi,1.

Hence, the signature key is set as

sk(S,ρ) =
{

(S, ρ) ,
{
Ds,i, D

′
s,i, D

′′
s,i

}
i∈[ls]

}
.

• OdE(D,ϕ): Given a decryption LSSS access
structure (D,ϕ) such that W ∗e /∈ (D,ϕ), where
D = (Di,j)le×ke . C computes a decryption key
sk(D,ϕ) as follows:

Due to W ∗e /∈ (D, ρ), there is a vector ~w =

(−1, w2, · · · , wke) ∈ Zkep so that ~Di ~w = 0 for
∀i ∈ [le] where ϕ (i) ∈W ∗e .

1) Select v′2, · · · , v′ke ∈ Zp at random and set

~ve = −
(
α′ + an+1

)
~w + ~v′, in which ~v′ =(

0, v′2, · · · v′ke
)
.

2) If attϕ(i) ∈ W ∗e , we have ~Di ~w = 0. So

λϕ(i) = ~Di~ve = ~Di~v
′.

Select τi ∈ Zp and compute

De,i = g
~Di~v
′(
K0Kϕ(i)

)τi
D′e,i = g

τi

D′′e,i =
{
D′′e,i,j = Kτi

j ,∀attj ∈ Ue\attϕ(i)
}

3) Otherwise, we have

λϕ(i) = ~Di~ve = ~Di (~v′ − α′ ~w)−
(
~Di ~w

)
an+1.

In this case, gλϕ(i) contains gn+1 which is
unknown to C. C chooses τ ′i ∈ Zp and τi

is implicity set as τi = τ ′i +
(
~Di ~w

)
aϕ(i).

Next, set

De,i = g
~Di(~v′−α′ ~w) ·

(
K0Kϕ(i)

)τ ′i · g(γ0+γϕ(i))~Di ~w
ϕ(i)

·
∏

attj∈W∗e

(
g
γj
ϕ(i)gn+1−j+ϕ(i)

)−~Di ~w
D′e,i = gτ

′
ig
~Di ~w
ϕ(i)

D′′e,i =
{
D′′e,i,j = K

τ ′i
j

(
g
γj
ϕ(i)gn+1−j+ϕ(i)

)~Di ~w
,

∀attj ∈ Ue\attϕ(i)
}

The decryption key is set as

sk(D,ϕ) =
{

(D,ϕ) ,
{
De,i, D

′
e,i, D

′′
e,i

}
i∈[le]

}
.

• OSC(m,We,Ws): On input a message m ∈
M, an encryption attribute set We ∈ Ue
and a signature attribute set Ws ∈ Us,
C chooses a signature access structure (S, ρ)
such that Ws ∈ (S, ρ), runs OsE (S, ρ) to
generate a signature key sk(S,ρ) and runs
Signcrypt(pk,m, sk(S,ρ),We,Ws) to return A
the ciphertext CT .

• OUS(CT, (D,ϕ)): Suppose that CT =
{We,Ws, C1, C2, C3, C4, σ1, σ2, σ3, σ4}. C first
checks whether C1 = C∗1 or not. If yes, C out-
puts ⊥. Otherwise, C continues the following
process.

1) If W ∗e /∈ (D,ϕ), obtain the decryp-
tion key sk(D,ϕ) according to the ora-
cle OdE (D,ϕ), then run the algorithm
Unsgincrypt(CT, sk(D,ϕ)) to return the
message m;

2) Otherwise, compute µ = H3 (C1) and set

e(g, g)
acθ

= e
(
C4/C

d
1 , g1

)( µ
µ∗−1

)−1

e
(
C1, g

α′
)

Finally, output the message

m = C3 ⊕H1

(
e(g, g)

acθ
, σ1, σ4

)
Note that C1 = gθ is random for A, so the prob-
ability of C1 = C∗1 is at most 1/p.

Challenge: A sends two messages m∗0,m
∗
1 ∈ M and a

signature attribute set W ∗s to C. C picks a random
bit b∗ ∈ {0, 1} and signcrypt the message m∗b with
the input W ∗e and W ∗s as follows:

1) Set C∗1 = gθ and µ∗ = H3 (C∗1 ).

2) Select v ∈ Zp, and compute C∗2 =
(
gθ
)γ0

and

σ∗1 =
(
gθ
)v

.

3) Choose τ∗ ∈ {0, 1}lτ , and compute C∗3 =

H1

(
Z · e

(
gθ, gα

′
)
, σ∗1 , τ

∗
)
⊕m∗b .

4) Select ξ ∈ Zp, and set σ∗2 = gξg−1n , which im-
plies ξ′ = ξ − an.

5) Set C∗4 =
(
gθ
)d

.

6) Let

(k∗1 , · · · , k∗l ) = H2 (σ∗2 ||τ∗||W ∗s ||W ∗e ) ,

β∗ = H4 (σ∗1 ||C∗2 ||C∗3 ||C∗4 ||W ∗s ||W ∗e )

and

σ3
∗ = gα

′

T0

∏
att′j∈W∗s

Tj

ξ

·

g−t0n

∏
att′j∈W∗s

g
−tj
n


·
(
gθ
)dβ∗v+x0+ ∑

j∈[l]
k∗j xj

where k∗i ∈ {0, 1}, for all i ∈ [l].
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7) Set σ∗4 = τ∗.

Phase 2: A continues to query the oracles as in Phase
1. The restriction is that A cannot query the
OUS(CT,Ad) for any Ad with W ∗e ∈ Ad.

Guess: A returns a guess b′ ∈ {0, 1}. If b′ = b, then
C can guess that Z = e

(
gn+1, g

θ
)

in the n-DBDHE
instance.

We notice that C can distinguish Z = e
(
gn+1, g

θ
)

or a
random element in G2 if and only if C doesnot abort the
game and A can output b′ such that b′ = b. Here, C
aborts the game when C1 = C∗1 . After querying q the
OUS (·), the possibility of C aborts is at most q/p. Hence,
the possibility of C in solving the n-DBDHE problem is

Pr
[
e
(
gn+1, g

θ
)
← C (~ya,θ, Z)

]
> 1/2 + ε− q/p.

Appendix B

Proof of Theorem 2

Proof. Given an n-CDHE problem instance
(g, g1, · · · , gn, gn+2, · · · , g2n) ∈ G2n

1 , where a ∈ Zp,
g is the generator of G1 and gi = ga

i

. The simulator C
attempts to compute gn+1 though the following game. In
which, C plays the role of challenger and interacts with
adversary A. Here, {Hi}4i=1 are four one-way, collision
resistant hash functions.

Init: C specifies the encryption attribute space Ue =
{attj} and the signature attribute space Us =
{att′1, · · · , att′n}. Then, A chooses a challenge sig-
nature set W *

s ⊆ Us and sends it to C.

Setup: Given the security parameter k, C generates pub-
lic parameters as follows:

1) Sample α′ ∈ Zp, and set e(g, g)
ac

= e(g, g)
α′

·e (g1, gn) by implicitly setting ac = α′ + an+1.

2) Select t0 ∈ Zp, and set T0 = gt0
∏

att′j∈W∗s
T−1j .

For ∀att′j ∈ Us, pick tj ∈ Zp and set Tj =
gtjgn+1−j .

3) Choose γ0, {γj}attj∈Ue and compute

K0 = g1g
γ0 , {Kj = gγj}attj∈Ue .

4) Pick d, d′ ∈ Zp and set δ1 = gd, δ2 = gd
′
.

5) Let ζ = k, where ζ (l + 1) < p and l is the out-
put size of the hash function H2. Select an in-
teger $ with the restriction 0 6 $ 6 l. Pick
(d0, · · · , dl) ∈ Zl+1

ζ , (x0, · · · , xl) ∈ Zl+1
p and

compute y0 = gp−ζ$+d0
n gx0 ,

{
yj = g

dj
n gxj

}
j∈[l]

.

For ~k = (k1, · · · , kl) ∈ {0, 1}l,let

F
(
~k
)

= p− ζ$ + d0 +
∑
j∈[l]

kjdj

J
(
~k
)

= x0 +
∑
j∈[l]

kjxj

So, y0
∏
j∈[l]

y
kj
j = g

F(~k)
n gJ(~k). In addition, set

K
(
~k
)

=


0, if d0 +

∑
j∈[l]

kjdj = 0 mod ζ

1, otherwise.

Due to ζ (l + 1) < p, when K
(
~k
)

= 1, F
(
~k
)
6=

0.

Phase: A queries the following oracles for polynomial
times:

• O′sE(S, ρ): Given a signature LSSS access
structure (S, ρ) such that W ∗s /∈ (S, ρ), where
S = (Si,j)ls×ns . C computes a signature key
sk(S,ρ) as follow.

Since W ∗s /∈ (S, ρ), there is a vector ~w =

(−1, w2, · · · , wks) so that ~Si ~w = 0 for ∀i ∈ [ls],
where ρ (i) ∈W ∗s .

1) Pick v′2, · · · , v′ks ∈ Zp and set ~vs =

−
(
α′ + an+1

)
· ~w + ~v′, where ~v′ =(

0, v′2, · · · , v′ks
)
.

2) If attρ(i) ∈W ∗s , there exists ~Si ~w = 0. So

λρ(i) = ~Si~vs = ~Si~v
′.

3) Select τi ∈ Zp, and compute

Ds,i = g
~Si~v
′(
T0Tρ(i)

)τi
D′s,i = gτi

D′′s,i =
{
D′′s,i,j = T τij ,∀j ∈ [n] \ {ρ (i)}

}
4) Otherwise, λρ(i) = ~Si~vs = ~Si (~v′ − α′ ~w) −(

~Si ~w
)
an+1. Select τ ′i ∈ Zp and set

Ds,i = g
~Si(~v−α′ ~w)(T0Tρ(i))τig(t0+tρ(i))~Si ~w

ρ(i)∏
att′j∈W∗e

(
g
tj
ρ(i)gn+1−j+ρ(i)

)−~Si ~w
D′s,i = gτ

′
ig
~Si ~w
ρ(i)

D′′s,i =
{
D′′s,i,j = T τ

′
i

j

(
g
tj
ρ(i)gn+1−j+ρ(i)

)~Si ~w
,

∀j ∈ [n] \ρ (i)}

where τi is implicity set

τi = τ ′i +
(
~Si ~w

)
aρ(i).
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Hence, the signature key is set as

sk(S,ρ) =
{

(S, ρ) ,
{
Ds,i, D

′
s,i, D

′′
s,i

}
i∈[ls]

}
.

• O′dE(D,ϕ): Given a decryption LSSS access
structure (D,ϕ), C generates a decryption key
sk(D,ϕ) as follow:

1) Pick v2, · · · , vke ∈ Zp and set

~ve = ~we +
(
an+1, 0, · · · , 0

)
,

where ~we = (α′, v2, · · · , vke). So

λϕ(i) = ~Di~ve = ~Di ~we + an+1Di,1.

2) Select r′i ∈ Zp and implicitly set
ri = r′i − anDi,1. Compute

De,i = g
~Di ~we

(
K0Kϕ(i)

)r′ig−(γ0+γϕ(i))Di,1
n

D′e,i = gr
′
ig−Di,1n

D′′e,i = {D′′e,i,j = Kr′i
j g−γjDi,1n ,

∀attj ∈ Ue\attϕ(i)
}

C outputs the decryption key

sk(D,ϕ) =
{

(D,ϕ) ,
{
De,i, D

′
e,i, D

′′
e,i

}
i∈[le]

}
.

• O′SC(m,We,Ws): C constructs a signature ac-
cess structure (S, ρ) such that Ws ∈ (S, ρ).
If W ∗s /∈ (S, ρ), C runs O′sE(S, ρ) to ob-
tain a signing key sk(S,ρ), then outputs
a ciphertext CT by running the algorithm
Signcrypt(pk,m, sk(S,ρ),We,Ws). Otherwise,
C outputs a ciphertext as follow.

1) Pick θ′, ξ′ ∈ Zp and set σ2 = gξ
′
.

2) Select τ ∈ {0, 1}lτ such that K
(
~k
)
6= 0,

sets σ4 = τ and compute C1 = gθ
′
g
−1/F(~k)
1 ,

which implies θ = θ′ − a
/
F
(
~k
)

.

3) Compute

C2 =

K0

∏
attj∈We

Kj

θ′

·

g2gγ01 ∏
attj∈We

g
γj
1


−1
F(~k)

4) Select ϑ ∈ Zp and compute σ1 = gϑ1 .

5) Compute

C3 = H1

(
e(g, g)

acθ′ · e(g, g1)
−α′/F(~k)

· e(g2, gn)
−1/F(~k), σ1, τ

)
⊕m

6) Set µ = H3 (C1), and compute

C4 = (δµ1 δ2)
θ′
(
gµd+d

′

1

)−1/F(~k)
.

7) Set β = H4 (σ1||C2||C3||C4||Ws||We).

8) Compute

σ3 = gα
′

T0 ∏
att′j∈Ws

Tj

ξ′(
g
F(~k)
n gJ(~k)

)θ′

• O′US (CT, (D,ϕ)): Given the ciphertext CT and
the decryption access structure (D,ϕ), C first
runs the oracle O′dE (D,ϕ) to get a decryption
key sk(D,ϕ) and outputs A the message m by
the algorithm Unsigncrypt (pp, CT, sk(D,ϕ)).

Forgery: For message m∗, such that (m∗,W ∗s ,W
∗
e ) has

never been queried in O′SC (m,We,Ws), A sends a
forgery CT ∗ = {W ∗s ,W ∗e , C∗1 , C∗2 , C∗3 , C∗4 , σ∗1 , σ∗2 , σ∗3 , σ∗4}
for a message m∗ and a decryption access structure
A∗d to C, where Unsigncrypt(CT ∗, skA∗d) = m∗.
Then, C computes

~k∗ = (k∗1 , · · · , k∗l ) = H2 (σ∗2 ||σ∗4 ||W ∗s ||W ∗e )

and checks whether F
(
~k∗
)

= 0. If not, C aborts.

Otherwise, C verifies the validity of CT ∗ though
Equation (2).

If A wins the game, i.e. the CT ∗ can passe the veri-
fication, which means that

C∗1 = gθ, σ∗1 = gθϑ, σ∗2 = gξ
′
, µ∗ = H3 (C

∗
1 )

β∗ = H4 (σ
∗
1 ||C∗2 ||C∗3 ||C∗4 ||W ∗s ||W ∗e ) , C∗4 = g(dµ

∗+d′)θ

σ∗3 = gα
′+an+1

T0

∏
att′j∈W∗s

Tj

ξ′(
g
F(~k∗)
n gJ(

~k∗)
)θ

(C∗4 )
β∗ϑ

In order to provide a perfect simulation, the game cannot
abort in Forgery phase. Following Selvi et al. [18], we
have

Pr [¬ abort] =
1

ζ
· 1

l + 1
=

1

k (l + 1)
.

Suppose that A wins the game with an advantage ε, C
can solve the n-CDHE problem with the advantage ε′ =
ε/(k (l + 1)).

Appendix C

Proof of Theorem 3

Proof. Given a DL instance (g, h, f, fr1 , gr2), where
g, h, f ∈ G1 and r1, r2 ∈ Zp. The simulator C attempts to
compute hr1+r2 through the following game, in which, C
plays the role of challenger and interacts with adversary
A. Here, H4 is a one-way hash function.
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Init: C gives the encryption attribute space Ue =
{att1, · · · , attn}. Then, A chooses a challenge W ∗e ⊆
Ue and sends it to C.

Setup: Given the security parameter k, C generates pub-
lic parameters as follows:

1) Set ga = h, gc = f , where a, c ∈ Zp are un-
known.

2) Select d ∈ Zp and compute gb = fd = gcd,
which implies b = cd.

3) For each attj ∈ Ue\W ∗e , pick αj , βj ∈ Zp and
set Kj = K−10 fαjgβj .

4) For each attj ∈W ∗e , set Kj = K−10 gβj .

C outputs the public parameters pp =(
e, g, h, f, fd,K0, {Kj}attj∈Ue

)
and sets the master

key as msk = d.

Phase 1: A queries the following oracles for polynomi-
ally times:

• OdE(D,ϕ): A sends an encryption access struc-
ture (D,ϕ) to C, where D = (Di,j)le×ke . If
W ∗e ∈ (D,ϕ), C outputs ⊥. Otherwise, C per-
forms as follow.

Due to W ∗e /∈ (D,ϕ), there exists a vector ~w =

(−1, w2, · · · , wke) ∈ Zkep such that ~Di ~w = 0 for
all i ∈ [le] where ϕ′ (i) ∈W ∗e .

1) Pick v′2, · · · v′ke ∈ Zkep and set ~ve = a~w + ~v′,

where ~v′ =
(
0, v′2, · · · , v′ke

)
.

2) If attϕ(i) ∈ W ∗e , we have ~Di ~w = 0. Hence,

λϕ(i) = ~Di~v
′. Select a random number τi ∈

Zp and compute

De,i = f
~Di~v
′(
gβϕ(i)

)τi
= gcλϕ(i)

(
K0Kϕ(i)

)τi
D′e,i = gτi

3) Otherwise, C selects τ ′i ∈ Zp and computes

De,i =
(
gλϕ(i)

)−βϕ(i)

αϕ(i)
(
fαϕ(i)gβϕ(i)

)τ ′i
= fλϕ(i)

(
fαϕ(i)gβϕ(i)

)τ ′i− βϕ(i)

αϕ(i)

D′e,i = g
λϕ(i)

(
−1
αϕ(i)

)
gτ
′
i

where, τ is implicity set as τi = τ ′i −
λϕ(i)

αϕ(i)
.

C returns

sk =
{

(D,ϕ) ,
{
De,i, D

′
e,i

}
i∈[le]

}
.

• OGT (kw, (D,ϕ)): C first runs the ora-
cle OdE(D,ϕ) to obtain sk(D,ϕ), then re-
turns A a token T by the algorithm
GenToken(sk(D,ϕ), kw). If W ∗e ∈ (D,ϕ), C
adds kw to Lkw, a keyword list which is initially
empty.

Challenge: A sends two keywords kw0 and kw1 to C,
where kw0 and kw1 do not belong to keyword set list
Lkw. Then, C randomly selects a bit b ∈ {0, 1} and
runs the algorithm GenIndex(kwb,W

∗
e ) to generate

the index I = {W0,W1,W2, {Wj |attj ∈W ∗e }}, where

W0 = fr1 ,W1 = T (fr1)
dH4(kwb),W2 = gr2

For each attj ∈W ∗e , set Wj = (gr2)
βj .

Phase 2: This phase is performed as in Phase 1. The
restriction is that if W ∗e ∈ (D,ϕ), A cannot query
the oracle OGT with the input ((D,ϕ), kw0) or
((D,ϕ), kw1).

Guess: A outputs a guess b′ ∈ {0, 1}. If b′ = b, C outputs
T = hr1+r2 . Otherwise, C outputs T = R ∈ G2.

Suppose that A wins the above game with an advantage
ε. In the challenge phase, if T = hr1+r2 , the index I is
valid, then A outputs b′ = b with the probability 1

2 + ε.
Otherwise, T is a random element in G2, so the index I
is not valid, A outputs b′ = b with the probability 1

2 .

Therefore, C can solve the DL problem with an advan-
tage ε

2 .

Appendix D

Proof of Theorem 4

Proof. We utilize a challenger C to conduct the following
keyword secrecy game.

Setup: C first chooses random elements a, b, c ∈ Zp, f ∈
G1. For each attj ∈ Ue, C selects αj ∈ Zp and sets
Kj = gαj . Then, public parameters are set as pk =(
e, g, ga, gb, gc, {Kj |attj ∈ Ue }

)
and master key is set

as mk = (a, b, c).

Phase: The adversary A queries the following two ora-
cles for polynomial times.

• OdE(D,ϕ): C runs the algorithm dEx-
tract(msk, (D,ϕ)) to gain a secret key sk(D,ϕ),
sends it to A, and adds (D,ϕ) to the list LdE .

• OGT (kw, (D,ϕ)): C first runs the oracle
OdE(D,ϕ) to obtain secret key sk(D,ϕ), then
calls GenToken((sk(D,ϕ)), kw) algorithm to
generate token T for A.

Challenge: A first chooses an attribute set W ∗e , then C
selects an encryption access structure (D∗, ϕ∗) such
that W ∗e ∈ (D∗, ϕ∗) and computes sk∗(D,ϕ) accord-

ing to the oracle OdE (msk, (D∗, ϕ∗)). Next, C ran-
domly selects a keyword kw∗ and computes I∗ and
T ∗, where ∀ (D,ϕ) ∈ LdE , W ∗e /∈ (D,ϕ).
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Guess: A outputs a keyword set kw′ to C, then
C computes I ′ by running the algorithm
GenIndex(W ∗e , kw

′). If Search(T ∗, I ′) = 1,
then A wins the game.

Suppose that A has issued qkw different keyword sets
before returning kw′, and the probability of A winning
the keyword secrecy game is at most 1

|M|−|qkw| + ε, where

|qkw| is denoted as the number of the different keywords.
The size of remaining keyword set space is |M|−|qkw|, and
H4 is denoted as a one-way hash function which means
recovering kw∗ from H4 (kw∗) has at most a negligible
probability ε. Therefore, given |qkw| distinct keywords A
has queried, A wins the keyword secrecy game with the
probability at most 1

|M|−|qkw| + ε.
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Abstract

The multi-server architecture authentication scheme en-
ables users access to the multiple distributed servers with
only one single registration procedure. It provides a scal-
able solution for repeated registration issue in multi-server
environment. In this paper, we present a secure remote
authentication scheme for multiple servers architecture
with elliptic curves cryptosystem (ECC). The proposed
scheme could resolve many grave flaws and provide mes-
sage authenticity, while preserving user anonymity. In
the security analysis, we prove the completeness of the
proposal BAN-logic, which one of the important formal
methods for evaluating information exchange protocols.
Noticeable, our scheme also shows impressive efficiency
and practicability comparing with other related schemes.

Keywords: Anonymity; Authentication; BAN-logic; Ellip-
tic Curve Cryptography; Multi-server

1 Introduction

In the digital information world, users can easily obtain
the information services of the distributed networks any-
where and anytime such as online shopping, online bank,
and pay-TV. Authentication plays an important part to
construct a secure communication channel between par-
ticipants in the information systems. To ensure the se-
curity of the communication between these participants,
more robust remote authentication protocols are urgent
needed.

In 1981, Lamport [14] proposed a well-known authen-
tication protocol based on password for the insecure com-
munication, since then, ample of remote user authenti-
cation protocols have been presented to improve security
and efficiency [2,5,7,8,17,32,33]. However, these protocols
are designed for single-server architecture. If conventional
protocols are applied to the multi-server environment, the

network users not only need to log into various remote
servers with repetitive registrations, but also need to re-
member various identities and passwords. In this paper,
we propose a comparatively robust remote user authenti-
cation protocol suiting for multiple servers environment,
which guarantees better efficiency and achieves various of
the security properties. specifically, we analyze the valid-
ity of the proposed protocol with formal proof BAN-logic,
which is widely employed to validate the beliefs of the in-
volved participants in information exchange protocol.

In the first eight years of the 21st century, many
researchers have proposed authentication protocols for
multi-server architecture, respectively [3,10,18,23,29,30].
However, in these protocols, user’s identity is transmitted
in the form of plaintext through public communication
channel. In order to resolve the privacy problems raised
by static ID, Liao and Wang [22] proposed a dynamic ID
based remote user authentication protocol for multi-server
architecture, which could eliminate the risk of ID-theft
and protect users’ privacy. However, their protocol cannot
withstand insider attack and masquerade attack. Besides,
their scheme fails to provide mutual authentication. Later
on, Hsiang and Shih [6] proposed an improved multi-
server password authenticated key agreement protocol. In
their scheme, only the registration center possesses master
secret x and it uses it to issue the private keys for service
provider and legal users. The solutions is seemingly to
remedy these vulnerabilities of Liao and Wang’s protocol,
and the authors claim their protocol could resist masquer-
ade attack, server spoofing, registration center spoofing
attack and insider attack. Nevertheless, Sood et al. [27]
pointed out their protocol was susceptible to replay at-
tack, impersonation attack and stolen smart card attack,
more over, the password change phase of their protocol
was incorrect. Meanwhile, Sood et al. presented a multi-
server authentication protocol with two-server paradigm,
in which the service provider is exposed to users and the
control server (Registration center) is not directly acces-
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sible to them between verification process. This strategy
protect the control server is less likely to be attack. In
2012, Li et al. [21] demonstrated Sood et al.’s protocol
was vulnerable to leak-of-verifier attack and stolen smart
card attack. Furthermore, the authentication and session
key agreement of the scheme was wrong. In order to tackle
these problems, Li et al. proposed a more robust authenti-
cation protocol for multi-server environment using smart
cards. The authors employed the verification strategy in-
troduced in Sood et al.’s proposal and also inherited its
critical vulnerabilities. Subsequently, Li et al.’s protocol
was demonstrated that it failed to tackle the replay at-
tack, the password guessing attack and the masquerade
attack [11].

In 2013, Pippal et al. [26] introduced multiple servers
authentication scheme without verification table. Fur-
thermore, it allows the legal users could access multi-
ple servers with no help of registration center (in other
words, users and service servers could complete mutual
authentication independently). Nevertheless, its verifi-
cation method has a fatal problem that too much sen-
sitive parameters are stored in users’ smart card. Li
et al. [20] demonstrated that their scheme was suscep-
tible to off-line password guessing attack, impersonation
attack and privileged insider attack. They also present
their remediation with a flexible registration, which the
number of servers is no longer fixed. In 2017, Srinivas
et al. [28] showed that Li et al.’s protocol was vulnera-
ble to a range of ignored security flaws and proposed a
new authentication for multiple servers environment. Re-
cently, a pile of multi-server authentication protocols are
published for providing stronger robustness and better ef-
ficiency [15,16,19,25,34].

The structure of our paper is organized as follows. In
Section 2, we present a robust multiple servers authentica-
tion schemes. Then, the security analysis of our protocol
and the comparisons between our proposal and related
protocols are presented in Sections 3 and 4, respectively.
Finally, Section 5 presents the conclusion.

2 Our Scheme

The multiple servers system consists of three involved par-
ties, registration center RC, authorized servers Sj and
users Ui. RC is the trusted party and administrates the
whole system. Sj has the jurisdiction to offer network
services and Ui could access these services.

In this section, we present a new authentication scheme
for multi-server architecture, which can be divided into
five phases: initialization phase, server registration phase,
user registration phase, authenticated key agreement
phase and password change phase. The abbreviations
and notions used in our protocol are listed in Table 1.
The briefly steps are described as follows.

Table 1: Notations

Notations Meaning
Ui The ith user
Sj The jth service providing server
RC The registration center
IDi The identity of the user Ui

PWi The password of the user Ui

SIDj The identity of the server Sj

x The master secret key of the RC
P The generator of G
Ppub RC’s public key, where Ppub = xP
SK The session key shared among Ui, Sj

H(·) A one-way hash function
EncKey(M) Encryption of messages M using Key
DecKey(C) Decryption of ciphertext C using Key

⊕ Exclusive-OR operation
‖ String concatenation operation

2.1 Initialization Phase

In this phase, RC chooses two large prime numbers p and
q with p = 2q + 1. Subsequently, RC selects a generator
P of order q on the elliptic curve Ep(a, b), which possesses
good security properties [9,12,31]. Finally, RC generates
x as the master secret key, which is minimum of 1024 bits
for security purpose.

2.2 Server Registration Phase

When a server Sj wants to register and become an au-
thorized server, Sj and RC should execute the following
interactions.

SR.1: Sj chooses its identity SIDj and transmits it to
RC for registration via a secured communication
channel.

SR.2: RC computes sj = H(SIDj‖x) and assigns it to
Sj via secure channels.

SR.3: On receiving sj , Sj stores it secretly and finishes
the registration.

2.3 User Registration Phase

Ui and RC should execute the following interactions to
finish the registration phase:

UR.1: Ui selects his/her identity IDi, the password PWi

and random number r, then Ui computes RPWi =
H(PWi‖r) and sends {IDi, RPWi} to RC for regis-
tration.

UR.2: Upon receiving Ui’s registration request, RC cal-
culates Ai = H(IDi‖RPWi), Ki = H(IDi‖x),
Bi = Ki ⊕ Ai, where x is the master secret key
of RC and kept by RC privately. Then RC stores
{Bi, Enc(), P, Ppub, H(·)} on Ui’s smart card and is-
sues it to Ui via a secure channel.
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Figure 1: Authenticated key agreement phase

UR.3: Ui stores the random number r and Ci =
H(IDi‖PWi‖r) into the issued smart card.

2.4 Authenticated Key Agreement Phase

Whenever Ui wants to access the services of Rj , the fol-
lowing operations will be performed during the authenti-
cated key agreement phase.

A.1: Ui inserts his/her smart card into the card reader
and inputs IDi, PWi. Then the smart card computes
C∗i = H(IDi‖PWi‖r) and checks whether it is equal
to the stored value Ci. If so, the smart card proceeds
the following steps. Otherwise, the smart card aborts
this procedure. Then, the smart card computes Ki =
Bi⊕H(IDi‖H(PWi‖r)), X = α×P , X ′ = α×Ppub,
Di = EncH(X‖X′)(IDi, SIDj , H(IDi‖Ki‖SIDj))
with a chosen random nonce α. After that, Ui sends
the login request message M1 = {Di, X} to Sj .

A.2: Upon receiving M1, Sj also generates a random in-
teger number β and calculates Y = β × P , V1 =
H(Di‖sj‖Y ). Then, Sj transmits M2 = {Di, X, Y ,
V1} to RC.

A.3: Upon receiving M2, RC computes X ′ = x ×
X firstly. Then, RC can get Ui’s secret value
{IDi, SIDj , H(IDi‖Ki‖SIDj)} of login request by
calculating DecH(X‖X′)(Di). Subsequently, RC
computes H(IDi‖H(IDi‖x)‖SIDj) and compares it
with the retrieved one in Di to validate Ui. If the
computed one does not exist in the decrypted re-
sults from Di, RC will terminate this session. Else,
RC authenticates Ui successfully and will continue
to verify the legitimacy of Sj . RC uses the afore-
mentioned decrypted value SIDj from Di to calcu-
late V ∗1 = H(Di‖H(SIDj‖x)‖Y ) and checks whether
V ∗1 ? = V1. If the equation does not hold, RC rejects
this request and terminates this session. Else, RC ac-
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cepts this request and computes V2 = H(sj‖X‖Y ),
V3 = H(Ki‖X ′‖Y ). Finally, RC sends the reply mes-
sage M3 = {V2, V3} to Sj .

A.4: On receiving M3, Sj computes H(sj‖X‖Y ) and
checks it with the received V2. If they are not equal,
Sj rejects these messages and terminates this ses-
sion. Otherwise, Sj successfully authenticates RC,
and then computes SKj = β × X = αβ × P ,
V4 = H(X‖Y ‖SKj). After that, Sj submits M4 =
{V3, V4, Y } to Ui.

A.5: Upon receiving the response M4, the smart card
checks whether the equation V3 = H(Ki‖X ′‖Y )
holds or not. If not, the smart card stops this ses-
sion. Otherwise, the smart card calculates SKj =
α× Y = αβ × P and checks whether H(X‖Y ‖SKj)
is equal to received V4. If not, the smart card stops
this session. Otherwise, the smart card computes
V5 = H(SIDj‖Y ‖SKj). Finally, the smart card
sends the response message M5 = {V5} to Sj .

A.6: Sj computes and checks V5? = H(SIDj‖Y ‖SKj)
after receiving M5. If this equation holds, Sj suc-
cessfully authenticates Ui and mutual authentication
is completed. Otherwise, the session will be termi-
nated.

After finishing the mutual authentication of Ui, Sj and
RC, Ui and Sj shares the common session key SK =
H(SIDj‖X‖Y ‖SKj).

2.5 Password Change Phase

Suppose Ui wants to select a new password PWnew
i to

replace original password. Then the smart card should
execute the following procedures.

Step 1: Ui makes a request to the smart card and enters
IDi and old password PWi to the smart card.

Step 2: Ui’s smart card checks Ci? = H(IDi‖PWi‖r).
If yes, Ui inputs a new password PWnew

i . Otherwise,
the smart card rejects the password change request
and terminates this procedure.

Step 3: The smart card computes Anew
i =

H(IDi‖H(PWnew
i ‖r)), Bnew

i = Bi ⊕ Ai ⊕ Anew
i ,

Cnew
i = H(IDi‖PWnew

i ‖r) and stores Bnew
i , Cnew

i

into its memory to replace Bi, Ci.

3 Security Analysis and Discus-
sion

In the following we will evaluated our scheme by BAN-
logic and demonstrate it could withstand common net-
work attacks.

3.1 Validity Proof Based on BAN-logic

In this section, the validity of our proposed scheme is
evaluated by BAN-logic [1]. Specifically, BAN-logic helps
each participants to trust the exchanged messages and it
is a widely employed method for analyzing authentica-
tion protocol. We define ample of notations used in the
following proof procedures are defined.

P |≡ X: The principal P believes X.

](X): The formula X is fresh.

P ⇒ X: The principal P has jurisdiction over X.

P / X: The principal P sees X.

P |∼ X: The principal P once said the statement X.

(X,Y ): The formula X or Y is the part of (X,Y ).

〈X〉Y : The formula X is combined with Y .

{X}Y : This represents the formula X is message and it
is encrypted under the key Y .

P k←→Q: The principals P and Q communicate with
each other with the shared key k. Note that, k will
never be known to any other principals.

P
k

Q: P and Q shared a secret k, which is possibly
known to other principals trusted by them.

SK: the formula SK represents the session key used in
the current session.

In the following, we present some logical postulates
which used in the demonstration of our protocol:

• The message-meaning rule: P|≡Q
k

P,P/〈X〉k
P|≡Q|∼X .

• The freshness-conjuncatenation rule: P|≡](X)
P|≡](X,Y ) .

• The nonce-verification rule: P|≡](X),P|≡Q|∼X
P|≡Q|≡X .

• The jurisdiction rule: P|≡Q⇒X,P|≡Q|≡X
P|≡X , P|≡(X,Y )

P|≡X ,
P/(X,Y )
P/X , P|≡Q|∼(X,Y )

P|≡Q|∼X .

Let present some authentication goals we should
proved in the demonstration of the proposed authenti-
cation scheme.

Goal 1: Ui |≡ (Ui
SK←→Sj);

Goal 2: Sj |≡ (Ui
SK←→Sj).

Next, let present the corresponding idealised protocol.

Message 1: Ui → Sj : ({IDi, SIDj , 〈 IDi, SIDj

〉Ki
}X′ , X);

Message 2: Sj → RC: (X, Y , {IDi, SIDj , 〈IDi,
SIDj〉Ki

}X′ , 〈{IDi, SIDj , 〈IDi, SIDj〉Ki
}X′ ,

Y 〉sj );
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Message 3: RC → Sj : (〈X,Y 〉sj , 〈X ′, Y, Sj |∼ Y 〉Ki);

Message 4: Sj → Ui: (〈X ′, Y, Sj |∼ Y 〉Ki
, 〈X,Y 〉SKj

);

Message 5: Ui → Sj : 〈SIDj , Y 〉SKj .

We make the following assumptions about the ini-
tial state of the scheme to further analyze the proposed
scheme:

Let present the following assumptions for analyzing our
scheme:

Assumption 1: Ui |≡ (Ui

Ki


RC)

Assumption 2: Sj |≡ (Sj

sj

RC)

Assumption 3: RC |≡ (Sj

sj

RC)

Assumption 4: Ui |≡ ](X ′)
Assumption 5: Sj |≡ ](Y )
Assumption 6: Sj |≡ RC ⇒ (X,Y )
Assumption 7: Sj |≡ β
Assumption 8: Ui |≡ RC ⇒ (X ′, Y, Sj |∼ Y )
Assumption 9: Ui |≡ α
Assumption 10: Ui |≡ X
Assumption 11: Ui |≡ SIDj

Assumption 12: Sj |≡ Y
Assumption 13: Sj |≡ SIDj

With the above assumptions and logical postulates, we
prove the completeness of our scheme as follows:

Upon RC obtaining Message 2, we can prove that:

RC / (X,Y, {IDi, SIDj , 〈IDi, SIDj〉Ki}X′ , 〈{IDi,

SIDj , 〈IDi, SIDj〉Ki}X′ , Y 〉sj ).

Based on the jurisdiction rule, we can prove that:

RC / 〈{IDi, SIDj , 〈IDi, SIDj〉Ki
}X′ , Y 〉sj .

Based on the Assumption 3 and the message-meaning
rule, we can prove that:

RC |≡ Sj |∼ ({IDi, SIDj , 〈IDi, SIDj〉Ki
}X′ , Y ).

Based on the jurisdiction rule, we can prove that:

RC |≡ Sj |∼ Y.

Upon Sj obtaining Message 3, we can prove that:

Sj / (〈X,Y 〉sj , 〈X ′, Y, Sj |∼ Y 〉Ki
).

Based on the jurisdiction rule, we can prove that:

Sj / 〈X,Y 〉sj .

Based on Assumption 2 and the message-meaning rule,
we can prove that:

Sj |≡ RC |∼ (X,Y ).

Based on Assumption 5 and the freshness-
conjuncatenation rule, we can prove that:

Sj |≡ ](X,Y ).

Based on Sj |≡ RC |∼ (X,Y ) and the nonce-verification
rule, we can prove that:

Sj |≡ RC |≡ (X,Y ).

Based on Assumption 6 and the jurisdiction rule, we can
prove that:

Sj |≡ (X,Y ).

Based on the jurisdiction rule, we can prove that:

Sj |≡ X.

Based on SKj = β ×X and Assumption 7, we can prove
that:

Sj |≡ SKj .

Based on SK = H(SIDj‖X‖Y ‖SKj), Sj |≡ SKj and
Assumption 12, 13, we can prove that:

Sj |≡ (Ui
SK←→Sj)(Goal 2).

Upon Ui receiving Message 4, we can prove that:

Ui / (〈X ′, Y, Sj |∼ Y 〉Ki
, 〈X,Y 〉SKj

).

Based on the jurisdiction rule, we can prove that:

Ui / 〈X ′, Y, Sj |∼ Y 〉Ki
.

Based on the Assumption 1 and the message-meaning
rule, we can prove that:

Ui |≡ RC |∼ (X ′, Y, Sj |∼ Y ).

Based on Assumption 4 and the freshness-
conjuncatenation rule, we can prove that:

Ui |≡ ](X ′, Y, Sj |∼ Y ).

Based on Ui |≡ RC |∼ (X ′, Y, Sj |∼ Y ) and the nonce-
verification rule, we can prove that:

Ui |≡ RC |≡ (X ′, Y, Sj |∼ Y ).

Based on Assumption 8 and the jurisdiction rule, we can
prove that:

Ui |≡ (X ′, Y, Sj |∼ Y ).

Based on the jurisdiction rule, we can prove that:

Ui |≡ Sj |∼ Y,

Ui |≡ Y.

Based on SKj = α× Y and Assumption 9, we can prove
that:

Ui |≡ SKj .

Based on SK = H(SIDj‖X‖Y ‖SKj), Ui |≡ SKj and
Assumption 10, 11, we can prove that:

Ui |≡ (Ui
SK←→Sj)(Goal 1).
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3.2 Security Evaluation

In this section, we prove our protocol could eliminate
some common security flaws and achieve several signi-
ficative properties.

3.2.1 Preserve User Anonymity

Suppose that all of authentication messages {Di, X, Y ,
V1, V2, V3, V4, V5} transmitted between Ui, Sj and RC
are obtained by attackers. The chosen random num-
bers α and β have randomness property, and they guar-
antee these parameters are all session-variant. Accord-
ingly, without knowing α and β, the adversary will have
to solve the computation Diffie-Hellman problem to re-
trieve specific static element in the transmitted messages.
Hence, our scheme could overcome the security flaw of
user anonymity breach.

3.2.2 Forward secrecy

In the proposed protocol, random numbers α and β are
used to compute the session key SK, which security is
guaranteed by the computation Diffie-Hellman problem.
Hence, the adversary need to solve the hard problem to
generate the session key, in other words, our protocol pro-
vides the property of forward secrecy.

3.2.3 Off-line Password Guessing Attack

The non-tamper resistant smart cards no longer secure
stored data, and the adversary can reveal the secret in-
formation {Bi, Ci, r, Enc(), P, Ppub, H(·)} in another le-
gitimated user Ui’s smart card [13,24]. Even after gath-
ering these information, the attacker could not guess IDi

and PWi from Ci = H(IDi‖PWi‖r) at the same time.
The impossibility of guessing two parameters correctly si-
multaneously in polynomial time demonstrated that our
scheme could resist off-line password guessing attack with
smart card security breach.

3.2.4 Forgery Attack

In our proposal, the adversary has to generate a valid
message {Di, X} if he wants to forgery the legal user Ui,
where Di = EncH(X‖X′)(IDi, SIDj , H(IDi‖Ki‖SIDj)).
The adversary A could not generate Di with the knowl-
edge of Ki, which is secured by Ai = H(IDi‖RPWi) and
stored in the Ui’s smart card. With the demonstrated
identity and password confidentiality, we can obtain that
our scheme could overcome forgery attack.

3.2.5 Server Impersonating Attack

In the proposal, the adversary A impersonates Sj to
fool the remote user Ui with a forgery response message
{V3, V4}, where V3 = H(Ki‖X ′‖Y ), V4 = H(X‖Y ‖SKj).
Nevertheless, SKj = β × X = αβ × P is impossible for
A to compute without the knowledge of α or β. Thus, A
could not transmit to Ui a valid response message to fool

Ui and our proposal is able to withstand server imperson-
ating attack.

3.2.6 Replay Attacks

The replay attack is that attackers re-submit authentica-
tion messages transmitted between Ui, Sj , RC to tamper
with the information. It is impossible for our proposal
since the authentication messages are contributed to ran-
dom nonce. Neither the replay of an old login message
{X,Di} in the step A.1 nor the replay of the response
message {V3, V4} of the service providing server Sj in the
step A.4 of the authenticated key agreement phase, due
to the random numbers are updated for every session and
A could not get the random numbers, as it will fail in step
A.4 and step A.6 of authenticated key agreement phase.
Therefore, our protocol can withstand replay attack.

3.2.7 Known Key Attack

Since neither the structure of session key SK is the same
with any other authentication message, nor SK functions
as part of any other authentication message, the leakage
of SK does not affect other unexposed sessions. Thus,
the known key attack is resisted effectively.

3.2.8 Proper Mutual Authentication

Our proposed authentication scheme for multiple servers
architecture could offer proper mutual authentication. Ui

transmits the login request {Di, X} to server Sj for ser-
vice access. And then, Sj adds its computed values Y and
V1 for mutual authentication. The registration center RC
employs these messages to validate Ui and Sj . If any one
is unauthentic, RC rejects the login request. Otherwise, it
distributes the parameters {V2, V3} to Sj . Sj verifies the
correction of V2 and computes V4 as the challenge mes-
sage to Ui. Subsequently, Ui uses the received messages
{V3, V4} to validate both RC and Sj . Further, he/she
responses V5 for the final session key verification. Notice-
able, any fabricated message in the whole process cannot
pass the verification. Therefore, our scheme could offer
proper mutual authentication.

4 Performance and Functionality
Analysis

In this section, we will evaluate our protocol in the per-
formance and functionality by making comparisons with
some other related protocols [25,28,34]. In the following,
let define some notations used to analyze the computa-
tional complexity for the aforementioned protocol: Tsym
indicates the time complexity of symmetrical encryption
and Tasy is the time complexity of the asymmetric encryp-
tion. Noticeable, executing exclusion-OR operation and
string concatenation operation consume very few com-
putation resources, in the evaluation of performance we
usually neglect the computational complexity of them.
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Table 2: Comparisons of functionality
Srinivas et Zhu et Mishra’s Ours
al.’s [28] al.’s [34] [25]

Preserving User anonymity No Yes Yes Yes
Prevention of forgery attack Yes No No Yes

Prevention of off-line dictionary attack No No Yes Yes
Prevention of server impersonating attack Yes No No Yes

Prevention of replay attack Yes Yes Yes Yes
Prevention of known key attack Yes Yes Yes Yes

Mutual authentication Yes Yes Yes Yes
Providing correct proof of BAN-logic No Yes No Yes

Table 3: Performance comparisons
Srinivas et al.’s [28] Zhu et al.’s [34] Mishra’s [25] Ours

Computational cost 11Tsys + 4Tasy 22Tsys + 8Tasy 9Tsys + 8Tasy 19Tsys + 6Tasy

Table 2 lists the functionality comparisons of our pro-
posed protocol and other related protocols [25,28,34]. Ob-
viously, we can conclude that our protocol is more robust,
due to it not only could prevent all known attacks, but
also provides several security properties. Furthermore, we
also provide the formal proof validated by BAN-logic.

Table 3 shows the performance comparisons of our pro-
tocol and other related protocols [25, 28, 34]. According
to Table 3, we know that the cost of the proposed pro-
tocol is slightly higher than the [25, 28] and lower than
the scheme in [34]. However, our protocol can achieve all
security properties as mentioned in Table 2.

5 Conclusions

In this paper, we present a robust remote user authenti-
cation scheme for multi-server architecture using elliptic
curve cryptosystem. The proposal not only could over-
come a range of network flaws, but also achieves ample
of security properties. In addition, we employed BAN-
logic to validate the proposed scheme. The performance of
our scheme also indicates relative excellent performance,
which is more suitable for practical applications.
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Abstract

In this paper, we propose a privacy-preserving public au-
diting scheme supporting data deduplication. In the pro-
cess of auditing, since the authentication tag of a message
contains only one element, the storage and transmission
cost of the tag can be significantly reduced. Meanwhile,
by eliminating user’s private key in the response, our
scheme achieves unconditional anonymity against third
party auditor. Moreover, during data deduplication,
Bloom filter is utilized to efficiently check ownership of the
data that a user claims to have. For public auditing, the
proposed scheme is proven to be uncheatable and anony-
mous under the variant of the BDH hardness assumption
in the random oracle model. And security analysis indi-
cates that our scheme is unforgeable during deduplication.
Compared to existing schemes with similar features, our
scheme achieves higher security and better functionality
through function evaluation and security analysis.

Keywords: Cloud Storage; Data Deduplication; Privacy
Preservation; Public Auditing

1 Introduction

With the development of cloud computing, a rising num-
ber of enterprises and organizations choose to outsource
their data to a third-party cloud service provider, who can
provide resource-constrained users with convenient stor-
age and computing services and thus reducing users’ stor-
age burden [15, 17]. Although cloud storage offers many
advantages, it also brings some security challenges such
as data integrity and storage efficiency.

Different from local data, cloud data is stored in an un-
certain domain via Internet. Therefore, users surely can
suspect the integrity of their data that stored in cloud due
to the fact that their data is vulnerable to the attack from
both outside and inside of the cloud [7,8]. Once their data
is corrupted, cloud server might passively hide some data
loss from users to maintain their reputation. Worse, due
to the insufficiency of storage space or some other eco-

nomic reasons, cloud server might even delete users’ data
and cheat users that their data still stores integrally. To
cope with the conflict between resource-constrained users
and large amounts of data, it is essential to consider how
can users verify the integrity of data efficiently without
retrieving them.

Since cloud service is increasingly used, data redun-
dancy inevitably occurs in cloud storage. Research shows
that 80% - 90% of cloud data is redundant [12, 22], and
this rate is still increasing, which causes a big waste of
cloud storage space. In order to save storage space in
cloud, a technique called deduplication came into being,
in which cloud server keeps only one single copy of data
and sends a storage link to every user who possess the
data. However, several security threats potentially exists
during deduplication [9]. For instance, if a malicious user
needs to gain access to a message that already exists in the
cloud, he can pass the examination by only owing the hash
value of the massage rather than the concrete message. It
is obvious that cloud server cannot distinguish whether
user indeed possess the data only through matching its
hash value. Therefore, how to convince cloud server that
user who upload a duplicate of the data indeed possess
the data becomes another issue in cloud service.

In this paper, aiming at solving both data integrity
and storage efficiency, we concentrate on how to design
a secure and efficient public auditing scheme with data
deduplication and users’ anonymity. Inspired by a Proof
of Ownership protocol that Blasco et al. [3] designed, we
will propose a privacy-preserving auditing scheme with
data deduplication which achieves a better trade-off be-
tween efficiency and security through improving Wu et
al.’s auditing scheme [23].

The rest of this paper is organized as follows. A re-
view about some related works is given in Section 2.
Some preliminaries are presented in Section 3. The sys-
tem model and security model for the proposed scheme
are described in Section 4. The concrete construction of
privacy-preserving auditing scheme with data deduplica-
tion is detailed in Section 5. We analyze the proposed



International Journal of Network Security, Vol.21, No.2, PP.199-210, Mar. 2019 (DOI: 10.6633/IJNS.201903 21(2).03) 200

scheme in Section 6. The performance evaluation and ef-
ficiency improvement are discussed in Section 7. Finally,
some concluding remarks are given in Section 8.

2 Related Works

This section mainly consists of the research advance of
three related works: integrity auditing, data dedupli-
cation, and auditing schemes with data deduplication.
Moreover, a comparison among several related works that
achieve both integrity auditing and data deduplication is
shown below.

2.1 Integrity Auditing

In order to efficiently verify the integrity of stored cloud
data, Ateniese et al. [2] came up with the notion of prov-
able data possession (PDP) in 2007. More precisely, un-
der the situation that cloud server could hide data er-
rors for his own benefit, PDP allows cloud server to proof
that users’ data are completely stored without retrieving
the entire data. Considering the size of users’ data and
users’ limited computation resource, outsourced data are
not suitable for users themselves to audit in many cases.
Therefore, it is a preferable way to introduce a third party
auditor (TPA) to ensure data’s integrity and availability.
Liu et al. [16] summarized some existing research situa-
tions and development trends of public auditing.

Although PDP can assist user verifying data integrity,
TPA may reveal users’ identities for personal benefits
during public auditing [27]. To preserve users’ pri-
vacy, Wang et al. [19] came up with a public auditing
scheme supporting data sharing and privacy-preserving.
In Wang et al.’s scheme, challenge generated by TPA uti-
lizes all users’ public keys, and thus the privacy of user’s
identity can be realized. Several constructions [11,20,21]
were subsequently presented. The main solution in these
constructions is the anonymity of ring signature or group
signature techniques. However, the tag size of ring signa-
ture or group signature is significantly large, which causes
a higher transmission and verification cost than many tra-
ditional signature schemes. Therefore, by reducing the
size of authentication tag to only one element, Wu et
al. [23] proposed an efficient auditing scheme, which can
achieve users’ identity privacy by eliminating user’s pri-
vate key during a challenge-and-response protocol. Be-
sides, the authentication tag in the scheme is irrelevant
to the number of users within the group.

2.2 Data Deduplication

For increasing storage efficiency, cloud server needs to
identify and remove redundant data by retaining only one
copy of each block (block-level deduplication) or file (file-
level deduplication). And data deduplication can take
place before data are uploaded to cloud server (client-
side deduplication) or after they are uploaded (server-side
deduplication) [10]. However, server-side deduplication

only reduces storage cost of cloud server instead of reduc-
ing bandwidth. Hence, client-side deduplication is more
widely used, since user does not need to upload data if
a duplicate already exists, and thus reducing bandwidth
cost between user and cloud server remarkably.

During a client-side deduplication system, user sends
the hash value of data to cloud server and cloud server
checks whether the duplicate exists in cloud storage.
Nonetheless, Halevi et al. [9] explained several security at-
tacks that may occur in client-side deduplication systems.
For instance, if a malicious user needs to gain access to
a message that already exists in the cloud, he can pass
the examination by only owing the hash value of the mas-
sage rather than the concrete message. As a solution to
these attacks, Halevi et al. [9] first introduced the concept
of Proof of Ownership (PoW), which has been extended
into a number of related works [18, 24], but all require
a higher computational complexity. Therefore, based on
Bloom filters, Blasco et al. [3] introduced a novel efficient
PoW protocol that provides a flexible and scalable solu-
tion to the weaknesses of client-side deduplication.

2.3 Auditing Schemes with Data Dedu-
plication

From the above discussions, privacy-preserving public au-
diting and data deduplication are two main branches of
the research for efficient cloud storage [13]. So it be-
comes a significant matter to support these two func-
tions simultaneously. However, a mechanical combination
of privacy-preserving public auditing and efficient dedu-
plication mechanisms cannot efficiently solve both data
deduplication and integrity auditing. The reason is that
storage efficiency contradicts with the authentication tags
(i.e., signatures) during public auditing.

To the best of our knowledge, only the following pa-
pers achieve both public auditing and data deduplica-
tion. There follows some analysis. Yuan and Yu [26]
proposed a constant cost storage public auditing scheme
supporting data deduplication, but they did not con-
sider the privacy-preserving property. Then Alkhojandi
and Miri [1] showed a privacy-preserving public auditing
mechanism supporting a variant of client-side deduplica-
tion performed by a mediator, but the mediator may re-
veal users’ data during deduplication. Besides, Alkho-
jandi and Miri’s scheme failed to reduce user’s band-
width overhead. Subsequently, Li et al. [14] presented
a scheme called SecCloud which aims to solve both data
integrity and secure deduplication by using a MapReduce
cloud to replace TPA. Nevertheless, uploading data to the
MapReduce cloud violates the privacy of user’s identity.
Furthermore, Li et al.’s scheme [14] cannot reduce the
bandwidth for users. To solve the bandwidth problem,
Kardas and Kiraz [13] came up with a secure deduplica-
tion scheme that supports client-side deduplication along
with privacy-preserving public auditing. However, when
uploading a message, user needs to compute at least an
asymmetric encryption to complete the PoW protocol,
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Table 1: Comparison of auditing mechanisms with dedupliction

Schemes Anonymous No extra entities Public auditing
User-side bandwidth reduction

(client-side deduplication)
Yuan et al. [26] No Yes Yes Yes
Naelah et al. [1] Yes No Yes No

Li et al. [14] No Yes Yes No
Kardas et al. [13] Yes No Yes Yes

Ours Yes Yes Yes Yes

which consequentially causes efficiency problem. Besides,
the key server may recover part of message’s encrypt key
through the value received by user. Table 1 compares the
function that these schemes [1, 13,14,26] can realize.

3 Preliminaries

We now explain some preliminary notions that will form
the foundations of our scheme.

3.1 Bilinear Pairings

Let G1,G2 be the cyclic groups of prime order p, g be
a generator of G1, and e : G1 × G1 → G2 be a bilinear
map [5] with the following properties:

1) Bilinearity: e(ga, gb) = e(g, g)ab, a, b ∈ Zp;

2) Non-degeneracy: There exist u, v ∈ G1 such that
e(u, v) 6= 1;

3) Computability: For all u, v ∈ G1, e(u, v) can be
efficiently computed.

3.2 Complexity Assumptions

Definition 1. Given (g, ga, gb, gc), for random a, b, c ∈
Z∗p, the Bilinear Diffie-Hellman(BDH) problem [5] is to

compute e(g, g)abc.
A challenger C has advantage ε in solving the BDH

problem if

Pr
[
e(g, g)abc ← A(g, ga, gb, gc)

]
≥ ε.

The (ε, t)-BDH assumption holds if no t-time algorithm
has the advantage at least ε in solving the BDH problem.

Definition 2. Given (g, ga, gb, gac), for random a, b, c ∈
Z∗p, the variant of the BDH (vBDH) problem [23] is to

compute e(g, g)bc.
A challenger C has advantage ε in solving the vBDH

problem if

Pr
[
e(g, g)bc ← A(g, ga, gb, gac)

]
≥ ε.

The (ε, t)-vBDH assumption holds if for any t-time al-
gorithm, the advantage ε in solving the vBDH problem is
negligible.

3.3 Bloom Filter

As a probabilistic data structure, Bloom filter [4] can ap-
proximately represent the elements of a set and verify the
membership of elements. Since both the storage space
and the insert or query time are constant, Bloom filter
has the advantage of memory and time efficiency [3]. On
the other hand, Bloom filter sacrifices a certain amount
of accuracy, since an element that is not in the set may
be recognized as being part of the set, which is called as
false positives. But false negatives cannot occur in Bloom
filter.

Bloom filter consists of k random hash functions
h1(·), h2(·), · · · , hk(·) and an m bit array. When initial-
izing the Bloom filter, all the positions of bit array are
set to 0. To insert an element x into Bloom filter, we
compute k addresses a1 = h1(x) mod m, a2 = h2(x)
mod m, · · · , ak = hk(x) mod m and set the position of
corresponding bit array to 1. To determine whether the
element is in the set, we need to compute k hash values
h′1, h

′
2, · · · , h′k and check if all the corresponding values

are 1. With certain false positive rate, the element is in
the set if and only if all bits are 1 in Bloom filter. In
other words, the element is not in the set if not all the
bits are 1.

4 Problem Statement

4.1 System Model

In this system, there are three main entities named cloud
server, user and TPA, as shown in Figure 1.

• Cloud server (CS) provides users with cloud storage
and computing service. Therefore, user can rent or
buy storage space from CS to store their individ-
ual data and perform some specific computation with
CS’s help. The data format stored in CS is a tuple
(index,message, tag).

• User computes an index according to a message,
and uses her or his secret key to compute the
message’s tag. Then, the user uploads the tuple
(index,message, tag) to CS. During data deduplica-
tion, the user does not upload the message when the
duplicate exists.
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• TPA can verify users’ messages by challenging CS
with a message index set and the corresponding chal-
lenge value. Afterwards, TPA checks the response
from CS and sends the auditing result back to users.

Figure 1: Architecture of a general scheme

Figure 1 shows an outline of the procedure for a general
scheme that supports deduplication and public auditing.

1) Before uploading a message, user first checks if there
is a duplicate one in CS.

2) When uploading a message, user either sends the
message with a corresponding signature or passes the
PoW challenge to avoid uploading the message.

3) If user needs to check the integrity of data, she or he
sends an auditing delegation to TPA.

4) TPA and CS run the privacy-preserving auditing in-
teractively.

5) After verifying the auditing result, TPA sends the
result back to user.

4.2 General Scheme

A scheme supporting public auditing and deduplica-
tion [1, 13, 14, 26] is generally composed of these six
algorithms, namely Initialize, KeyGen, FileUpload,
Challenge, Respond and Verify. The detailed algo-
rithms come as follows.

• Initialize (1k): Take the security parameter 1k as
input, and output the public parameter params.

• KeyGen: User ui’s secret and public key pair
(ski, pki) are generated by running the key genera-
tion algorithm.

• FileUpload (ski, idj ,mj): If user ui needs to upload
a message mj which is identified by the index idj ,
then he computes H(mj) and sends H(mj) to CS for
checking whether the message mj has been stored in
CS at first.

Case 1: If there is no duplicate of mj , user ui com-
putes mj ’s authentication tag σi,j using her or
his secret key ski, generates Bloom filter BFj

by splitting mj into n blocks {mj,1, · · · ,mj,n},
and then uploads the tuple (idj ,mj , σi,j) along
with the Bloom filter BFj .

Case 2: If a duplicate of mj exists, for 1 ≤ t ≤
n, CS randomly chooses t blocks and sends a
corresponding identity set K = {k1, · · · , kt} to
user ui.

According to the set K, user ui computes a set of
tokens {Tj,kq |q = 1, · · · , t} and sends the set back to
CS for checking whether the tokens are in the Bloom
filter BFj .

• Challenge (pk1, · · · , pkd, s, I): Taking public keys
of d users, a secret value s and a random index subset
I of the entire storage space as input, TPA computes
and sends a challenge chal to CS.

• Respond (chal,M,Σ): When CS receives the chal-
lenge, he computes the response (µ, σres) with a set
of messages M = {mj |idj ∈ I} and a set of corre-
sponding tags Σ = {σi,j |idj ∈ I}. Subsequently, the
response (µ, σres) is sent to TPA.

• Verify (µ, σres, chal, s): Using challenge chal and
secret value s as inputs, TPA checks whether the
response (µ, σres) is correct and outputs “true” if
(µ, σres) pass the validation or “false” otherwise.

4.3 Security or Threat Model

This subsection consists of three security aspects named
uncheatable, information-theoretical anonymous and un-
forgeable of tokens.

Since CS is semi-honest, he may try to deceive users
that their data are still securely stored when he is unable
to recover the data due to some technical problems or
storage devices damage. Moreover, with the risk that
TPA can reveal users’ identities during auditing process,
the anonymity of user should be considered in a general
scheme. Besides, a user might attempt to pass the PoW
challenge so as to possess a message that the user does
not.

Therefore, a general scheme should be uncheatable
against adaptive chosen-message attack according to
Wu et al.’s model [23], achieve information-theoretical
anonymity which refers to Zhang and Zhao’s model [28],
and attain unforgeability of tokens based on Blasco et al.’s
model [3]. In the rest of this subsection, we formalize the
models mentioned above in the form of security model or
threat model.

4.3.1 Uncheatability

During this part, CS is regarded as a semi-honest one who
could attempt to cheat user. Therefore, a general scheme
is uncheatable against adaptive chosen-message attack.
In the following description, we consider a security game
between an adversary A and a challenger C.
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Setup: C inputs the security parameter 1k and runs the
Initialize and KeyGen algorithms. Then C gives
the public parameter params and the public keys
(pk1, · · · , pkd) of all users to A.

Sign Query: A could query the sign oracle adaptively
for tag of a pair (idj ,mj) under the public key pki
that A chooses. C returns the corresponding tag σi,j
through running the FileUpload algorithm.

Challenge: A chooses set I∗ from all the message in-
dexes, and ensures that at least one index in I∗ has
not been queried in the sign oracle before. C gen-
erates a challenge chal of I∗ from the Challenge
algorithm and returns chal to A.

Respond: Finally, A outputs the response (µ, σres).

We define the advantage of adversary A in cheating
challenger C as

Adv(A)

= Pr


Verify

= “true′′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(params, pk1, · · · pkd)
← Setup(1k)

(pki, idj ,mj)← A
σi,j ← FileUp(ski, idj ,mj)

I∗ ← A
chal← Chal(pk1, · · · pkd, I∗)

(µ, σres)← A(chal)


Definition 3. A general scheme is uncheatable against
adaptive chosen-message attack if for any polynomial-
time adversary A, the advantage Adv(A) is negligible.

4.3.2 Information-Theoretical Anonymity

Suppose the challenge that TPA chooses only contains
one message’s index during Challenge and Respond al-
gorithms, and TPA attempts to correctly determine the
identity of user from the Challenge and Respond algo-
rithms. Thus, TPA acts as a malicious one in this part.

A general scheme can achieve information-theoretical
anonymity described by a game between an adversary A
and a challenger C.

Setup: C inputs the security parameter 1k and runs the
Initialize and KeyGen algorithms. C sends the
public parameter params and all d users’ secret and
public key pairs {(sk1, pk1), · · · , (skd, pkd)} to A.

Challenge: A chooses a pair (idj ,mj) and computes the
challenge chal of this pair by running Challenge
algorithm.

Respond: C picks i ∈ {1, · · · , d} at random and com-
putes the tag σi,j using i-th user’s secret key ski
through the FileUpload algorithm. Then, C gen-
erates the response (µ, σres) from the Respond al-
gorithm and returns (µ, σres) to A.

Guess: A checks whether the response is correct through
the Verify algorithm and outputs i′ ∈ {1, · · · , d} if
the response passes the verification.

We define the advantage of the adversary A in distin-
guishing user’s integrity of a pair (message, tag) as

Adv(A) =

∣∣∣∣Pr(·)− 1

d

∣∣∣∣ ,
where

Pr(·)

= Pr


i′= i

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(params, (sk1, pk1), · · · , (skd, pkd))
←Setup

(
1k
)

(idj ,mj)←A
chal←Chal (pk1, · · · pkd, idj)

i←R {1, · · · d}
σi,j←FileUp (ski, idj ,mj)

(µ, σres)←Res (chal,mj , σi,j)
i′←A (µ, σres)


Definition 4. A general scheme achieves information-
theoretical anonymity if for any polynomial-time adver-
sary A, the advantage Adv(A) is negligible.

4.3.3 Unforgeability of Tokens

The existing deduplication schemes [3, 24] did not con-
struct a formal security model, but only give some threat
models. Therefore, a threat model conducted by a mali-
cious user is given below.

A malicious user’s propose is to pass the PoW chal-
lenge for a message mj he does not own. Suppose that
the malicious user possesses several message blocks and
the hash value of mj . Therefore, the malicious user can
attempt to forge tokens for passing the PoW challenge.
Moreover, a general scheme cannot prevent a malicious
user who almost obtains the whole message from passing
the PoW challenge. In other words, the malicious user
does not need to forge tokens if he already possess the
message anyway.

5 Our Construction

In this section, we will construct a concrete scheme which
mainly contains two parts. The first one is deduplica-
tion, which is conducted by user and CS. Before upload-
ing a message, user divides the message into n blocks,
and generates a Bloom filter utilizing a pseudorandom
function. The other one is public auditing. Unlike ex-
isting auditing works [19, 20, 25] by adopting ring signa-
ture or group signature techniques, our scheme uses a
constant-size tag generation algorithm, which is a vari-
ant of Boneh et al.’s signature scheme [6]. Therefore, the
transmission and communication cost are less than these
existing works [19,20,25]. The detailed algorithms of our
scheme are shown below.
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Initialize(1k): Take the security parameter 1k as input,
and output the public parameter

params = {ω, g ∈ G1, H,H1} ,

where H : {0, 1}∗ → G1, H1 : {0, 1}m → {0, 1}l are
two collision resistant hash functions, and m, l are
the length of message and token respectively. Let
Prf : {0, 1}l × {0, 1}∗ → {0, 1}κ be a pseudorandom
function [3], where κ is a positive integer.

KeyGen: User ui selects xi ∈ Z∗p at random and com-
putes gxi . Then user ui’s secret and public key pair
are (ski, pki) = (xi, g

xi).

FileUpload(ski, idj ,mj): Suppose that the j-th message
is mj ∈ Zp with an index idj . Before uploading mj ,
user ui computes and uploads hi,j = H(mj) to CS.
Upon receiving the upload request, CS first checks
whether hi,j already exists.

Case 1: If there is no duplicate in CS, i.e. mj does
not exist in CS, CS returns “No Duplicate” to
user ui. Then user ui computes the authentica-
tion tag of mj as

σi,j = (H(idj) · ωmj )1/xi .

Furthermore, user ui splits message mj into
n message blocks {mj,1, · · · ,mj,n} with equal
length. For each message block mj,l(l =
1, · · · , n), user ui computes its corresponding
token Tj,l = H1(mj,l) and a pseudorandom
value

Pj,l = Prf(Tj,l, l).

Then user ui inserts every Pj,l into Bloom filter
BFj and uploads the tuple

(index,message, tag) = (idj ,mj , σi,j)

along with the Bloom filter BFj . After that, CS
computes H(mj) and verifies whether

hi,j = H(mj),

e(σi,j , g) = e(H(idj) · ωmj , pki)

hold. If these two euqations hold, CS stores the
tuple (idj ,mj , σi,j) along with the Bloom filter
BFj and returns a storage link of message mj to
user ui. Otherwise, CS returns an error message
to user ui.

Case 2: If the duplicate of mj exists, user ui per-
forms a PoW protocol by interacting with CS.
Specifically speaking, CS chooses t message
blocks at random and sends the identifier set
of blocks K = {k1, · · · , kt} to user ui, where
1 ≤ t ≤ n. Upon receiving the set K, user ui
computes each token

Tj,kq = H1(mj,kq ), for q = 1, · · · , t.

Then user ui sends {Tj,kq |q = 1, · · · , t} back to
CS. For all t chosen message blocks, CS com-
putes Pj,kq = Prf(Tj,kq , kq) with the returned
{Tj,kq |q = 1, · · · , t}. Next, CS checks whether
all Pj,kq belong to the Bloom filter BFj . If yes,
a storage link of message mj is sent to user ui.
Otherwise, returns an error message to user ui.

Challenge(pk1, · · · , pkd, s, I): To check the integrity of
users’ data, TPA selects a random index subset I
from the whole storage space S, chooses s ∈ Z∗p, h ∈
G1, and sj ∈ Z∗p for every idj ∈ I at random. Then
TPA computes the challenge

chal = (Q, pkchal),

where
Q = {(idj , sj)|idj ∈ I}

and
pkchal = (pks1, · · · , pksd, h, hs).

Respond(chal,M,Σ): Upon receiving the challenge chal
from TPA, CS checks whether

e(pksi , h) = e(pki, h
s), for i = 1, · · · , d,

and computes the response (µ, σres) from a set of
messages M = {mj |idj ∈ I} and a set of correspond-
ing tags Σ = {σi,j |idj ∈ I}, where

µ =
∑

(idj ,sj)∈Q

sj ·mj ,

σres =
∏

(idj ,sj)∈Q

e(σ
sj
i,j , pk

s
i ).

Verify(µ, σres, chal, s): Finally, TPA checks whether

σres = e

 ∏
(idj ,sj)∈Q

H(idj)
sj · ωµ, gs

 ,

and outputs the verification result.

6 Security Analysis

6.1 Consistency

In this part, we analyze the correctness mainly about the
Challenge and Respond algorithms. During message
uploading and integrity verification, assume that the tuple
(idj ,mj , σi,j) is stored in the whole storage space S, and
the tag σi,j of each message mj is signed by user ui. Thus,
for idj ∈ S, CS stores (idj ,mj , σi,j), where

σi,j = (H(idj) · ωmj )1/xi .

To check the integrity of users’ messages, TPA selects
a random index subset I ⊂ S, chooses s ∈ Z∗p, h ∈ G1,
and sj ∈ Z∗p for every idj ∈ I at random.
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Then TPA computes the challenge

chal = (Q, pkchal),

where
Q = {(idj , sj)|idj ∈ I}

and
pkchal = (pks1, · · · , pksd, h, hs).

With the challenge chal received from TPA, CS com-
putes the response

µ =
∑

(idj ,sj)∈Q

sj ·mj ,

and

σres =
∏

(idj ,sj)∈Q

e(σ
sj
i,j , pk

s
i )

=
∏

(idj ,sj)∈Q

e(H(idj)
sj , gs) ·

∏
(idj ,sj)∈Q

e(ωsj ·mj , gs).

Finally, TPA checks the correctness of the response
(µ, σres) by computing

σres = e

 ∏
(idj ,sj)∈Q

H(idj)
sj · ωµ, gs

 .

The above analysis indicates that

σres =
∏

(idj ,sj)∈Q

e(H(idj)
sj , gs) ·

∏
(idj ,sj)∈Q

e(ωsj ·mj , gs)

=e

 ∏
(idj ,sj)∈Q

H(idj)
sj · ωµ, gs

 .

6.2 Uncheatability

In this section, we prove that our scheme is uncheatable in
the random oracle model through the following theorem.
The method of the proof is similar to the one in Wu et
al.’s scheme [23].

Theorem 1. If there exists an adversary A that has ad-
vantage ε in outputting a valid response of the challenge,
then there is a simulation algorithm C that runs in poly-
nomial time and has advantage at least ε/v in solving the
vBDH problem through interacting with A.

Proof. Suppose that the simulator C receives an instance
of vBDH problem as

(p,G1,G2, e, g, g
a, gb, gac),

and the propose of C is to compute the solution e(g, g)bc.
By interacting with adversary A who runs in time t,
queries hash oracle at most v times and could adaptively
query the sign oracle, C computes the solution as the chal-
lenger in the following game.

Setup: C randomly chooses r0, r1, · · · , rd ∈ Z∗p, com-
putes

(ga)r0 , (ga)r1 , · · · , (ga)rd ,

sets ω = (ga)r0 and selects hash function H :
{0, 1}∗ → G1, which can be regarded as the random
oracle later. Then C returns the public parameter

params = {g, ω ∈ G1, H}

and public keys of all d users

(pk1, · · · , pkd) = ((ga)r1 , · · · , (ga)rd)

to A.

Hash Query: A can adaptively query the hash oracle for
the hash values of messages’ indexes. C maintains a
list which is initially empty and randomly chooses
j∗ ∈ {1, · · · , v} and t∗ ∈ Z∗p. If A queries the hash
oracle for the hash value of index idj∗ , then C sets
hj∗ = (gb)t

∗
, adds (idj∗ , t

∗) to the list and returns hj∗

back to A. Otherwise, C selects tj ∈ Z∗p at random,
adds (idj , tj) to the list and returns hj = (ga)tj back
to A.

Sign Query: A can adaptively query the sign oracle for
the message mj signed by i-th user’s public key pki.
Assume that A has queried the hash value of index
idj before, then C checks the list and finds the cor-
responding value (idj , tj). If idj = idj∗ , C aborts.
Otherwise, returns

σi,j = gtj/ri · gr0·mj/ri

as the tag of the pair (idj ,mj) under public key pki.
It is obvious that if

σi,j =gtj/ri · gr0·mj/ri

=(ga·tj )1/a·ri · (ga·r0·mj )1/a·ri

=(H(idj) · ωmj )1/ski ,

the tag is valid.

Challenge: A chooses an index set I∗ of messages.
Moreover, A should ensure that at least one index in
set I∗ has not been queried in the sign oracle before.
Without loss of generality, we suppose that there is
only one index idj′ that has not been queried before.
If idj′ 6= idj∗ , C aborts. Otherwise, C selects sj , for
idj ∈ I∗ and y ∈ Z∗p at random, and computes

pkchal = ((gac)r1 , · · · , (gac)rd , (ga)y, (gac)y).

Then the challenge chal = (Q, pkchal), where

Q = {(idj , sj)|idj ∈ I∗}

is sent toA. It is evident that chal is a valid challenge
since
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(gac)ri = (ga·ri)c = pkci , and (gac)y = (gay)c = hc

for c ∈ Z∗p and h = gay at random.

Respond: Finally, A outputs the response (µ, σres).

If A wins the game, i.e. the response can successfully
pass the verification, which means that (µ, σres) sat-
isfies

σres = e

 ∏
(idj ,sj)∈Q

H(idj)
sj · ωµ, gc


Therefore, C can output

σres

e

 ∏
(idj ,sj)∈Q
idj 6=idj′

gtj , gac


sj

· e (gr0·µ, gac)



1/(sj′ ·t
∗)

=e(H(idj′)
sj′ , gc)1/(si′ ·t

∗)

=e(g, g)bc

as the solution of the vBDH problem.

It is obvious that if the simulator C does not abort
and adversary A could output a valid response of the
challenge, C can successfully output the correct solution
of the vBDH problem.

Suppose that A is able to make Hash Query at most
v times, and the index set I∗ of messages contains at
least one index that A has not queried before Challenge
algorithm.
C selects j∗ ∈ {1, · · · v} at random and sets hj∗ =

(gb)t
∗
, which makes A unable to answer the Sign Query

for index idj∗ . During Challenge algorithm, if C does
not abort, then it can be shown that the index which
satisfies idj = idj∗ has not been queried before. Since
C could answer all the queries sent by A except for idj∗ ,
C does not abort in Sign Query during the case that C
did not abort in the Challenge algorithm. All in all, the
probability that C does not abort is at least

Pr(¬abortC) ≥ 1/v.

Therefore, if the advantage for A to output a valid
response is ε, C has at least

AdvvBDH(C) ≥ Pr(¬abortC) ·Adv(A) ≥ ε/v

advantage solving the vBDH problem.

6.3 Information-Theoretical Anonymity

Then, we prove that our scheme achieves information-
theoretical anonymity [28].

Theorem 2. Our scheme achieves information-
theoretical anonymity, i.e. the advantage of any
adversary A in distinguishing the user’s identity of a pair
(message, tag) is negligible.

Proof. Suppose that the adversary A needs to reveal the
identity of user who signed the message mj . Thus, A
interacts with the simulator C to guess user’s identity
through the following game.

Setup: C runs the Initialize and KeyGen algorithms
for all d users’ secret and public key pairs. And then
C sends the public parameter params to A along
with all the secret and public key pairs.

Challenge: A chooses a pair (idj ,mj) and computes

pkchal = ((pk1)s, · · · , (pkd)s, h, hs)

for s ∈ Z∗p and h ∈ G1 at random. Then, A sends
the challenge chal = (idj , sj , pkchal) to C.

Respond: C checks whether

e(pksi , h) = e(pki, h
s)

holds for i = 1, · · · , d. If these equations hold, C
randomly picks an i ∈ {1, · · · , d} and computes the
tag

σi,j = (H(idj) · ωmj )1/ski

using i-th user’s secret key ski. Then, C generates
the response (µ, σres) where

µ =
∑

(idj ,sj)∈Q

sj ·mj ,

σres =
∏

(idj ,sj)∈Q

e(σ
sj
i,j , pk

s
i ),

and returns the response (µ, σres) to A.

Guess: A checks whether the response is valid, and out-
puts an i′ ∈ {1, · · · , d}.

Adversary A outputs the guess as i′ ∈ {1, · · · , d} rep-
resenting user’s identity. If A wins the game, i.e. the
identity is true. Assume i 6= i′, then we can easily gen-
erate two identical responses which stem from two tags
produced by ui and ui′ for the same message. That is
to say, the advantage for A to distinguish user’s identity
from the response is negligible. As a result, A can gain
no more information from the response than randomly
guessing the signer of the tag even if A holds all users’
secret keys.
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6.4 Unforgeability of Tokens

When a user needs to upload a message to CS, the hash
value of the message should be sent to CS to check
whether a duplicate has been stored in CS or not. If
there is no duplicate in CS, user needs to upload the tu-
ple (index,message, tag) and a Bloom filter. However, if
there is a duplicate already stored in CS, an additional
PoW protocol is needed in order to avoid the case that
a malicious user only knows the message’s hash value in-
stead of the real message. Briefly speaking, the proposed
scheme uses Bloom filters to match the tokens generated
by user to conduct the PoW challenge.

Since the parameters in PoW protocol are independent
from the main scheme and none of the available PoW
schemes utilizing Bloom filter gives out a concrete security
proof, security analysis is given in this part. According
to a classical PoW scheme proposed by Blasco et al. [3],
the security of our scheme focuses on the unforgeability
of message’s tokens.

The PoW challenge requires user to produce tokens
for t message blocks at randomly chosen positions. Once
received by CS, the tokens are processed with pseudoran-
dom function and checked for membership in the corre-
sponding Bloom filter.

Suppose a malicious user wants to gain access to mes-
sage mj . If the malicious user possesses several message
blocks and attempts to pass the PoW challenge, he needs
to generate all tokens of the t message blocks challenged
by CS. Considered by Blasco et al. [3], if the malicious
user possesses only a few message blocks, the parameters
of Bloom filter are set to a proper range, and t is large
enough, then the probability that the malicious user suc-
cessfully forges message blocks’ tokens and thus passes
the PoW challenge is negligible. We should be aware that
a user can pass the PoW protocol when he possesses al-
most all mj ’s message blocks. However, this user can be
regarded as a legitimate user for mj since he almost pos-
sess the message.

7 Efficiency Evaluation

In this section, we evaluate the performance of our mech-
anism and provide a comparison among several schemes
[1, 13,14,26].

7.1 Communication Overhead

According to the description in Section 4, our mechanism
does not introduce communication overhead to users dur-
ing Initialize, KeyGen and Verify algorithms. The
size of the Bloom filter BFi is t · |q| bits. The size of
an auditing message (Q, pkchal) is k · (|I| + |q|) + p · |q|
bits. The size of an auditing proof (µ, σres) is 2t · |q|
bits. Therefore, if the message is a new one for CS,
the total communication overhead of an auditing task is
(k+p+2t+1)|q|+k|I| bits, otherwise the total communi-
cation overhead is (t+k+p+2t+1)|q|+k|I|+ |m|+t bits.

It is obvious that if there is a duplicate in CS, the commu-
nication overhead is smaller than the case that there is no
duplicate. Table 2 provides a comparison between some
existing schemes [1, 13, 14, 26] about the communication
cost.

7.2 Computation Overhead

As shown in the FileUpload algorithm of the proposed
scheme, user generates a Bloom filter by splitting message
into n blocks, and then computes the authentication tag
on the file-level. Under condition that CS receives a new
message, the computation cost of uploading a message is
2exp+ (n+ 4)hash+ 2mul+ 2pair+ n · prf . Otherwise,
the corresponding computation cost is exp+(t+1)hash+
t · prf . Moreover, the computation cost of auditing phase
is (n + 3k + 1)exp + k · hash + 3k ·mul + (2n + k)pair.
Therefore, the total computation cost of our mechanism
is (n+3k+3)exp+(n+k+4)hash+(3k+2)mul+(2n+
k + 2)pair + n · prf if the message is a new one for CS.
Otherwise, the total computation cost is 3exp+ (n+ t+
5)hash+2mul+2pair+(n+t)prf . Evaluating the existing
schemes [1, 13, 14, 26], we provide a detail comparison in
Table 3 along with some notations in Table 4.

As shown in Table 3, since our scheme can verify the in-
tegrity of several messages instead of one message during
one challenge-and-response protocol, the efficiency of the
proposed scheme is a little lower than Kardas and Kiraz’s
scheme [13] in Challenge and Respond algorithms.

However, the proposed scheme has advantage on effi-
ciency during KeyGen and FileUpload due to the use
of asymmetric encryption and signature in Kardas and
Kiraz’s scheme [13].

Furthermore, Alkhojandi and Miri’s scheme [1] and our
proposed scheme have almost the same efficiency, while
the former has two security problem as discussed in Sec-
tion 1. So, all these above indicate that the proposed
scheme achieves a better trade-off for efficient and secure
than the existing schemes.

By utilizing the Pairing Based Cryptography (PBC)
Library, an efficiency experiment result is given under the
Linux environment. The following experiments run on a
personal computer with its configuration parameters as
Intel Core i5 2.5 GHz Processor and 4 GB RAM. We as-
sume that the size of element in G1 and Zp is 160 bits, the
size of one message block is 2 KB, the size of an element
in set I is 20 bits. The experiment result given below
comes from the average of 50 experiments.

Figures 2 and 3 show the communication time changes
when k ranges from 100 to 300. Meanwhile, Figure 4
shows the computation time with t ranges from 50 to 250.
Figures 2 and 3 indicate that with the increasing number
of auditing message blocks, communication in Yuan and
Yu’s scheme [26], Li et al.’s scheme [14] and our scheme
has an upward trend, which indicates these three schemes
apply to smaller amount of data. However, our scheme
has a higher efficiency than Yuan and Yu’s scheme [26]
and Li et al.’s scheme [14]. Though Alkhojandi and Miri’s
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Table 2: Communication overhead comparison

Scheme There is a duplicate in CS The message is a new one for CS
Yuan et al. [26] (k + t)|I|+ (k + 4)|q|+ ( tn + 1)|m| (k + t)|I|+ (k + 4)|q|+ ( tn + 1)|m|
Naelah et al. [1] k|I|+ (n+ t+ 6)|q|+ ( tn + 1)|m|+ k + t k|I|+ (n+ 6)|q|+ 2 · |m|+ k

Li et al. [14] k|I|+ (n+ 2k + t+ 2)|q|+ |m|+ k + t k|I|+ (3n+ 2k + 3)|q|+ |m|+ k
Kardas et al. [13] 6|q|+ 7|m|+ t k|I|+ (n+ 4)|q|+ (n+ 2)|m|+ n+ k + t

Ours k|I|+ (k + p+ 3t+ 1)|q|+ t k|I|+ (k + p+ 2t+ 1)|q|+ |m|

Table 3: Computation overhead comparison

Schemes KeyGen FileUpload Challenge Respond Verify

Yuan et al.
[26]

(n+ 2)exp
(t+ 1)hash+

(2n+ t+ 3)exp+
(2t+ 1)mul + 4pair

-
k · (n+ 1)mul+

(k + 1)exp
khash+ (k + 1)
exp+ 4pair

Naelah et al.
[1]

exp+ pair
2n · hash+ 2n·
exp+ t ·mul -

hash+ 3k · exp+
(3k + 1)mul+

k · pair

kt · hash+
(kt+ 2t+ 1)exp+

(t+ 1)pair

Li et al.
[14]

exp
(n+ 1)hash+
(nt+ 2)exp+
n · (t+ 3)mul

- (k+ 1)mul+ kexp
(k + 1)hash+
2pair + exp

Kardas et
al. [13]

2hash+ prf
(n+ 1)AsymEnc+

n · hash+ n·
exp+ n ·mul

-
k · exp+ 2k·

mul + pair + hash
2pair+ (k+ 4)exp

Ours exp
t · hash+ 2mul+

2pair + exp
(n+ 1)exp

(2n+ k)pair+
2k ·mul + k · exp

k · hash+ 2k · exp
+k ·mul + pair

Table 4: Notations

Notation Significance
exp One exponentiation operation
hash One hashing operation
mul One multiplication operation
pair One pairing operation on e : G1 ×G1 → G2

prf One pseudorandom function operation
AsymEnc An asymmetric encryption or signature
|I| The size of an element of set I
|q| The size of an element of Zp or G1

|m| The size of the message m
p The number of users within the group
k The number of selected blocks during challenge
n The number of blocks in one message mi

t The number of blocks CS choose to challenge users during PoW
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Figure 2: Communication overhead when there is no du-
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Figure 4: Computation overhead

scheme [1] and Kardas and Kiraz’s scheme [13] both have
the advantage of communication time compared with our
scheme, Figure 4 indicates that the computation time of
their schemes are higher than ours. Thus, the experimen-
tal results are in great agreement with the above theoret-
ical analysis.

8 Conclusions

In this paper, we have proposed a privacy-preserving pub-
lic auditing system with data deduplication, which pro-
vides data integrity and storage efficiency in cloud com-
puting. Traditional privacy-preserving auditing schemes
apply ring signature or group signature to achieve
anonymity. And this kind of technology inevitably causes
the tag size significantly large. Thus, we use another way
to guarantee users’ identity privacy against the TPA in
order to reduce the tag size. In the proposed scheme, the
tag generation algorithm reduces the tag size to only one
element. On the other hand, our scheme uses Bloom fil-
ter to perform PoW protocol during deduplication, which
can be more efficient than some state of the art solutions.
Efficiency analysis indicates that the proposed scheme
achieves a better trade-off between efficiency and function
compared with existing schemes with similar features.
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Abstract

The Japan rail (JR) pass is the most economical means
to travel around Japan through public transportations.
Therefore, the passenger authentication for JR pass has
become a very typical and popular smart-card based ap-
plication. However, a traditional passenger authentica-
tion scheme for the JR pass has two major problems: 1)
The passenger must present his/her passport to the atten-
dant each time for the authentication, increasing the prob-
ability of losing the passport; 2) The passenger’s passport
number, which is printed on the JR pass for authentica-
tion, may reveal the passenger’s personal information. To
overcome these security and privacy weaknesses, we inno-
vatively propose a cloud-assisted passenger authentication
scheme for the JR pass based on image morphing tech-
nique. Analyses show that the method of our proposed
scheme is quite simple to implement and can resist well-
known attacks.

Keywords: Cloud-assisted; Image Morphing; Japan Rail
(JR) Pass; Passenger Authentication; Security

1 Introduction

Nowadays, user authentication is used extensively in
many applications in the field of information security. The
remote user authentication mechanism was originally pro-
posed by Lamport [8] in 1981. There are two parties in
the authentication mechanism, i.e., a user and a server.
The user is allowed to set a password and transmits it to
the server secretly for registration. When the user wants
to gain some services from the server, he/she must be re-
quested to provide the password to the server to authen-
ticate his/her identity. Unfortunately, the server must
maintain a verifier table [8] that preserves some personal
information of the users. When the number of users in-
creases drastically, it requires huge storage space for the
verifier table. Moreover, the use of the verifier table risks

a severe security problem such that the theft of the veri-
fier table can induce a leak of users’ private information.
Given that a smart card can enhance security as well as
efficiency, many authentication schemes [7,9,10] based on
smart card have been proposed.

In a smart card-based authentication scheme, each user
is assigned a smart card rather than central storage for
confidential information as used in conventional schemes.
Each smart card stores some holders’ personal informa-
tion, thereby significantly diminishing the risk of informa-
tion leak and increasing the storage efficiency [10]. The
smart card can also preserve additional information used
for tamper-proof to increase security.

The smart card-based authentication consists of a card
authentication process and a user authentication pro-
cess [9]. After the smart card is registered to the server,
the registered information is stored in the smart card and
then transmitted to the terminal to judge the legality of
the card. It is considered more secure since the card au-
thentication process can be achieved only between the
smart card and the terminal rather than involving the
server. However, even if the card authentication is passed,
it cannot ensure that the card holder is the true user.
Thus, the user should be authenticated after the card au-
thentication. Biometrics information [6, 11] such as fa-
cial features, fingerprint and iris of the user is usually
requested to provide for the user authentication. Because
biometrics information of two different people cannot be
identical, the illegal user can be immediately identified
if he/she cannot offer the biometrics information unique
to the true user’s body. For convenience, the biometrics
information of the true user is often stored or printed on
the smart card. When the card is used, a human operator
performs a face-to-face authentication of the card holder
by comparing the biometrics information offered by the
card holder with that of the true user. If the biomet-
rics information are the same, the human operator can be
convinced that the card holder is legal.
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The concept of smart card-based authentication can
be used in many applications in our real life thanks to
its advantages in high security and low cost. The au-
thentication for Japan rail (JR) pass [1, 2] is a very typ-
ical and popular application among these applications.
Therefore, inspired by the card user authentication, we
will propose a novel method to authenticate users for the
JR pass in this paper. The JR pass [1], provided by the
Japan Railways Group, is the most economical means to
travel around Japan through public transportations such
as trains, buses and ferries. However, the JR pass can only
be used by overseas tourists for sight-seeing and Japanese
nationals living outside of Japan who meet some particu-
lar requirements. Only eligible passengers can purchase 7,
14 or 21 day length JR pass to plan their trip. In fact, a
JR pass can be regarded as a smart card. Therefore, how
to efficiently authenticate the eligible passenger when the
JR pass is used becomes a crucial issue.

Now let us take a look at the way that a traditional pas-
senger authentication scheme for the JR pass conducts [2].
An eligible passenger can purchase a JR pass at a sales
office at a JR station or a travel agency by presenting
his/her passport to the attendant. Then, the passenger
is issued with a JR pass on which the passport number is
printed. Before every boarding, the validity of the passen-
ger should be authenticated by an attendant at a manned
ticket gate at a JR station. For the authentication, the
passenger is requested to present his/her JR pass and
passport together to the attendant. The attendant then
confirms that the passenger is the owner of the passport
and the passport number on the JR pass is the same as
that on the passport. The passenger is permitted to board
only if the authentication is passed.

Although the above mentioned passenger authentica-
tion is simple to implement, it leads to two security prob-
lems. First, the passenger must present his/her passport
to the attendant each time for the authentication, which
means that the passenger needs to carry the passport all
the time so that the passport is easy to get lost. Sec-
ond, the passport number should be printed on the JR
pass to perform the authentication. Unfortunately, the
disclosure of the passenger’s personal information (i.e.,
passport number) may happen if the JR pass is stolen,
lost or discarded when it expires. To overcome these
weaknesses, we will innovatively propose a more secure
passenger authentication scheme for the JR pass based
on image morphing. Image morphing [3] is a technique
which is originally used to produce special visual effects
in movie industry. It creates a morphed image by using
two images, one called source image and the other called
target image. The created morphed image looks like both
the source image and the target image if they have similar
structures. This impressive feature makes image morph-
ing a newly widespread approach in the area of authenti-
cation [12–16]. In this paper, a cloud-assisted passenger
authentication scheme for the JR pass using image mor-
phing is proposed to increase the security efficiently. To
the best of our knowledge, the proposed scheme is the first

authentication scheme for the JR pass that combines im-
age morphing and cloud storage techniques. The unique
characteristics of the proposed scheme are listed below:

1) To effectively protect the passenger’s privacy, the
passenger’s passport number is no longer printed on
the JR pass; instead, facial features of the passen-
ger are employed for authentication. In particular, a
morphed image is generated by the face image of the
passenger and a pre-selected reference image through
morphing, thereby hiding the face image of the pas-
senger into the morphed image.

2) The generated morphed image is stored on the cloud
storage, which efficiently avoids the disclosure of the
passenger’s personal information.

3) The authentication for the JR passenger is quite sim-
ple. When the JR pass is used, only an image de-
morphing process is performed to verify the validity
of the passenger. An attendant at a manned ticket
gate uses the morphed image stored on the cloud stor-
age and the reference image to restore the face image
of the passenger through de-morphing. This method
can significantly increase both security and conve-
nience since the passenger’s passport never needs to
be used during the authentication.

The rest of the paper is organized as follows. In Sec-
tion 2, we offer an overview of image morphing and some
user authentication schemes based on image morphing.
Section 3 proposes a cloud-assisted passenger authentica-
tion scheme for the JR pass using image morphing. Sec-
tion 4 analyzes the correctness and security of the pro-
posed scheme. Ultimately, our conclusions are given in
Section 5.

2 Preliminaries

In this section, we introduce some background knowledge
before presenting the proposed scheme. We first give the
basic knowledge of image morphing, and then describe
some related authenticated scheme using image morphing.

2.1 Image Morphing and De-Morphing

Image morphing technique [3] uses a source image and a
target image to create a morphed image that looks like
both the source image and the target image if they have
similar structures. Image de-morphing, as its name im-
plies, is the reverse of image morphing that restores the
source image (or the target image) from the morphed im-
age and the target image (or the source image). In the
following, we will briefly introduce how image morphing
and de-morphing work, respectively.

The source image and the target image are denoted as
Is and It with the size of N1 ×N2, respectively. Now we
present how to generate the morphed image Imst using Is
and It.
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2.1.1 Image Morphing Process [3]

Step 1: Choose n(n ∈ N) control pixel pairs. One
pixel chosen from Is and its corresponding pixel cho-
sen from It constitute a control pixel pair. Assume
that (xsi , y

s
i ) and (xti, y

t
i) for i = 1, 2, . . . , n denote

the coordinates of ith control pixel in Is and It, re-
spectively. The coordinates of all the selected control
pixels in Is and It, represented as matrices Cs and
Ct, are shown as follows:

Cs =

[
xs1 xs2 . . . xsn
ys1 ys2 . . . ysn

]
(1)

Ct =

[
xt1 xt2 . . . xtn
yt1 yt2 . . . ytn

]
(2)

Step 2: Calculate horizontal and vertical dis-
tances of control pixel pairs in Is and It.
Horizontal-distance vector D1 and vertical-distance
vector D2 are computed as follows:

D1 =
[
xs1 − xt1 xs2 − xt2 · · · xsn − xtn

]
(3)

D2 =
[
ys1 − yt1 ys2 − yt2 · · · ysn − ytn

]
(4)

Step 3: Calculate horizontal and vertical dis-
tances of all corresponding pixel pairs in Is
and It. In order to retrieve the distances of all cor-
responding pixel pairs from n control pixel pairs, lin-
ear interpolations are made on D1 and D2, and then
interpolation matrices B1 and B2 with the size of
N1 × N2 are generated. Obviously, the component
in matrix B1, denoted as b1(x, y), represents the hor-
izontal distance between the pixel (x, y) in Is and
its corresponding pixel in It. Accordingly, the com-
ponent in matrix B2, denoted as b2(x, y), represents
the vertical distance between the pixel (x, y) in Is
and its corresponding pixel in It. For more detailed
information about the implementation of interpola-
tion, interested readers can refer to Ref. [14].

Step 4: Warp the source image and the target im-
age. Assume that α(0 ≤ α ≤ 1) is the morphing
rate. To warp the source image Is, the pixel (x, y)
in Is is shifted by [αb1(x, y)] in the horizontal direc-
tion and by [αb2(x, y)] in the vertical direction. The
following equation accurately describes the warping
process for the pixel (x, y) in Is:

pws (x, y) = ps(x+ [αb1(x, y)], y + [αb2(x, y)]), (5)

where ps(x, y) and pws (x, y) are the gray values of
pixel (x, y) in Is before and after warping, and [h] is
the rounding of h. Then, the warped source image
Iws is generated when the shift of all the pixels in Is
completes.

The target image It is warped by a similar means.
To warp the target image It, the pixel (x, y) in It is

shifted by [(1−α)b1(x, y)] in the horizontal direction
and by [(1−α)b2(x, y)] in the vertical direction. The
warping process for the pixel (x, y) in It is defined as
follows:

pwt (x, y) = pt(x+ [(1− α)b1(x, y)],

y + [(1− α)b2(x, y)]),
(6)

where pt(x, y) and pwt (x, y) are the gray values of
pixel (x, y) in It before and after warping. After that,
the warped target image Iwt is generated.

Step 5: Generate the morphed image. The mor-
phed image Imst is created by using the warped source
image Iws , the warped target image Iwt and an appro-
priate morphing rate α as follows:

Imst = (1− α)Iws + αIwt . (7)

Image de-morphing is the reverse of image morphing
that restores the source image (or the target image) from
the morphed image and the target image (or the source
image). In the following, we take the reconstruction of
the source image as an example to explain the process of
de-morphing. It is noticed that the de-morphing oper-
ation is on the assumption that we have already known
the coordinates matrix Cs, the target image It, the coordi-
nates matrix Ct, the morphed image Imst and the morphing
rate α. First, horizontal-distance vector D1 and vertical-
distance vector D2 for control pixel pairs from the source
image Is and the target image It are computed by Equa-
tions (3) and (4). Then, interpolation matrices B1 and
B2 are obtained after linear interpolations are made on
D1 and D2. After that, the warped target image Iwt is
obtained by Equation (6). According to Equation (7),
the warped source image Iws can be computed as:

Iws =
Imst − αIwt

1− α
(8)

Finally, every pixel in Iws can easily return to the original
location in Is by the following operation:

ps(x, y) = pws (x− [αb1(x, y)], y − [αb2(x, y)]), (9)

and then the restored source image Idest→s is generated
immediately.

An example of the processes of image morphing and
de-morphing is shown in Figure 1. The source image and
the target image, selected from Yale face database [5],
are shown in Figures 1 (a) and 1 (b), respectively. The
Morphed image created by Figures 1 (a) and 1 (b) with
the morphing rate α = 0.5 is illustrated in Figure 1 (c).
Figure 1 (d) illustrates the restored source images by de-
morphing.

2.2 Related Work

In recent years, image morphing is used extensively in user
authentication schemes [12–16]. Zhao and Hsieh [16] pro-
posed a card user authentication scheme using the user’s
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(a) (b) (c) (d)

Figure 1: Image morphing and de-morphing: (a) source image; (b) target image; (c) morphed image (α = 0.5); (d)
recovered source image (α = 0.5)

face image as important information for authentication.
In their scheme, a morphed image is created by the face
image of the card user and a reference image and then
is printed on the card. Thus, the face image of the card
user is actually concealed into the morphed image. When
the card is used, a human operator should authenticate
the identity of the card holder. The operator uses the
morphed image and the reference image to recover a face
image through de-morphing. If the recovered image is
identical to the face image of the card user, it indicates
that the card holder is legal and he/she can use the card
to obtain required services. In addition, the authors ex-
tended the image morphing to the case when l(l > 1)
reference images are used and called it generalized image
morphing. A user authentication scheme using general-
ized image morphing was also proposed and the security
was analyzed thoroughly.

One of the most crucial issues in image morphing is to
increase the visual effect of the morphed image [12, 15].
Thus, many algorithms focusing on the optimization of
the selection of control pixel pairs from the source image
and target image are proposed to achieve this goal. Also,
these improved image morphing techniques are applied
to the design of authentication schemes. In 2013, Mao et
al. [12] proposed an edge directed automatic control pixel
selection algorithm for better edge detection during mor-
phing instead of manual selection. The experimental re-
sults showed that the new algorithm can increase both
accuracy and efficiency of morphing. Zhao et al. [15] used
an interactive genetic algorithm (IGA) to build an ap-
propriate feature point set (FPS) to make more natural-
looking morphed images. Thus, their previously proposed
card user authentication scheme [16] can be enhanced by
using the improved morphing method. Later, in 2015,
Mao et al. [13, 14] innovatively proposed two authentica-
tion schemes based on image morphing. In [13], Mao et
al. first presented a source-based image morphing (SBIM)
algorithm that selects control pixels only in the source
image. Accordingly, the de-morphing employs the co-
ordinates of control pixels only in the source image to
recover the original source image. Furthermore, a novel
proxy user authentication (PUA) authentication scheme
based on SBIM was proposed. The scheme can authenti-
cate both a primary user and a proxy user who acts as a
deputy of the primary user via image exchange. The key
agreement scheme proposed in [14] is also implemented
by image exchange. A communication user uses a pre-

assigned secret image as the source image and another
selected image as the target image to generate a morphed
image, and then sends it to the receiver. The receiver
reconstructs the target image from the morphed image
and the source image by de-morphing. A secret session
key can be established if the reconstructed target image
is the same as the original target image. Moreover, the
key agreement scheme can resist both active and passive
attacks.

3 Proposed Scheme for JR Pass

In this section, we propose a novel passenger authentica-
tion scheme for the JR pass, which innovatively adopts
image morphing and cloud storage techniques to signifi-
cantly enhance the security compared to traditional JR
pass authentication mechanisms. Our proposed scheme
involves four entities, i.e., a passenger, an attendant with
a terminal at a sales office, an attendant with a termi-
nal at a manned ticket gate and a set of cloud storage
servers. An eligible passenger can purchase a JR pass
with his/her passport from an attendant at a sales office.
Only an assigned JR pass number appears on the pass for
privacy protection and is used for authentication. Mean-
while, a morphed image that hides the face image of the
passenger is generated and then stored on a cloud stor-
age server. When the passenger wants to board a vehicle,
an attendant at a manned ticket gate must authenticate
the validity of the passenger. According to the number
printed on the JR pass, the attendant retrieves the mor-
phed image corresponding to the passenger from the cloud
storage servers, and then recovers the face image of the
passenger by de-morphing the morphed image. The pas-
senger is permitted to board only if the authentication is
passed.

Our proposed scheme mainly consists of the pass buy-
ing phase and the passenger authentication phase. The
following subsections elaborate both phases of the pro-
posed scheme.

3.1 Definition of Notations

Before the detailed description of both phases, the defini-
tion of the notations used in the proposed scheme is given
in Table 1.
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Table 1: Notations used in the proposed scheme

Notation Definition
Ij Original image j
Iwj Warped image j

Imjk Morphed image using Ij as the
source image and Ik as the target
image

Idejk→j Restored source image j from Imjk
via de-morphing

Cj Coordinates of the control pixels of
Ij

αj(0 ≤ αj ≤ 1) Morphing rate corresponding to Ij
M Morphing function

DM De-morphing function
PGj Passenger j whose face image is Ij
PIDj Number of the JR pass held by

PGj
INDj Index of PIDj in the set of all

sorted JR pass numbers
ADS Attendant at a sales office
TS Terminal at a sales office
ADG Attendant at a manned ticket gate
TG Terminal at a manned ticket gate
CSS Cloud storage servers
Lmjk Location on CSS where Imjk is

stored

3.2 Pass Buying Phase

In this phase, an eligible passenger purchases a JR pass
from an attendant at a sales office. Different from the
traditional JR pass, the passenger’s passport number is
no longer printed on it so that the disclosure of private
information can be avoided efficiently. Instead, only an
assigned, unique number appears on each JR pass for sale.
Moreover, all the JR pass numbers are sorted by value
in ascending order and the index of each number in the
sorted set is recorded. On the other hand, a morphed
image that conceals the face image of the passenger is
generated and then stored on a cloud storage server. The
JR pass number and the morphed image are two essential
elements for later authentication. This phase is described
in detail as follows and demonstrated in Figure 2.

Step 1: Passenger PGj presents his/her passport to an
ADS.

Step 2: ADS verifies the submitted passport to confirm
that PGj is eligible.

Step 3: If PGj is an eligible passenger, ADS takes a
digital photograph Ij of PGj as the face image of
PGj . Image Ij contains PGj ‘s distinct facial features
and is used as the source image for morphing.

Step 4: ADS uses an authorized terminal TS to gen-
erate a morphed image. First, TS retrieves a pre-

selected reference face image Ik as the target image
for morphing. It should be noticed that the same
target image Ik is used for face images (as source
images) of different passengers. Then, TS selects co-
ordinates of the control pixels Cj of Ij , coordinates
of the control pixels Ck of Ik and the morphing rate
αj . Finally, TS generates a morphed image Imjk using
Ij and Ik as

Imjk = M(Ij , Ik, Cj , Ck, αj). (10)

Step 5: TS selects a JR pass with a printed number
PIDj on it for PGj . TS obtains the index INDj of
PIDj in the set of all sorted JR pass numbers. Then,
TS sends INDj and Imjk to cloud storage servers
CSS.

Step 6: CSS chooses the INDth
j vacant location Lmjk in

a specified space on itself to store Imjk. From this step,
we can infer that the location of Imjk on CSS depends
on the value of JR pass number PIDj . That is, a
smaller PIDj leads to a smaller INDj , thus a lower
location of Imjk on CSS.

Step 7: TS stores Cj and αj on the JR pass and then
issues the pass to PGj .

3.3 Passenger authentication phase

After the pass buying phase is completed, the passenger
obtains a JR pass. When a JR pass holder wants to board
a vehicle, an attendant at a manned ticket gate must au-
thenticate that the holder is the true user of the JR pass.
A morphed image is retrieved from CSS according to the
number printed on the JR pass, and then it is used to
restore a face image via de-morphing. If the restored face
image is the same as that of the JR pass holder, it can
be convinced that the holder is a legal passenger. The
passenger authentication phase is described as follows.

Step 1: Passenger PGj presents the JR pass that he/she
holds to an ADG.

Step 2: ADG inserts the JR pass into an authorized ter-
minal TG and TG verifies that the pass is legal. After
that, TG extracts PIDj , Cj and αj from the pass.

Step 3: TG obtains the index INDj of PIDj and then
sends INDj to CSS.

Step 4: CSS uses INDj to determine the location Lmjk
where the morphed image Imjk is stored, and then re-
trieves Imjk.

Step 5: CSS sends Imjk to TG.

Step 6: TG restores a face image via de-morphing. First,
TG retrieves the reference image Ik that is used as
the target image in previous morphing. Then, TG
selects coordinates of the control pixels Ck of Ik.
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Figure 2: Pass buying phase of our proposed scheme

Finally, TS restores a face image Idejk→j from the
morphed image Imjk and the target image Ik by de-
morphing as

Idejk→j = DM(Imjk, Ik, Ck, Cj , αj). (11)

Step 7: ADG manually compares the restored face im-
age Idejk→j with the face of passenger PGj . If they
are the same, PGj is a legal passenger; otherwise,
the authentication fails.

The passenger authentication phase is demonstrated in
Figure 3.

4 Correctness and Security Anal-
yses

4.1 Correctness Analysis

Correctness means that the face image of each passenger
can be restored correctly in the passenger authentication
phase of our proposed scheme. After the pass buying
phase is completed, the passenger PGj obtains a JR pass
which has a unique, printed number PIDj and stores the
coordinates of the control pixels Cj of PGj ’s face image Ij
and the morphing rate αj . Meanwhile, PGj ’s correspond-
ing morphed image Imjk that conceals the information of
Ij is stored on the cloud storage server CSS. Therefore,
the keys for reconstructing PGj ’s face image Ij are dis-
tributed among different places to enhance the security.

Let Key1, Key2 and Key3 denote three different keys
for reconstructing the image Ij through de-morphing.
These three keys are described as follows: (1) Key1 =
{PIDj , Cj , αj}. Key1 is stored on the JR pass held
by PGj . Among the three elements of Key1, the JR
pass number PIDj is printed explicitly on the pass. (2)
Key2 = Ik. Key2 is a reference face image Ik which works
together with Ij to generate a morphed image Imjk. It is
secure enough to have a same Key2 for different Ij be-
cause the combination of different Ij and a same Key2

can generate distinguished morphed images. Thus, Key2
can be stored on a local memory and is retrieved easily
by all terminals TS and TG. (3) Key3 = Imjk. Key3 is
stored on the CSS and the location where Key3 is stored
has a relationship with the value of PIDj in Key1.

Actually, the pass buying phase is an image morphing
process and the passenger authentication phase is a de-
morphing process. Since de-morphing is the reverse of
morphing, TG can successfully reconstruct the face image
of the passenger through de-morphing as long as it can
obtain the same parameters used in previously conducted
morphing. In other words, if TG can obtain all the keys
Key1, Key2 and Key3, it can ensure that face image of
the passenger restored by TG is correct. As shown in
Figure 4, TG can directly retrieve Key1 from the JR pass
and Key2 from the local memory, and immediately selects
Ck of Ik by using Key2. To obtain Key3, TG must send
the index INDj of PIDj to CSS. Then, CSS uses INDj

to determine where Imjk is stored and then transmits Imjk
to TG. Consequently, TG obtains the same parameters
{Cj , αj , Ik, Ck} employed in the previous morphing and
the output image Imjk of morphing.

According to the obtained parameters, TG can restore
the face image of the passenger. First, horizontal-distance
vector D1 and vertical-distance vector D2 are computed
by using Cj and Ck. Then, interpolation matrices B1 and
B2 are obtained according to D1 and D2. Afterwards, the
warped target image Iwk is obtained by Equation (6) and
the warped source image Iwj is computed by Equation (8).
Finally, all pixels in Iwj are shifted to their original loca-
tions in Ij by Equation (9) and the restored source image
Idejk→j is obtained. Therefore, Idejk→j is the same as the
face image Ij of PGj , which implies that the correctness
of our proposed scheme is achieved.

To further prove the correctness, some experiments uti-
lizing the field morphing method [3] are conducted and
the results are shown in Table 2. Assume there is a pas-
senger PG1 whose face image is I1. In the pass buying
phase, the morphed images with different morphing rates
(α1 = 0.1, 0.3, 0.5, 0.7 and 0.9) can be generated from
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Figure 3: Passenger authentication phase of our proposed scheme

Figure 4: Keys for passenger authentication

Table 2: Experimental results

Source Image I1 Target Image I2

(for Passenger PG1)
Morphing Rate α1 = 0.1 α1 = 0.3 α1 = 0.5 α1 = 0.7 α1 = 0.9

Morphed Image Im12

Restored Image Ide12→1

PSNR of Ide12→1 35.14 dB 34.83 dB 32.91 dB 31.67 dB 31.45 dB
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the source image I1 and the target/reference image I2,
as demonstrated in Table 2. It is observed that the mor-
phing rate α1 plays a very important role in the way the
morphed image looks like for the given source image and
target image. Therefore, the morphed image can be more
similar to the source image when a smaller α1 is set; on
the contrary, the morphed image can be more similar to
the target image when a larger α1 is set. Table 2 also illus-
trates the restored images from different morphed images
in the passenger authentication phase. The visual quality
of the restored image is very good, thus it is impossible to
visually perceive the slight difference between the original
source image and the restored one.

4.2 Security Analysis

In this subsection, we analyze that our proposed scheme
can enhance security significantly in terms of protecting
the passenger’s privacy and resisting well-known attacks.

First, the passenger’s confidential information can be
protected efficiently. No confidential information about
the passenger but only a unique number is printed on the
JR pass. This can guarantee that if the JR pass is stolen
or discarded when it expires, no one can obtain the per-
sonal information from the pass. Moreover, although the
face image of the passenger is used for authentication by
our proposed scheme, it is not stored anywhere. Instead,
a morphed image that hides the face image of the pas-
senger is generated. To further protect the passenger’s
privacy, the morphed image is stored on CSS which can
be retrieved only by authorized attendants in JR stations
and the location for the storage of the morphed image is
associated with the JR pass number. Even if an unau-
thorized person retrieves the morphed image from CSS,
he/she is unable to know who the true passenger is since
the morphed image is unlike the passenger’s face image.
In addition, the passport never needs to be carried with
the passenger during the whole process of authentication,
which extremely decreases the probability of losing the
passport.

Next, we consider some attacking scenarios to analyze
whether our proposed scheme is secure. Usually, a mali-
cious attacker wants to impersonate the passenger to use
the JR pass. The attacker can pass the authentication
only if his/her face image can be restored by the atten-
dant ADG who takes responsibility of the authentication.
However, this impersonation attack will fail. Assume that
the attacker steals or duplicates the JR pass and then
presents it to an ADG. ADG conducts the operations of
authentication in Subsection 3.3 and restores a face im-
age via de-morphing. Because all the keys Key1, Key2
and Key3 for de-morphing are identical to those used in
morphing, ADG definitely restores the face image of the
true passenger. Then, ADG can immediately distinguish
the differences between the restored face image and that
of the attacker. Therefore, the attacker cannot pass the
identity authentication.

Since the attacker becomes aware that it is impossible

for him/her to pass the authentication in the above situ-
ation, he/she tries to forge the data in Key1 stored in the
JR pass. If the attacker modifies the parameter PIDj in
Key1 and sends Key1 to ADG, ADG will retrieve another
morphed image I ′

m
jk that was created from another pas-

senger’s face image, resulting in an incorrect Key3. Then,
ADG uses correct key Key2 and incorrect keys Key1 and
Key3 to restore a face image via de-morphing. However,
the restored face image is unlike that of the attacker due
to the incorrect keys so that the attack can be detected
easily. The attacker may also modify the values of Cj
and αj in Key1. Obviously, Key1 becomes incorrect and
it similarly leads to the fact that the restored face image
is different from that of the attacker. Therefore, no mat-
ter how to forge the information stored in the JR pass,
the attacker cannot make the face image of him/her look
the same as the restored one.

Moreover, an attacker may launch an attack on ADG
and obtain Key2, i.e, the reference face image Ik. Then,
the attacker can forge Key3 by creating a morphed image
using his/her face image and Ik. However, the attacker
cannot put the forged Key3 onto CSS since the attacker
does not have the privilege of accessing CSS. Thus, ADG
still retrieves correct Key3 rather than the forged Key3
and recovers a different face image from that of the at-
tacker. In a word, the attacker fails to launch the imper-
sonation attack on the true passenger due to the strategy
that the keys for authentication are distributed among
different places.

In the following, some experiments using the test im-
ages in Yale face database [5] and AT&T face database [4]
are performed to further support the above analyses. Four
attacking scenarios for impersonation attacks are consid-
ered, i.e.

1) The JR pass number PIDj in Key1 is modified with
the morphing rate αj = 0.5 while other elements in
Key1 are the same;

2) The coordinates of the control pixels Cj in Key1 is
modified with the morphing rate αj = 0.5 while other
elements in Key1 are the same;

3) αj is modified to be 0.8 while other elements in Key1
are the same;

4) Key3 is forged by morphing Ik in Key2 and the face
image of the attacker Iα with the morphing rate αj =
0.5.

Table 3 demonstrates the attacking results on passen-
ger PG1 under the four scenarios mentioned above, using
PSNR values to check whether the impersonation attacks
are successful. From Table 3 we can see that all of the
PSNR values are very small (less than 13 dB), which indi-
cates that the difference between the restored image and
the attacker’s face image is very large, evaporating the at-
tacker’s attempt to restore a similar face image to that of
him/her. Moreover, the PSNR values in the first and the
last scenarios are extremely small (5.67 dB and 7.38 dB).
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Table 3: Attack experiments

Legal User PG1 Attacker

(Image I1) (Image Iα)
Attacking Attacking Attacking Attacking
Scenario 1 Scenario 2 Scenario 3 Scenario 4

Recovered Image

PSNR 5.67 dB 12.47 dB 12.25 dB 7.38 dB

This is because the modified parameters in these two sce-
narios have made more significant impact on restoration
according to previous analyses in this subsection.

5 Conclusions

In this paper, we proposed a novel passenger authentica-
tion scheme for the JR pass, which innovatively adopts
image morphing and cloud storage techniques to signifi-
cantly enhance the security compared to traditional JR
pass authentication mechanisms. The proposed scheme
has the following contributions:

1) Only an assigned, unique number is printed on each
JR pass to protect the passenger’s privacy;

2) A morphed image is generated by the face image
of the passenger and a pre-selected reference image
through morphing, thereby hiding the face image of
the passenger into the morphed image;

3) The generated morphed image is stored on the cloud
storage, which efficiently avoids the disclosure of the
passenger’s personal information;

4) The authentication for the JR passenger is quite sim-
ple by performing an image de-morphing process.
The proposed scheme can significantly increase both
security and convenience according to our analyses.
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Abstract

The Cloud storage service allows data owner to outsource
data storage at the Cloud which introduces security chal-
lenges requiring an auditor to check the integrity of stored
data. This paper proposes an efficient auditing scheme for
checking the integrity of dynamic data outsourced at un-
trusted Cloud storage. This scheme based on the Boneh
and Boyen signature enables a third-party auditor to au-
dit the client’s data while preserving the privacy of the
data. The scheme is found to be secure in the standard
model. Complexity analysis shows the proposed scheme
is efficient when compared to existing schemes.

Keywords: Batch Auditing; Cloud Computing; Dynamic
Data; Privacy-Preserving Auditing

1 Introduction

Cloud computing introduces many attractive services.
One such service is the cloud storage where the Cloud
hosts the data and software of the client [21, 24]. Due
to the economic advantage it offers and its elastic nature
the service is very attractive for enterprises as well as indi-
viduals. However, the service introduces security concerns
for the clients. The client loses control over their own data
since it is stored in the Cloud servers. The data is put on
risk from various threats in terms of privacy and integrity,
both from within and outside the Cloud service provider.
To overcome these threats the client cannot remain reliant
on the assurance of the service provider alone. There is
need for additional checks. To take care of the privacy is-
sue the data can be transmitted and stored in encrypted
form [1]. Provisions need to be made for verification of
integrity of the data, preferably by an independent audi-
tor without compromising on privacy of the data to the
Cloud as well as the Auditor.

Various integrity checking schemes have been proposed

over the years to check the integrity of the stored data in
the Cloud. Integrity checking in these schemes is either
performed by the data owner or by a third-party audi-
tor who is employed by the data owner for verifying the
integrity of the data on their behalf [16].

This paper presents a scheme for storage of dynamic
Cloud data in the standard security model based on
Boneh-Boyen signature [4, 5]. The scheme allows pub-
lic auditability preserving data privacy. The scheme ex-
tends the Boneh-Boyen signature scheme that uses bilin-
ear mapping to allow integrity checking of encrypted data
so that the data privacy is not compromised while audit-
ing. It is shown that the proposed scheme is efficient and
secure through complexity analysis and simulation stud-
ies. The proposed scheme is designed to minimize the
computational load on the auditor in the verification pro-
cess. A mechanism is also presented for the scheme for
batch auditing in multi-owner and multi-Cloud environ-
ment.

The rest of the paper is organized as follows. Section 2
discusses the existing related works. Section 3 presents
the system model used and Section 4 presents the theoret-
ical preliminaries. The proposed auditing protocol is pre-
sented in Section 5. Section 6 discusses the dynamic data
operations with data integrity assurance support and Sec-
tion 7 analyses the security issues of the model. The per-
formance analysis is done in Section 8. Section 9 presents
the multi-owner and multi-Cloud batch auditing support
and Section 10 concludes the paper.

2 Related Works

Ateniese et al. [2] were the first one to propose provably
secure schemes using RSA-based Homomorphic Verifiable
Tag (HVT) to verify the integrity of stored data in the
cloud without retrieving the data from the cloud. Their
schemes have several drawbacks such as high overhead on
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server computation and communication cost and fails to
provide fully secure data possession. Their scheme only
supports static data. Zhu et al. [46] propose the Cooper-
ative PDP (CPDP) scheme which is based on homomor-
phic verifiable response and hash index hierarchy. Their
scheme emphasize on checking the integrity of client’s
data stored at multiple cloud service provider. Their
scheme considers only static data. Hanser et al. [14] pro-
posed a provable data possession based on elliptic curves
cryptosystem which allows the data owner and the third
party auditor to simultaneously audit the data outsource
at the cloud storage. Their scheme only provides prob-
abilistic guarantee of data possession and supports only
static data.

Juels et al. [18] proposed the first Proof of Retrievabil-
ity method where the sentinels are hidden among the reg-
ular data before outsourcing the data to the cloud storage.
The verifier checks the data on the basis of the sentinels
hidden among the data. Any changes in the data will af-
fect the sentinels. The number of challenge is restricted
by the number of embedded sentinels. Their scheme also
supports only static data. Shacham et al. [28,29] proposed
two compact PoR schemes. One is a public verifiable PoR
scheme built using BLS signature [6] and the other one is
a private verifiable PoR schemeusing the pseudo-random
function. Schwarz et al. [27] propose a challenge-response
scheme the data store remotely based on the algebraic sig-
nature properties in the peer-to-peer networks. Chen [10]
extended the algebraic signatures for checking the pos-
session of data in cloud storage. Their scheme has less
overhead on the server and the client as compare to ho-
momorphic based scheme. Their scheme also supports
only static data. Wang [36] proposed a proxy provable
data possession scheme using bilinear pairing technique.
Their scheme uses a proxy for checking the integrity of
the outsource data. Their scheme is also meant for static
data only.

Ateniese et al. [3] updated the static Provable Data
Possession methods called scalable Provable Data Posses-
sion based on symmetric key cryptography to make the
scheme dynamic and to increase the efficiency and scal-
ability. Their scheme supports data modification, data
appending and data deletion operations. Their scheme
restricts the number of updates and challenges and does
not support data insertion.

The schemes proposed by Wang et al. [34,35] also sup-
ports only partial dynamic data operations. Erway et
al. [12, 13] proposed Dynamic Provable Data Possession
which support full dynamic data operations such as inser-
tion, deletion, modification and appending. The authors
presented two varieties of Dynamic PDO scheme. The
first scheme utilizes rank based authenticated skip list for
supporting fully dynamic data operations and the second
scheme uses rank based RSA trees. Both the schemes
use homomorphic block tag. The first scheme does not
support privacy. Second scheme has high probability of
possession guarantee but incurs high computation as com-
pared to the first scheme and it lacks flexibility for data

updates. Wang et al. [37] proposed a scheme which en-
ables public auditing and supports full data dynamic op-
erations. Their scheme uses Merkle Hash Tree and bilin-
ear aggregate signature. Their scheme does not consider
privacy of the data from the auditor and incurs high com-
putation at the auditor side. The scheme proposed by Hu
et al. in [15], support dynamic data. However the privacy
of the data might be compromised as the server needs to
send linear combinations of the data as proof to the audi-
tor. Wang et al. [32, 33] proposed a scheme which solves
data leakage problem to auditor by using homomorphic
linear authenticator (HLA) and random masking before
sending the proof to the auditor. Their scheme suffers
from large storage overhead at the server side due to large
number of data tags. The scheme is found to be vulner-
able to attacks from a malicious CSP and an outside at-
tacker. The vulnerability of this scheme is because of the
inappropriate definition and the use of private/public pa-
rameters during signature generation. Worku et al. [38]
proposed a scheme which is more efficient than the pro-
tocol in [33]. However, Liu et al. [22] has shown that a
malicious Cloud service provider can still produce a proof
to the challenge given by an auditor without being caught
even after deleting all files of a data owner.

Li et al. [19] proposed a light weight integrity check-
ing scheme meant for low performance end devices. The
scheme is a privacy preserving public auditable and sup-
ports dynamic data operation. Since the scheme is for
low end devices data uploading is only for very small set.
Zhang et al. [45] propose a scheme taking into consider-
ation if the auditor colludes with the cloud server. The
scheme utilizes the Bitcoin to generate the challenge ran-
dom blocks and a check log file is maintained. The data
owner will check the check log file to confirm that the au-
ditor has done a fair integrity checking on the data. This
adds a computation overhead for the data owner.

The scheme proposed by Yang et al.. [39] supports dy-
namic data, batch auditing, and preserves data privacy in
random oracle model. The scheme uses Bilinearity prop-
erty of Bilinear pairing. The server presents the proof
of the data possession to auditor in an encrypted form
which auditor can only verify. The scheme uses index ta-
ble which will incur storage overhead proportional to the
file size on the auditor.

Chattopadhyay et al. [8], proposed a scheme using sim-
ple low cost Boolean based encryption and decryption for
image-files only. The encrypted data files will be shared
on the Cloud. A threshold (t, n)-secret sharing scheme
is used for obtaining the symmetric key. Liu et al. [23]
proposed a public auditing scheme for the regenerating-
code-based Cloud storage. In the absence of the data
owner a proxy which has a priviledge is used to regen-
erate athenticators thus allowing the data owner not to
be online all the time. Privacy of the data is preserved
by randomizing the encode coefficients with a pseudoran-
dom function. Chen et al. [11] proposed a remote data
possession checking (RDPC) scheme. Their scheme is
based on homomorphic hashing and the Merkle hash tree
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is used for enabling the data dynamics operations. Yu et
al. stated in their paper [43] that [11] schemes is vul-
nerable to forgery attack and replace attack launched by
a malicious server and their proposed scheme has shown
improvement to overcome this vulnerability.

Lin et al. [20] proposed a scheme for mobile prov-
able data possession. The scheme uses a hash tree data
structure and a Boneh-Lynn-Shacham [6] short signature
scheme. To reduce the computation overhead of the mo-
bile data owner for generating the tag of the data block,
trusted third party is utilized. Many communications
take place between the trusted third party and the data
owner while generating the data tag and that leads to
high communication overhead between the third party
and the data owner. Yi et al. [40] proposed a multi-copy
Provable Data Possession. The scheme considers that the
data owners stores multiple copies of sensitive data in the
cloud. The scheme gives assurance that multiple copies
of data are consistent with the latest version.

The scheme by Chen et al. [9] is based on homomorphic
network coding signature scheme. It does not support
dynamic data. Ma et al. [26] proposes an efficient privacy
preserving scheme based on homomorphic network coding
and RSA for the standard model and supports dynamic
data. The scheme does not consider batch auditing.

Various Cloud storage auditing exists [7, 41, 42] which
deals in key exposer problems. There are many in-
tegrity checking schemes for shared data among group
of users [17, 25, 30, 31, 44]. This paper does not go into
details of the shared data schemes since shared data is
not considered in the proposed scheme.

3 The System Model

The proposed auditing scheme considers the cloud stor-
age architecture as illustrated in Figure 1. This storage
architecture comprises three entities; The client or the
data owner, the Cloud servers and the third-party audi-
tor. The client creates data and stores it at the Cloud
storage. Upon requirement the client can retrieve and
update the data. The Cloud server stores and maintains
the client data and gives access the data to the client. The
auditor is a neutral trusted entity who has the expertise
and resources to perform integrity checking on large data
sets. The auditor periodically or upon request will chal-
lenge the Cloud server to provide proof of integrity of
the outsourced data. Based on the proof provided by the
Cloud server on the challenge sets, the third-party auditor
will deliver unbiased audit reports to the client.

The data integrity threats of the client data from the
server may be non-malicious or malicious. At any time, if
the integrity of the client data is compromised, the Cloud
servers may try to hide it so as to maintain its reputation.
Therefore, the Cloud server is considered untrusted. The
dynamic data stored on the cloud may face the following
attack [39]:

1) Replay attack : The client’s data may not be updated

Figure 1: System model

correctly on the server and to make up the mistake,
the server may use the previous uncorrupted pair of
data block and data tag, to replace the challenge pair
of data and data tag so that the auditing will passed.

2) Forging attack : If the Cloud server has the informa-
tion required for generating the data tags, it can forge
the data when the client updates his data to a new
version. The forging by the server may go undetected
by the auditor if suitable provisions are not made.

On the other hand, the integrity of the auditor is not
questioned. However unprotected data may lead to loss
of privacy. Hence the data is to be transmitted and stored
in encrypted form and the auditor should be able to verify
the integrity of the stored data with zero knowledge of the
content.

4 Preliminaries

The scheme proposed is primarily based on Bilinear Map
and Boneh-Boyen signature scheme. These are briefly dis-
cussed below

4.1 Bilinear Maps

Let G1, G2 and GT be multiplicative cyclic groups of
order p. Let g1 be the generator of G1 and g2 be the
generator of G2. A map e : G1 × G2 → GT will be a
bilinear map if it satisfies the following properties:

• Computable: an efficient algorithm exists for com-
puting map e;

• Bilinear : e(ua, vb) = e(u, v)ab for all u ∈ G1, v ∈ G2

and a, b ∈ Zp;

• Non-degeneracy :e(g1, g2) does not equal to 1.

4.2 Boneh-Boyen Signature Scheme

The Boneh-Boyen signature scheme is based on Bilinear
Mapping and it comprises the three functions of Key
Generation, Signing and Verification. These are defined
as follows.
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KeyGeneration: Generate the key pair (PK, SK) as fol-
lows. Choose random integers x, y → Z∗

p and com-
pute, A = gx2 ∈ G2 , B = gy2 ∈ G2 , z ← e(g1, g2) The
public key is PK =(g1, g2, A,B, z) and the private key
is SK =(g1, x, y).

Signing: Given a message m ∈ Zp and a private key
SK =(g1, x, y), select a random value r ∈ Zp and

compute S = g
1

(x+m+yr)

1 with the inverse 1
(x+m+yr)

computed modulo p. The signature is σ = (S, r).

Verification: Given a message m ∈ Zp and a public key
PK =(g1, g2, A,B, z) and signature σ = (S, r), it is
verified by checking e(σ,A, gm, Br) = z if is true.

Table 1: Notation used

A, B Public Keys
α, x, y Private Keys
σ Tag
s Intermediate value of Tag

r, h, t Random values
n Number of blocks
k Number of Challenge blocks

Cinfo Meta data

5 Proposed Cloud Storage Audit-
ing Protocol

The proposed Cloud storage auditing protocol assumes
that a data file F is split into n number of data blocks
(b1, b2, b3. . . . . . bn) and these data blocks are encrypted
individually with a suitable encryption algorithm to pro-
duce the encrypted data file C=(c1, c2, c3. . . . . . cn) before
they are uploaded. The scheme uses the following five
functions for the auditing as illustrated in Figure 2.

1) GenKey(k) → K: This function is executed at
the client side taking security parameter k as in-
put and produces a secret key and public key pair,
K=(SK,PK);

2) GenTag(C, SK, h, t) → S: This function takes an
encrypted data file C and the secret key SK, random
values h and t to compute a set of the data tags S, one
for each of the data blocks in C. The encrypted data
blocks in C and their corresponding tags inS and t
are uploaded to the Cloud storage and corresponding
Cinfo which comprises the tuple

〈
Index, BlockName,

Version number, h value for the data block uploaded
in the cloud storage

〉
. Here h is treated as a secret

value between data owner and the auditor;

3) GenChall(Cinfo) → Q: The auditor executes this
function with the meta data,Cinfo as input to gener-
ate a challenge Q, to be sent to the Cloud server;

Figure 2: Work flow of the auditing scheme

4) Prove(Q,C, S, PK)→ P : The cloud server executes
this function taking the challenge Q received from
the auditor, the stored data file and its set of random
t value (C,t) and the public key PK as inputs to
produce a proof P ;

5) V erify(P,Q,Cinfo) → V : The auditor executes
this function with inputs - the proof P provided by
the server, the challenge Q, the metadata Cinfo and
to produce the output value of V =1, if the proof is
correct, otherwise produce.

5.1 Theoretical Basis

The original Boneh-Boyen signature scheme is adopted
for the proposed scheme as follows:

• Let (α, x, y) ∈ Zp be a randomly generated value
used as private keys SK=(α, x, y) and PK= (A,B)
the public keys computed as-

A = g
y

(α+x)

2 , B = g
1

(α+x)

2

• Let Σ = (σ1, σ2. . . .σn) be the set of n tags with
σi = (ti, si) generated for the encrypted data block ci
in, C=(c1, c2. . . .cn) where ti and hi are two random
values and Si ∈ G2 computed as-

si = h
α+x
yti+ci
i (1)

• Let Q = {i, ri}, i = 1, 2 · · · k be a challenge set gen-
erated with random values ri ∈ Z∗

p , one for each of
the chosen k number of data blocks in set D.

• Let Z be a quantity computed using h value from the
metadata Cinfo, for each of the k chosen data blocks
in D.

Z =

k∏
d=1

e (hd, g2)
r2d (2)

• Let P be the proof generated for each of the chosen
data blocks as-

P =

k∏
d=1

e
(
srdd , A

rdtd , BCdrd
)

(3)
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Theorem: As per the bilinearity property P = Z. i.e.,

k∏
d=1

e(srdd , A
rdtd , BCdrd) =

k∏
d=1

e (hd, g2)
r2d (4)

Proof.

P =

k∏
d=1

e
(
srdd , A

rdtd , BCdrd
)

=

k∏
d=1

e

(
h
rd(α+x)

ytd+Cd

d , g
rdytd
α+x

2 , g
rdCd
α+x

2

)

=

k∏
d=1

e

(
h

α+x
ytd+Cd

d , g
ytd+Cd
α+x

2

)rdrd

By Bilinearity Property we can rewrite the expression as

=

k∏
d=1

e(hd, g2)
(α+x)(ytd+Cd)r

2
d

(ytd+Cd)(α+x)

=

k∏
d=1

e(hd, g2)r
2
d

6 Data Integrity Assurance Sup-
port for Dynamic Data Opera-
tion

The auditor and the client will be maintaining metadata
which consists of block, version, h value for each of the
blocks. The index number is the current block number.
For tag generation of each of the blocks the h value is
used. There are three types of operations the client can
perform to update their data.

1) Data block modification: Consider the operation
ofthe client modifyingthe data block, Block-b to
Block-b’. First of all, the client will download this
block from the cloud server and make the required
modification on the data block. The client will com-
pute a new tag for the modified block. To compute
new tag, the client will generate a random value for h
and also a random value for t and compute the new
tag σ using Equation (1). The client will then up-
date version and h value in the metadata table. The
client will then upload the modified block and new
tag value and the new t value to the cloud server.
The client will communicate the auditor the new h
value and the version number of the modified block.

2) Data block insertion: Now consider the operation
of inserting a newdata block, Block-0 after the kth

block. The client will generate a random value h
and t for computing the tag of the block. The client
will update the metadata table by moving down all

Figure 3: Computation costs of the auditor and the server

items following the kth block entry in the table by one
block. The client will then upload the new block and
its corresponding tag value and t value to the cloud
server. The client will communicate the auditor the
insertion of the new block and its h value.

3) Data block deletion: If the client wants to delete the
kth block, it will send a request to the cloud server
for removing the block and shall communicate the
same to the auditor. In the metadata table, both the
auditor and the client will delete the kth entry from
the table and shall move up the following entries in
the table by one slot each.

7 Security Analysis of the Model

As discussed in Section 2, in a cloud storage system, when
dynamic data are stored, the cloud server may carry out
replay attack and forging attack. In the proposed scheme,
h value is used while computing the tag for each block and
as stated it is unique for each version of each block. Hence
a replay attack will never pass the audit check.

On the other hand, if the server could forge the data
tag, it can pass the audit using any data and its forge
data tag. Forging a data tag in our scheme requires the
server should be able to predict the value of h, which is
a randomly selected unique value for each block. If any
block is modified, this modified block will have a new h
value. A forging attack by the server will therefore get
detected in audit.

8 Performance Analysis

The Communication and Computation cost of the pro-
posed scheme can be computed as follows.

• Communication Cost : The challenge and the proof
parts will give the communication cost between the
auditor and the server. In the challenge part, the
cost depends on the number of blocks d which the
auditor sent for audit. In the proof, it is the only
the proof result. So the communication cost will be
O(d).
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Table 2: Comparison with different cloud data integrity auditing schemes

Schemes Computation cost Communication TPA Privacy Dynamic Model Batch
Server Auditor cost

[37] O(d log n) O(d log n) O(d log n) Yes Yes Yes ROM Yes
[33] O(d log n) O(d log n) O(d log n) Yes Yes Yes ROM Yes
[2] O(d) O(d) O(d) No No No ROM No
[39] O(d) O(d) O(d) Yes Yes Yes ROM Yes
[12] O(d log n) O(d log n) O(d log n) No No No Standard No
[9] O(d) O(d) O(d) Yes Yes No Standard No
[26] O(d) O(d) O(d) Yes Yes Yes Standard No
Our scheme O(d) O(d) O(d) Yes Yes Yes Standard Yes

• Computation Cost : The scheme in this paper in-
volves three computations cost, namely at the owner
side, the server side and the auditor. The simula-
tion of scheme has been done on a Windows system
with an Intel(R) Core(TM) i3 CPU at 3.60 GHz and
4.00GB RAM. The code for simulation of the scheme
uses the pairing-based cryptography library version
0.5.12. An elliptic curve of MNT d159, with a base
field size of 159 bits and embedding degree 6 is cho-
sen. The d159 curve has a 160-bit group order, which
means prime p is 160-bits long. The simulation is run
multiple times and averaged to obtain stable results.
Computation cost of the auditor and server versus
the number of data blocks are compared in Figure 3.
As shown in the Figure 3, data blocks are taken up
to 500 blocks and block size is 2 KB. For 500 blocks
(1000 KB) of data the Server requires around 8 sec-
onds for providing the proof and the auditor requires
around 4 seconds for verification.

The graph in Figure 3, shows computation cost of
the Auditor and the Server. The computation cost
for the auditor consists of the time for auditing and
verifying the data. Auditing time is just the gen-
eration of random numbers for the queried number
of data blocks. The verifying time will compute
Equation (3), which comprises mapping of each of
the queried data blocks and then multiplying each
of them. Each of the terms in Equation (3), takes
O(1) time to be computed and the expression con-
sists of product of challenged number of blocks. So
time taken to compute will be O(d), where d is the
number of challenge blocks. The computation cost
for the server is the time for proving the possession
of the data given as a challenge. The server com-
putes the expression in Equation (2) for providing
the proof, which again takes O(d), as each term in
this equation takes O(1) to compute. From the given
result, it is apparent that in the integrity checking
protocol most of the computations are done at the
server side for computation of the proof and thus
minimizing the load on the auditor in the verifica-
tion.

Table 2 presents a comparison of the proposed
scheme with other existing integrity schemes [2, 9,
12,26,33,37,39] in terms of computation complexity
of the server and the verifier computation, commu-
nication cost, support for third party audit (TPA),
preserving privacy, support of dynamic data [26,39].
In the table, d represents the number of challenge
blocks,n is the total number of blocks stored in the
cloud.

9 Multiowner and Multicloud
Batch Auditing Support

The proposed scheme can be extended to support batch
auditing for multicloud and multiowner. Let n be the
number of owner and l be the number of cloud service
provider. Steps to be followed are as follows:

1) Initialization: Each of the owner will run the
GenKey(k) algorithm to generate a pair of private
and public keys. Each of the data owner can gen-
erate different private and public keys for different
cloud servers. They will then run the GenTag(c,sk)
algorithm to generate tag σi = (ti, Si)for each of
their data blocks using Equation (1) as in GenTag
algorithm in Section 4. The clients then uploads the
data blocks and the corresponding tags to the cho-
sencloud servers. Each owners then sends meta data
to the auditor. The meta data consists of the cloud
server name, block number and the h value for each
of the datablocks.

2) ChallengeBatchwise: The auditor executes this func-
tion to generate challenge to l number of cloud severs
for n number of data owners. It takes Cinfo as in-
put to generate a challenge set Q, which consists of
total m number of data blocks, to be sent to the
cloud server. Out of m number of data blocks, each
owner has k number of data blocks. The auditor
generates a random number for each of the selected
data blocks and sends these block numbersalong with
the respective random numbers to the corresponding
cloud servers.
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3) ProveBatch: As a proof each cloud server will send
the proof value to the auditor as:

P =

n∏
o=1

k∏
d=1

e
(
srdd , A

rdtd , BCdrd
)

4) VerifyBatch: The auditor will first compute the
product of all the proofs provided by individual cloud
servers (cs).

l∏
cs=1

Pcs

The auditor then computes the following product for
the entire set of data blocks of all the owners in dif-
ferent cloud servers.

m∏
d=1

e(hd, g2)r
2
d

The auditor then verifies the integrity of the data by
checking for the following equality:

l∏
cs=1

Pcs =

m∏
d=1

e(hd, g2)r
2
d (5)

10 Conclusion

The paper has presented an integrity checking scheme in
standard model that supports dynamic data operations
and public verifiability while preserving data privacy. The
scheme is extended to support batch auditing for multi-
owner and multi-cloud servers to increase the efficiency
of the auditing scheme. It is shown that the scheme is
resistant to replay and forge attacks by the server. In the
scheme, the computation cost of verifying the data in-
tegrity is kept low for the auditor. The proposed scheme
is shown to comply with the best existing schemes in
terms of computational and communication complexity.
The scheme also has the advantages of using the stan-
dard security model and supporting batch auditing in the
multi-owner and multi-cloud environment.

The proposed scheme however suffers a small storage
overhead at the auditor side in terms of requires storing
the tag value h for each block to be stored at the auditor
side thus creating some storage overhead at the auditor
side. Future efforts to overcome this overhead and in-
corporating provision for sharing of the data by multiple
clients may be worthwhile.
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Abstract

This paper proposes a data hiding scheme that improves
the adaptive pixel pair matching (APPM) method. Based
on pixel pair matching, APPM employs a pixel pair as an
embedding unit, and uses a specially designed reference
table that minimizing the embedding distortion for data
embedment. Although APPM has the capability to em-
bed secret digit in any notational system, it is vulnerable
to the detection by the RS scheme if digits in 4-ary no-
tational system are embedded into images with large flat
area (pixels having the similar grayscale values) such car-
toon images. A modified version of APPM is proposed
in this paper by using a revised pixel pair replacement
mechanism (PPRM). With the proposed PPRM method,
the stego image not only is totally undetectable by the
RS scheme but also provides the equivalent image quality
of the original APPM method.

Keywords: APPM; Data Hiding; Pixel Pair Matching

1 Introduction

The simple LSB substitution technique is a commonly
used data hiding method in which least significant bits
of pixels are replaced by secret data. The LSB method
is easy to implement, and achieves an acceptable image
quality. Therefore, it is widely used in many applications
such as data hiding, watermarking, and image authentica-
tion [1,6,9,14,15,17,19,21–23]. However, during the LSB
embedment, pixels with odd values remain unchanged or
subtracted by one, and pixels with even values remain
unchanged or add by one. As a result, the unbalanced re-
placement significantly increases the detectability by the
steganalyzers such as RS scheme [7]. Moreover, The LSB
method distorts the image significantly. Therefore, it is
not suitable for applications where a high image quality
is demanded [7, 13,16].

In 2004, Chan et al. [2] proposed a simple but efficient
data hiding method by using optimal pixel adjustment
process (OPAP). When secret data are embedded into the
rightmost r LSBs, the OPAP method employs a simple
adjustment for the leftmost 8− r bits such that the stego
pixel value is the closest to its original pixel value. The
OPAP method has the same payload as the LSB method
but provides better image quality. However, the OPAP
method has the equivalent distortion compared to that
of the LSB method when the payload is 1 bit per pixel
(bpp).

Both LSB and OPAP employ a single pixel as an em-
bedding unit for data embedment. Another type of data
hiding method utilizes a pixel pair as an embedding unit
to embed a n-ary digit. Data hiding method of this type
are termed pixel pair matching (PPM). The PPM-based
method uses a reference table as a guide, and embeds a
digit into a pixel pair by modifying pixel values of this
pair. For example, to embed a digit dB in base B into
a pixel pair (r, c) using a reference table RT , the coordi-
nate (r, c) in RT is firstly located and obtain a searching
region Ω(r, c). In this region, a coordinate (r′, c′) is found
which satisfies RT (r′, c′) = dB and is the closest to (r, c).
The pixel pair (r, c) is then replaced by the new coordi-
nate (r′, c′). The embedded digits dB can be extracted
by locating the element at coordinate (r′, c′) of the given
reference table RT , i.e., dB = RT (r′, c′). Figure 1 shows
the schematic diagram of the PPM-based method.

Mielikainen [18] in 2006 proposed a LSB matching re-
visited (LSBMR) method based on PPM. In his method,
only one pixel in a pixel pair is changed by one grayscale
unit and two bits (a 4-ary digit) can be embedded into this
pixel pair. The mean square error (MSE) cause by data
embedding using LSBMR is 0.375 [18], which is signifi-
cantly smaller than that of LSB (0.5). In the same year,
Zhang and Wang [24] proposed an exploiting modifica-
tion direction (EMD) method to enhance the embedding
efficiency of LSBMR. EMD embeds a 5-ary digit into a
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pixel pair but only modifies one pixel one grayscale unit
at most. Although EMD provides a better embedding ef-
ficiency and lower detectability, the payload is limited to
1.161 bpp at most.

Figure 1: Illustration of the PPM method

In 2008, Chang et al. [3] proposed a data hiding method
based on solutions of Sudoku tables to increase the pay-
load of EMD. Later, Hong et al. [11, 12] modified the
searching algorithm of [3] to further increase the image
quality by 1.8 dB under the same payload. Chao et al. [4]
in 2009 proposed a diamond encoding (DE) method with
extensible payload. DE embeds a digit in B -ary nota-
tional system into a pixel pair, where B = 2k2 + 2k + 1
and k is an integer. When k = 1, the embedding perfor-
mance of DE is equivalent to that of EMD.

In 2012, Hong and Chen [10] proposed an adaptive
pixel pair matching (APPM) method to further enhance
the embedding performance of PPM based method. Com-
pared to DE method, APPM embeds digits in any nota-
tional system but DE embeds digits only in base 2k2 +
2k + 1. Since the MSE caused by pixel pair replacement
in APPM method are minimized, APPM always achieves
a higher image quality under the same payload with lower
detectability compared to other PPM-based methods. Al-
though APPM embeds digit in any notational system, it is
likely detectable when using RS scheme [7] if 4-ary secret
digits are embedded into the image containing larger flat
area such cartoon images. Some recent works [5, 8, 20]
have exploited the merit of the APPM and developed
state-of-the-art works for hiding data. However, the vul-
nerability to the detection by the RS scheme is yet un-
solved.

In this paper, a data hiding method that modified
APPM’s embedding method by stochastically selecting
embeddable positions is proposed. The proposed method
not only maintains the same image quality but also pro-
vides a smaller detectability than that of APPM method.
The rest of this paper is organized as follows. Section 2
is the proposed method, while Section 3 gives the exper-
imental results and discussions. Concluding remarks are

given in Section 4.

2 The Proposed Method

In the PPM-based method, the embedding performance
is greatly influenced by the design of reference table. In
general, a reference table can be constructed by patches
or using a formula. APPM use the function

RT (r, c) = (r + cB × c) mod B

to construct the reference table, where cB is the embed-
ding parameter for B-ary reference table. The reference
table used in APPM can be divided into patches (search
region) such that the MSE caused by pixel pair replace-
ment is minimized. The embedding parameter used in
APPM method for B-ary is listed in Table 1. More de-
tails about the obtaining of cB can be seen in [10].

Although APPM performs the best compared to the
existing PPM-based method, it is likely to be detectable
by RS scheme [7] when cover images contain large flat
area with 4-ary digits are embedded. The flat area in
images represents pixels in that area having the similar
grayscale values and the cartoon images are often of this
type. When APPM are applied on pixels in flat area,
APPM’s embedding algorithm will confined a search re-
gion such that one pixel in a pixel pair will always be
added or subtracted by one when embedding a certain 4-
ary digit. In this circumstance, it is likely to be detected
by the RS scheme.

In this section, a method to secure APPM’s embedding
method is proposed by evading the RS detection. To do
this, if there are two candidates satisfying RT (r′, c′) = dB
and are both the nearest to (r, c), then one of them is ran-
domly selected to replace the original pixels. With the aid
of random selection, different candidates will be selected
and thus the stego image can evade the RS detection.
Note that the proposed method can be applied on both
the natural images or artificial images such as cartoon
images.

2.1 Embedding Procedures

Let I be the cover image of size M ×M , and S be the set
of B-ary secret digits to be embedded. Firstly, a refer-
ence table RT is constructed according to the extraction
function. Then, the pixel pairs in the cover image are
scanned and secret digits are embedded into the scanned
pixel pairs. The detailed embedding procedures are listed
below.

Input: Cover image of size M×M , embedding parameter
cB , and B-ary secret digits S.

Output: Stego image.

Step 1: Construct the reference table RT for embedding
B-ary secret digits using the function RT (r, c) = (r+
cB × c) mod B.



International Journal of Network Security, Vol.21, No.2, PP.230-235, Mar. 2019 (DOI: 10.6633/IJNS.201903 21(2).06) 232

Figure 2: Embedding parameter cB used in APPM

Step 2: Extract a secret digit sB from S.

Step 3: Scan the pixels in the cover image using the
raster scan order. Let the pixels pair (r, c) be the
scanned pixels.

Step 4: In the reference table RT , find all the coordi-
nates (r′, c′) satisfying RT (r′, c′) = sB and having
the smallest L, where L = (r′−r)2+(c′−c)2. If there
are more than one pixel pair satisfying the above two
conditions, randomly choose a pair (r̂′, ĉ′) and then
replace the original pair (r, c) by (r̂′, ĉ′).

Step 5: Repeat Steps 2–4 until all the secret data are
embedded.

2.2 Extraction Procedures

To extract the embedded secret digits, the receiver ob-
tains the information about cB and B via a secret chan-
nel, and then performs the data extraction. The detailed
extraction procedures are listed below.

Input: Stego image, the parameter cB and B.

Output: Secret data S.

Step 1: Construct the reference table RT which is iden-
tical to the one used in the embedding procedure.

Step 2: Scan the pixel pairs in the stego image using
the raster scan order. Let the scanned pixel pair
be (r′, c′). The embedded secret digit can be easily
extracted by using the equation sB = RT (r′, c′)

Step 3: Repeat Step 2 until all the secret digits are ex-
tracted.

2.3 A Complete Example

In this section, an example is used to illustrate the pro-
posed method. Let {(3,254),(4,5)} be a set of cover pixel
pairs and two 4-ary digits (B = 4) to be embedded into
these pixel pair are S = {14, 34}. From Figure 2, the em-
bedding base cB = 2 can be obtained. The reference table
RT can be constructed using f(r, c) = (r + 2× c) mod 4.
For example, the entity located in the zeroth row and the
fifth column is f(0, 5) = (0 + 2 × 5) mod 4 = 2, and the

entity located in the fifth row and the third column is
f(5, 3) = (5 + 2× 3) mod 4 = 3. The constructed table is
partially shown in Figure 3. The first scanned cover pixel
pair is (3, 254) and the secret data to be embedded is
s4 = 14. The position located at (3, 254) in the reference
table is shaded gray, as shown in Figure 3. Since (3, 253)
and (3, 255) (marked by triangles) are both the closest
coordinate to (3, 254) and RT (3, 253) = RT (3, 255) = 14,
a pixel pair is randomly selected to replace (3, 254). Sup-
pose the selected pair is (3, 253), and thus the pixel pair
(3, 253) is used to replace the original pixel pair (3, 254).
Next, the second pixel pair (4, 5) is visited and the secret
data to be embedded is s4 = 34. Since (5, 5) is the closet
coordinate (marked by a circle) to (4, 5) while satisfying
RT (5, 5) = 34, the cover pixel pair (4, 5) is then replaced
by (5, 5). Therefore (r′, c′) = (5, 5) is obtained. As a
result, the set of stego pixel pair is {(3, 253), (5, 5)}.

To extract the embedded digits from the stego
pixel pair (3, 253), (5, 5), the reference table is firstly
constructed, as in the embedding phase. Because
RT (3, 253) = 1, a secret digit s4 = 14 is extracted. Sim-
ilarly, Because RT (5, 5) = 3, a secret digit s4 = 34 is
extracted.

Figure 3: Reference table used in the example
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3 Experimental Results

In this section, several tests are performed to demonstrate
the applicability of the proposed method and compared
the results with those of the original APPM method. Four
8-bit grayscale test images, including Lean, Cow, Giant,
and Kid, each of size 512 × 512, are used in the experi-
ments, as shown in Figure 4. Among these test images,
the Lena image is a natural image and others are cartoon
images. These cartoon images all contain large flat areas
in which pixels and their neighbors have similar grayscale
values. The pseudo random number generator is used to
generate 4-ary secret digits. The PSNR metric is used to
measure the image quality.

(a) Lena (b) Cow

(c) Giant (d) Kid

Figure 4: Four test images

3.1 Image Quality Comparison

In this section, the image qualities obtained by the pro-
posed and the APPM methods are compared. The re-
sults are shown in Table 1. Table 1 shows that proposed
method does not degrade image quality comparing to that
of APPM and still offers a very satisfactory image quality.

Table 1: Comparisons of PSNR

Image APPM PPRM
Lena 52.39 52.39
Cow 52.38 52.39

Giant 52.38 52.38
Kid 52.38 52.38

3.2 RS Scheme Steganalysis

In this section, the RS scheme is used to detect the
stego images obtained from the proposed method and
the APPM method. RS scheme partitions images into
groups G of n consecutive pixels, and use a discrimination
function and a mask M to classify G into three disjoint
groups, namely regular, singular and unusable groups.
The ratios of the regular groups R+M , R−M and singu-
lar groups S+M , S−M are then calculated. In general, if
the LSBs of an image are not embedded, the relationships
R+M ' R−M and S+M ' S−M generally hold. Other-
wise, the difference between them will be increased as the
embedding rate is increased. In the experiments,

M =

(
0 1
1 0

)
is used as the mask matrix. The results are shown in
Figure 5.

Note that for the Lena image, the RS scheme cannot
detect the presence of the embedment of the proposed
PPRM and the APPM methods because R+M and R−M
are indistinguishable and so do S+M and S−M . However,
for the test images Cow, Giant and Kid, the differences
between R+M , R−M and S+M , S−M increase in the
APPM method as the embedding rates increases, indicat-
ing that the presence of embedment is more detectable at
larger payload. For example, when the embedding rate is
100% (fully embedded), R+M ' 32% and R−M ' 58%
are obtained. The difference between them is 26%. The
large difference shows that the image is more likely an em-
bedded one. On the other hand, R+M and R−M of the
proposed method are both close to 57% even when the em-
bedding rate is 100%, and S+M and S−M also have the
similar trends. Therefore, the proposed method is more
likely undetectable using the RS scheme. Experiments on
other test images also show the similar results, indicating
that the proposed method effectively resists the RS attack
while providing a very satisfactory image quality.

4 Conclusions

In this paper, a more secure data hiding method by modi-
fying the embedding method of APPM is proposed. Dur-
ing embedding, if the candidates of pixel pairs are more
than one, one of them is randomly selected to replace
the original pixel pair. The modified pixel pair selection
successfully randomizes the replacement to avoid always
selecting the same candidates. Compared to the origi-
nal APPM, the proposed method is undetectable by RS
scheme without sacrificing the image quality. The pro-
posed work can be utilized as an embedding method for
digital watermarking or image authentication, since the
embedding distortion is lower than those of LSB or LSB
matching while providing an adjustable payload. The fu-
ture work will be extended to include more pixels as an
embedding unit to conceal data bits while minimizing the
distortion.
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(a) Lena

(b) Cow

(c) Giant

(d) Kid

Figure 5: RS detection results of four test images
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Abstract

Recently, it has been suggested that the cryptographic se-
curity of wireless communication systems can be improved
by exploiting characteristics of ultrawideband (UWB) sig-
nals or spatial diversity in multiple-antenna channels.
In this paper, a multiple-antenna prerake UWB system
which can achieve robust physical-layer security is pro-
posed. The security performance of the proposed system
is analytically evaluated in terms of the probability of an
adversary correctly determining a secret key versus the
decoding error probability of a legitimate receiver. Nu-
merical results based on a standardized UWB channel
model show how the number of antennas and that of pre-
rake fingers affect the security performance.

Keywords: Multiple Antennas; Physical Layer; Prerake;
Ultrawideband

1 Introduction

The broadcast nature of wireless channels necessitates
securing the message transmission over such medium.
While this need can be satisfied by using some kind of
powerful encryption algorithms, low-power wireless sys-
tems such as radio frequency identification (RFID) sys-
tems may not even have enough power and resources to
operate them [1,2,7,22,23]. Recent research on communi-
cation theory indicates that characteristics of ultrawide-
band (UWB) signals can be exploited to complement the
levels of cryptographic security of wireless systems [5,11].
Specifically, the extremely large bandwidth of UWB sig-
nals makes their transmissions more robust to interfer-
ence than narrow band transmissions. Moreover, since
the transmit power of UWB devices is limited by relevant
regulatory authorities such as the Federal Communica-
tions Commission (FCC) in the USA and the European
Commission (EC) in Europe [9], these low-power devices
are rather difficult to eavesdrop. UWB signaling such as
impulse radio (IR) [24] can also be deliberately designed
to achieve some level of encryption at the physical layer.

In the above design, a time-hopping sequence is
adopted as a secret parameter for the UWB communi-
cation link [5,11]. That is, only a legitimate receiver who
knows this sequence can successfully decode the overall
message. In evaluating the physical-layer security perfor-
mance of IR-UWB systems in [5, 11], it is assumed that
the transmitter, legitimate receiver, and adversary ( i.e.,
eavesdropper) are equipped with a single antenna. On
the other hand, it is well known that the use of mul-
tiple antennas is capable of achieving spatial diversity.
Many works such as [15, 21, 25, 27] have then focused
on this deployment for UWB systems, resulting in sig-
nificant performance improvement. To the best of our
knowledge, however, the ability of multiple-antenna IR-
UWB systems to support higher-layer cryptographic pro-
tocols has been investigated only in [26], where the au-
thors presented a secure space-time coding scheme which
uses channel state information (CSI) as the secret key
in multiple-antenna links.1 Unfortunately, an adversary
still can employ the blind deconvolution method [6] to es-
timate its corresponding CSI, making it difficult for this
scheme to attain the perfect communication secrecy.

In this paper, an alternative multiple-antenna IR-UWB
system which can effectively provide the physical-layer se-
curity is proposed. Specifically, the transmitter employs
multiple antennas to perform prerake filtering2 with spa-
tial transmit diversity, leading to temporal focusing ( i.e.,
the received signal is compressed in time domain) as well
as spatial focusing ( i.e., the received signal is focused
on the intended receiver, or more precisely, the legitimate
one) [9]. Accordingly, the legitimate receiver who shares
a common key with the transmitter requires only a simple
matched filter to decode data. The security performance

1For the case of multiple-antenna narrow band systems, readers
are referred to [10] and references therein.

2Another similar pre-filtering technique, called time reversal, has
also been used in UWB communications [13, 27]. Nevertheless,
this technique can be continuous-time processing based on phys-
ical waveform recording, and has a wider variety of applications
such as electromagnetic imaging [14, 19] and underwater acoustic
communications [4].
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Figure 1: Multiple-antenna prerake UWB system

of the proposed system is also analytically evaluated in
terms of the probability of the adversary correctly deter-
mining the key versus the decoding error probability of
the legitimate receiver.

The rest of the paper is organized as follows. Section 2
describes the system model. In Section 3, the security
performance of the multiple-antenna prerake UWB sys-
tem is analyzed. Section 4 provides the numerical results,
followed by the conclusion given in Section 5.

2 System Model

We consider a UWB system where the transmitter is
equipped with M antennas, and the legitimate receiver
as well as the eavesdropper are equipped with one an-
tenna,3 as shown in Figure 1. The M transmit antennas
are spatially spaced in such a way that the transmitted
signals undergo statistically independent channel fading.4

In general, a UWB link channel can be modeled by the
stochastic tapped-delay-line propagation model [9]. The
channel impulse response (CIR) for a UWB transmission
link from the transmitter to the legitimate receiver is thus
described by

hm(t) =

Lt−1∑
l=0

αm,lδ(t− lTp), (1)

where m ∈ {1, 2, . . . ,M} is the index of the transmit an-
tenna, Lt is the number of multipath components, l is
the path index, αm,l is the energy-normalized path gain

with
∑Lt−1
l=0 |αm,l|2 = 1, and Tp is the minimum multi-

path resolution. The minimum Tp is equal to the width
of the unit-energy monocycle pulse p(t), since any two
paths whose relative delay is less than the pulse width
are not resolvable. Similarly, the CIR for a UWB trans-
mission link from the transmitter to the eavesdropper can
be written as Equation (1) with hm(t) and αm,l replaced
by gm(t) and βm,l, respectively.

3The use of multiple antennas at the legitimate receiver and the
eavesdropper is beyond the scope of this work and will be considered
in our future work.

4In practice, such antenna spacing is expected to be on the order
of a few ten centimeters [3].

As in [11], perfect timing and synchronization among
the transmitter, legitimate receiver, and eavesdropper are
assumed. Also, we suppose that a randomly generated b-
bit secret key K is shared by the transmitter and the
legitimate receiver, and it is divided into n parts, i.e.,
K = (κ1, κ2, . . . , κn), to make use of the limited key bits.5

The transmitter employs a time-hopping method and bi-
nary pulse amplitude modulation, and then uses each key
part κj which consists of b/n bits, j ∈ {1, 2, . . . , n}, to se-
lect a position index in {0, 1, . . . , 2b/n − 1} that is shared
by the pulses in the corresponding Nf/n frames (see Fig-
ure 2). Without loss of generality, we will consider an IR-
UWB signal carrying the first binary data bit b0 ∈ {−1, 1}
with equal probability in the first symbol period. To ap-
ply prerake filtering with spatial transmit diversity, the
channel reciprocity is assumed to be satisfied,6 and partial
CSI of the links between the transmitter and legitimate
receiver, i.e., {αm,l}M,L−1

m=1,l=0 with L < Lt, is assumed to be

known at the transmitter.7 Therefore, a partial-prerake
filter [20] with L taps (also called prerake fingers) can
be used at the m-th antenna of the transmitter, and the
transmitted signal is represented by

sm(t) =

√
Es

Nf

Nf−1∑
k=0

b0zm(t− kTf − c0,bnk
Nf
cTp), (2)

where Es is the energy per symbol, Nf is the number of
frames in one symbol period (denoted by Ts := NfTf),
Tf is the frame period, {c0,bnk

Nf
c}Nf−1
k=0 is the time-hopping

sequence, with b · c denoting the integer floor, and zm(t)
is formed by passing the UWB pulse p(t) through the

5For simplicity, b is assumed to be divisible by n.
6The experimental results in [18] show that the reciprocal theo-

rem is indeed valid for a UWB multipath environment.
7The reason behind the partial CSI consideration is as follows. In

typical indoor UWB environments, the number of multipath compo-
nents can be on the order of from several tens to a hundred more [16].
From a practical point of view, only a subset of the multipath com-
ponents can be exploited at the transmitter or receiver side.
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Figure 2: IR-UWB signal with secure time-hopping

partial-prerake filter wm(t). Mathematically speaking,

zm(t) = wm(t) ∗ p(t)

=
1√

M
∑L−1
l=0 |αm,l|2

L−1∑
l=0

α∗m,L−1−lp(t− lTp),
(3)

where ∗ and ( · )∗ denote the convolution and com-
plex conjugate, respectively, and the normalization factor√
M
∑L−1
l=0 |αm,l|2 is introduced in order to keep the to-

tal power transmitted from the M antennas constant [12].
The purpose of such filtering is to produce a strong peak
of the received per-frame signal at the legitimate receiver,
and then a matched filter ( i.e., single correlator) can be
used to receive this path.

3 Performance Analysis

In the following, we will derive the error probabilities of
the legitimate receiver and eavesdropper for the above
system.

3.1 Legitimate Receiver

The IR-UWB signal received at the legitimate receiver
can be expressed as

r(t) =

M∑
m=1

hm(t) ∗ sm(t) + u(t)

=

M∑
m=1

Lt−1∑
l=0

αm,lsm(t− lTp) + u(t),

(4)

where u(t) is the additive white Gaussian noise (AWGN)
with zero mean and double-sided power spectral density
(PSD) N0/2. Based on Equations (2)-(4), it can be shown
that the received signal r(t) includes Nf strong paths (cor-
responding to Nf frames), and the delay of each rela-
tive to the first arrival path is (L − 1)Tp. To perform
matched filtering to these peaks, the legitimate receiver
who knows the secrete key K (or more specifically, the

time-hopping sequence {c0,bnk
Nf
c}Nf−1
k=0 ) generates the tem-

plate signal v(t) = 1√
Nf

∑Nf−1
k=0 p(t − kTf − c0,bnk

Nf
cTp).

Thus, the decision variable for b0 is given by

y =Re

(
1√
Nf

Nf−1∑
k=0

[ ∫ (k+1)Tf+c0,bnk
Nf
cTp+(L−1)Tp

kTf+c0,bnk
Nf
cTp+(L−1)Tp

r(t)

× p(t− kTf − c0,bnk
Nf
cTp − (L− 1)Tp) dt

])
,

where Re( · ) denotes the real part. Following the same
procedure as in [8], the bit error probability of the legit-

imate receiver conditioned on {αm,l}M,L−1
m=1,l=0 is obtained

as

Pb = Q

√2Es

∑M
m=1

∑L−1
l=0 |αm,l|2

MN0

 , (5)

where Q( · ) denotes the Gaussian Q-function.

3.2 Eavesdropper

The IR-UWB signal received at the eavesdropper can be
expressed as

r̃(t) =

M∑
m=1

gm(t) ∗ sm(t) + ũ(t)

=

M∑
m=1

Lt−1∑
l=0

βm,lsm(t− lTp) + ũ(t),

(6)

where ũ(t) is the zero-mean AWGN with the same PSD
as u(t). In general, the eavesdropper is not likely to be
very close to the legitimate receiver and then the received
signal r̃(t) in Equation (6) tends to be almost immersed
in the background noise (see, e.g., Figure 8 in [27], for
an illustration). As a result, it is very difficult for the
eavesdropper to find the data pulses without knowledge
of their locations.

To establish a lower bound on the security perfor-
mance, we focus on the worse-case scenario where the
eavesdropper knows the transmitted data bit [11] in the
sequel. Let us consider the first Nf/n frames, where data
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pulses are located at the identical time slot in each frame.
To use the matched filtering technique (similarly to the
legitimate receiver), the eavesdropper generates the tem-

plate signal ṽi(t) = b0√
Nf

∑Nf/n−1
k=0 p(t−kTf−iTp) when the

data pulse is in the i-th time slot, i ∈ {0, 1, . . . , 2b/n− 1}.
The decision statistic for the first Nf/n frames is therefore
given by

ỹi =Re

(
b0√
Nf

Nf/n−1∑
k=0

[ ∫ (k+1)Tf+iTp+(L−1)Tp

kTf+iTp+(L−1)Tp

r̃(t)

× p(t− kTf − iTp − (L− 1)Tp) dt

])
.

Note in Figure 2 that there are many slots in each frame
due to the extreme bandwidth expansion, but only one of
them contains a data pulse. Hence, the eavesdropper in-
evitably has to deploy the template at various delays, and
then picks the output with the largest value. Following
the approach outlined in [9, Chapter 6], it is straightfor-
ward to show that8

ỹi ∼ N (µi, σ
2),

where

µi =



Re

(
Es

n

∑M
m=1

∑L+i−c0,0−1

l=0 α∗m,l−i+c0,0
βm,l√

M
∑L−1

l=0 |αm,l|2

)
,

(c0,0 − L+ 1)U [c0,0 − L+ 1] ≤ i ≤ c0,0

Re

(
Es

n

∑M
m=1

∑L+i−c0,0−1

l=i−c0,0
α∗m,l−i+c0,0

βm,l√
M

∑L−1
l=0 |αm,l|2

)
,

c0,0 + 1 ≤ i ≤ Lt − L+ c0,0

Re

(
Es

n

∑M
m=1

∑Lt−1
l=i−c0,0

α∗m,l−i+c0,0
βm,l√

M
∑L−1

l=0 |αm,l|2

)
,

Lt − L+ c0,0 + 1 ≤ i ≤ Lt + c0,0 − 1
0, otherwise,

(7)
and

σ2 =
N0

2
. (8)

In Equation (7), c0,0 is the actual time-hopping subse-
quence for the first Nf/n frames, and U [ · ] denotes the
discrete-time unit step function. Applying the result of
optimal detection for orthogonal signaling in [17, Chapter
4], the probability of finding the correct pulse position in

the first Nf/n frames conditioned on {α∗m,l}M,L−1
m=1,l=0 and

{βm,l}M,Lt−1
m=1,l=0 is obtained as

Pr{ỹi < ỹc0,0 ,∀i 6= c0,0}

=
1√
2πσ

∫ ∞
−∞

 2b/n−1∏
i=0,i6=c0,0

(
1−Q

(
x− µi
σ

))
× exp

(
− (x− µc0,0)2

2σ2

)
dx.

8To obtain this closed-form expression, we assume that Tf >
(2Lt + 2b/n − 1)Tp.

Because the time-hopping subsequence for each group of
Nf/n frames is independently assigned by the correspond-
ing key part, the conditional probability of error for find-
ing the entire key at the eavesdropper is given by

Pe = 1−
(
Pr{ỹi < ỹc0,0 ,∀i 6= c0,0}

)n
. (9)

4 Numerical Results

A description of the security performance of the proposed
system can be obtained by plotting the average proba-
bility of the eavesdropper correctly determining the key
( i.e., 1 − P̄e) versus the average bit error probability of
the legitimate receiver ( i.e., P̄b) on a log-log scale, as
shown in Figures 3-5. For these plots, the parameters are
set as follows: b = 30, n = 5, Nf = 25, Tf = 400 ns, and
Tp = 125 ps. Furthermore, the received signal-to-noise
(SNR) ratio is assumed to be the same at the legitimate
receiver and the eavesdropper, while P̄b and P̄e are ob-
tained, respectively, by averaging Equations (5) and (9)
over 10,000 channel realizations generated from one of the
IEEE 802.15.4a channel models, namely CM3 for an office
line-of-sight environment [16]. The label “ideal” refers to
the case in which L = Lt.

Figure 3 compares the security performance of our pre-
rake UWB system and the rake UWB (or more specifi-
cally, baseline) system proposed in [11] when both systems
use a single transmit antenna (M = 1). The results in this
figure show that, with the same number of fingers (L),
the former system outperforms the latter one. This may
be explained, for example, by considering the mean (µi)
and variance (σ2) of ỹi for the two systems. From Equa-

tions (7) and (8), we have µc0,0 = Re

(
Es

n

∑L−1
l=0 α∗l βl√∑L−1
l=0 |αl|2

)
and σ2 = N0

2 for the prerake UWB system with M = 1,9

while its rake counterpart (see [11, Section IV-B]) yields

µc0,0 = Es

n

∑L−1
l=0 |βl|2 and σ2 = N0

2

∑L−1
l=0 |βl|2. In our

simulation trials, we find that the first mean µc0,0 tends
to be less than the second one. Meanwhile, the first vari-
ance σ2 is obviously larger than the second one. For these
reasons, the prerake UWB system generally has a lower
value of Pr{ỹi < ỹc0,0 ,∀i 6= c0,0} and thus a higher prob-
ability of error Pe.

Figures 4 and 5 show the security performance of
the prerake UWB system with two transmit antennas
(M = 2) and that with four transmit antennas (M = 4),
respectively. As seen in these figures, the system per-
formance improves when the number of antennas or the
number of fingers is increased. This improvement results
from the temporal and spatial focusing described in Sec-
tion 1. In addition, by varying those two numbers while
keeping their product constant, increasing the number of
antennas is found to be more beneficial to the system
performance than increasing the number of fingers. For
example, when the average bit error probability of the
legitimate receiver for M = 1 and L = 20 and that for

9For notational simplicity, we omit the antenna index m.
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Figure 3: Performance comparison of rake and prerake UWB systems (M = 1)
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Figure 5: Security performance for different number of prerake fingers (M = 4)

M = 2 and L = 10 are 10−4, the average probabilities
of the eavesdroppers correctly determining the key are
approximately 10−5 and 10−8, respectively. This is due
to the fact that the power delay profile of the considered
UWB channel model is exponentially decaying [16].

5 Conclusion

We have presented a multiple-antenna prerake UWB sys-
tem which enables the key-and-location-based security
and can satisfactorily thwart the adversary in eavesdrop-
ping. The bit error probability of the legitimate receiver
and the probability of the adversary finding the correct
positions for data pulses have been derived. The per-
formance results have suggested that deploying multiple
antennas can save the numbers of prerake fingers, which is
required to achieve a high physical-layer security. As our
results do not take account of spatial correlation between
the transmitter-to-legitimate-receiver and transmitter-to-
adversary links, the effect of this correlation on the secu-
rity performance will be examined in future work.
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Abstract

The development of healthcare system has been greatly
facilitated by the use of cloud-assisted wireless body area
network (WBAN), which provides a more convenient and
intelligent medical service for the users. However, how
to establish a secure channel between WBAN and the
cloud service and efficient transmission of WBAN data
to the cloud service is a great challenge. In this paper,
we propose a secure and efficient data aggregation scheme
for cloud-assisted wireless body area network. First, we
use the privacy homomorphism technique to encrypt the
user data, so that the aggregation of data without de-
cryption, to ensure the security and privacy of user data.
Then use the base station to help users forward data to
the cloud service and allow users to select the best relay
node according to the proposed greedy forwarding model,
improve the transmission efficiency of user data. The se-
curity analysis and experimental results show that the
proposed scheme has high security and lower loss ratio,
smaller delay and less energy consumption.

Keywords: Aggregation; Cloud-assisted WBAN; Privacy
Homomorphism; Wireless Body Area Network

1 Introduction

Wireless body area network (WBAN) appears very
promising for healthcare service system, as if can mon-
itor the user’s physiological parameters in a timely man-
ner, leading to enhanced efficiency of medical services.
Due to the limited computing and storage resources of
WBAN, a cloud service to help deal with and store large
amounts of user data can provide users with more re-
liable and intelligent healthcare services [15, 16]. How-
ever, there lies a challenge in designing cloud services to
be combined with WBANs. The main challenge is how
to ensure user identity and data privacy while improv-
ing the efficiency of user data transmission. On the one
hand, in order to ensure the security and privacy of user
data, the literature [2, 9, 13] proposes to establish secure

communication between users and cloud services through
bilinear mapping, reducing key management and storage
overhead. The literature [5–7] proposed the use of chaotic
public key cryptography to encrypt user data against ex-
ternal and internal attacks. However, these schemes are
not suitable for WBAN with limited computing and stor-
age capacity. In order to reduce the computation and
communication overhead, the literature [3,4,12] proposed
to use the time-varying human physiological signal to es-
tablish secure channel. But this method is limited to the
symmetric network topology. On the other hand, in or-
der to improve the transmission efficiency of user data,
Liang et al. [8] proposed a privacy-preserving emergency
call scheme PEC. The scheme protects the security of
healthcare service system through an attribute-based ci-
phertext strategy and to transmit the emergency data to
the cloud service by broadcasting. Although it can resist
cloud service compromise attacks and reduce the trans-
mission delay, the scheme has a large energy consumption.
Chen et al. [1] proposed a privacy-preserving data aggre-
gation scheme to reduce the communication overhead of
the whole system. However, the scheme can not resist
compromise attacks from users or cloud servers. Subse-
quently, Zhang et al. [14] proposed a priority-based data
aggregation scheme PHDA for cloud-assisted WBAN. The
scheme encrypts the user data through the Paillier public
key cryptography and uses the base station to help the
user forward data to the cloud service, reducing the de-
lay and increasing the packet arrival rate. However, the
scheme has a large computational complexity and can not
resist compromise attacks. Therefore, how to protect the
user data security while maintaining the efficient trans-
mission of data on cloud assisted WBAN is still an im-
portant challenge.

In this paper, our goal is to design a secure and ef-
ficient cloud-assisted WBAN to address secure commu-
nication and efficient transmission issues. First, we pro-
pose a lightweight data aggregation scheme that encrypts
data through privacy homomorphic technology, making
the cloud service aggregate data without decrypting and
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Figure 1: A generic telemedicine service architecture

ensuring data confidentiality. Second, in order to ensure
the integrity of the data, we aggregate user data labels for
batch authentication, reducing the overhead of user data
authentication. Finally, in order to improve the transmis-
sion efficiency of user data, we propose a greedy forward-
ing model to forward user data. The performance evalu-
ation shows that our scheme can meet the requirement of
delivery rate and delay, while lower energy is consumed.

2 Network Architecture and At-
tack Model

2.1 Network Architecture

In this section, we present a generic telemedicine service
architecture, as shown in Figure 1. The architecture con-
sists of three main components:

1) The WBAN which collects user health data;

2) The cloud service which allow medical professionals
to access to stored data;

3) The healthcare authority which designate and en-
force security policies.

First, the healthcare organization generates and sends his
security parameters to each user and medical personnel,
which is used to enforce the security policy of the med-
ical institution. Then, WBAN collects the user’s health
data and uploads it to the cloud service through the base
station. The cloud service to the user’s data aggregation,
storage and delivery to the medical personnel for diagno-
sis and analysis.

2.2 Greedy Forwarding Model

In WBAN, we need to consider the low power require-
ments of the user equipment. When the user equipment
and the base station communication distance is relatively
large, the use of multi-hop relay mode can reduce the
total power consumption of WBAN. Then, in order to re-
duce the number of hops between the user equipment and
the base station, we present a greedy forwarding model,
as shown in Figure 2. In this model, the sending node
selects the node closest to the destination node in the
communication range as the next hop forwarding node.

Figure 2: A greedy forwarding model

2.3 Attack Model

Attackers may exist in the network and launched attacks
to threaten the user’s identity and privacy data, reduce
network performance. In addition to eavesdropping, in-
tercepting all network transmission messages, it is possi-
ble to replay the previous legitimate messages or fake le-
gitimate users to send false messages to the base station.
In addition, the user equipment and the base station are
semi-trusted, and attackers are likely to launch a compro-
mise attack on base stations and user equipment, access
to the corresponding secret information to cause a greater
threat.

3 The Proposed Scheme

In this section, we present a secure and efficient data ag-
gregation scheme (SEDA). SEDA involves privacy homol-
ogy [10] basic technology, in order to facilitate the later
description, we first briefly introduce it.

3.1 Basic Technology

Privacy homomorphic technology does not require the ag-
gregator to decrypt the received privacy data and can di-
rectly perform the aggregation operation. Its main prin-
ciple is: take a small integer d ≥ 2 and a large integer g
as the public key, take a small divisor g

′
of g and rεZg

as the secret key; Randomly divide the message m into d
parts m1, · · · ,md, satisfy m =

∑d
i=1mimodg

′
, compute

Ek(m) = (m1rmodg,m2r
2modg, · · · ,mdr

dmodg); Com-
pute the i− th coordinate by r−imodg to obtain mimodg,
and compute Dk (m) =

∑d
i=1mimodg

′
restore m.

3.2 SEAD Scheme

This scheme is divided into four phases: initialization
phase, data encryption phase, data aggregation phase and
data decryption phase. The verification work is carried
out in the data decryption phase.

3.2.1 Initialization Phase

The healthcare authority TA first selects a positive in-
teger d ≥ 2 and a large integer g as the public key,
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and selects a small divisor g
′

of g and rεZg as the pri-
vate key. Then randomly generates a shared key SKi

for each user ui and selects two one-way function: H1 :
{0, 1}∗ × Zg → Zg, H2 : Zg → Zg. Finally, TA preloads{
r, g

′
, SKi, H1, H2

}
into ui.

3.2.2 Data Encryption Phase

The user ui needs to encrypt mi before uploading the
physiological data mi to base station BS. Before ui en-
crypts, first it needs to calculate seed mask value r1i =
H1 (IDui ‖ SKi), and then calculate rui = H2

(
ru−1
i

)
be-

fore each encryption. Using the seed mask value rui to
mask the encrypted data mi : m̂i = (mi + rui )modg,
and then divide m̂i into d part mi1, · · · ,mid, satisfy
m̂i =

∑d
j=1mijmodg

′
. Calculate Ci:

Ci = [Ci1, Ci2, · · · , Cid]

=
[
mi1rmodg,mi2r

2modg, · · · ,midr
dmodg

] (1)

and calculate the label dgtui = (rui + ski)modg. Then
forwards Ci ‖ dgtui to the nearby BS through the greedy
forwarding model.

3.2.3 Data Aggregation Phase

When the cloud service receives the n messages sent by
BS in the time period t, it needs to aggregate the n mes-
sages:

C12···n =

n∑
i=1

Ci =

[
n∑

i=1

Ci1, · · · ,
n∑

i=1

Cid

]

=

[
n∑

i=1

mi1rmodg, · · · ,
n∑

i=1

midr
dmodg

] (2)

Dgtui =

n∑
i=1

dgtui (3)

and then send C12···n ‖ Dgtui to the medical personnel.

3.2.4 Data Decryption Phase

After receiving the aggregated data C12···n ‖ Dgtui ,
the medical personnel calculate rui = H2

(
ru−1
i

)
, i =

1, 2, · · · , n, and then verifies:(
Dgtui −

n∑
i=1

ski

)
modg

?
=

n∑
i=1

rui (4)

If equal, decrypt C12···n to obtain the aggregated data
m:

m =(
n∑

i=1

Ci1r
−1 + · · ·+

n∑
i=1

Cidr
−d −

n∑
i=1

rui

)
modg

′ (5)

4 Security Analysis and Proof

In this section, we discuss the security performance of our
proposed SEAD scheme. We focus on the attack model
in Section 2.3.

Theorem 1. The proposed scheme can resist eavesdrop-
ping/tampering attacks.

Proof. In our scheme, user data needs to be encrypted and
signed before uploading. The attacker can not obtain the
user privacy data and tamper with the communication
data without knowing the private key SKi and r of the
user and the medical personnel. Therefore, our scheme
can resist eavesdropping/tampering attacks.

Theorem 2. The proposed scheme can resist user com-
promise attacks.

Proof. Our scheme involves two types of secret keys: SKi

and r, SKi is the shared key between the user ui and the
medical personnel, and r is the shared key of all users
and the medical personnel. The attacker compromises
one or some network users to obtain the secret key r, it
also can not get other user’s privacy information. Because
the compromised user can not obtain the shared key SKi

of the uncompromised user ui and the medical personnel.
Therefore, our scheme can resist user compromise attacks.

Theorem 3. The proposed scheme can resist cloud ser-
vice compromise attacks.

Proof. In our scheme, the attacker compromises that the
cloud service can not obtain the user’s privacy data. Be-
cause the cloud service is only responsible for aggregating
user data, there is no shared key SKi between the user
and the medical personnel, can not decrypt the user data.
Therefore, our scheme can resist cloud service compromise
attacks.

Theorem 4. The proposed scheme can resist replay at-
tacks.

Proof. In our scheme, the user will send Ci ‖ dgtui
to the base station every time, and the label dgtui =
(rui + ski)modg will be updated by updating rui =
H2

(
ru−1
i

)
. If the attacker replays the previous interac-

tive message, it will not be able to pass the detection of
the medical personnel. Therefore, our scheme can resist
replay attacks.

Theorem 5. The proposed scheme can provide forward
security.

Proof. In our scheme, the user needs to calculate the mask
value rui = H2

(
ru−1
i

)
before each encryption, and then

delete ru−1
i . So even if the attacker compromise the user,

can only get the current rui and can not get ru−1
i of the

previous time period. Therefore, our scheme can guaran-
tee forward security.
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Table 1: Computational overhead of the three schemes

Scheme Individual user Cloud server Medical personnel
PHDA 6Texp + 3Tmul (2n+ 3)Tp + nTexp + (2n+ 1)Tmul 2Tp + Texp
MuDA 2Texp + Tmul (n− 1)Tmul 2Texp + 2Tplm
SEDA 1Th + 2Tmad + dTmul d (n− 1)Tmad nTh + 2Tmad

Table 2: Simulation parameters

Parameters Values
Size of simulation area/m2 100× 100
Number of mobile nodes 20, 40, 60, · · · , 200
Number of base stations 1

Mobile node communication range /m 50
Mobile node average velocity /m/s 1, 2

Initial energy /mJ 1000
MAC layer protocol 802.11

Channel bandwidth /Mbs 11
Simulation time /s 100

5 Performance Evaluation

5.1 Computing Complexity

We compare the computational complexity of SEDA with
the typical MuDA [1] and PHDA [14] for privacy preserv-
ing data aggregation schemes. The computational over-
head of each scheme is considered from the following three
aspects: the computational cost of a single mobile user,
the computational overhead of the cloud service, and the
computational overhead of the medical personnel. For
SEDA, each mobile user ui needs to perform 1 hash oper-
ation, 2 modulo addition operations and d modular mul-
tiplication operations for its privacy data encryption and
signature. In the data aggregation phase, the cloud server
calculates an encrypted aggregation operation to obtain
C12···n need to perform d(n − 1) modular addition oper-
ation. The medical personnel to verify the signature and
decryption data need to n hash operations and 2 modu-
lar operations. For PHDA, each mobile user ui encrypts
and signs its health data with 6 exponential modular op-
erations and 3 modular multiplication operations. The
cloud service verifies that this received health data sig-
nature and aggregation health data requires (2n+ 3) bi-
linear pair operations, n exponential exponentiation op-
erations and (2n+ 1) modular multiplication operations.
The medical personnel verify that signature and decryp-
tion data requires 2 bilinear pair operations and 1 expo-
nential modular operation. For MuDA, each mobile user
ui encrypts its privacy data requires 2 exponential oper-
ations and 1 modular operation. In the data aggregation
phase, the cloud server computes an encrypted aggrega-
tion operation requires (n− 1) modular multiplication op-
erations. The medical personnel decrypts the aggregated

health data with 2 bilinear pair operations and 1 discrete
logarithmic operation.

The computational complexity of the three schemes is
shown in Table 2. Where Texp represents the computa-
tional overhead required for exponential modular oper-
ation in ZN2 , Tmul represents the computational over-
head required for modular multiplication operation in G,
Tmad represents the computational overhead required for
modular addition operation in G, Th represents the com-
putational overhead required for the hash operation, Tp
represents the computational overhead required for bi-
linear pairing operations, Tplm represents the computa-
tional overhead required to calculate discrete logarithms
using Pollard’s Lambda method, and n represents the to-
tal number of mobile users within the network. As can
be seen from Table 1, our scheme is significantly less than
the other two schemes, because the bilinear pairing oper-
ation and exponential modular operation need to spend
much more than the modular operation.

5.2 Simulation Settings

Our simulations are performed in NS-2 [11]. Two main
experiments are performed to evaluate the performance of
the proposed scheme. In the first experiment, the mov-
ing speed of the mobile node was set to 1 m/s. In the
second experiment, the moving speed of the mobile node
is set to 2 m/s. In all simulation experiment, the mobile
nodes are randomly deployed in a 100× 100m2 monitor-
ing area, the base station node is located in the center of
the area. Table 2 shows some basic parameter settings
in the simulation. In order to evaluate the transmission
efficiency of SEDA health data, there are three different
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(a) Loss ratio vs. Number of mobile nodes (b) Delay vs. Number of mobile nodes (c) Energy consumption vs. Number of
mobile nodes

Figure 3: The user movement speed is 1m/s

data transmission solutions are considered. The first is
PEC [8], a traditional solution of relying on all neighbor
nodes to forward the user data. The second is PHDA [14],
a method that relies on base stations and any neighbor
nodes to forward the user data. The third is our proposed
SEDA solution, which relies on the base station and the
optimal neighbor nodes to forward the user data.

The performance metrics that we use in simula-
tion experiments are the packet loss ratio, trans-
mission delay and energy consumption. The av-
erage packet loss ratio (LR) is defined as LR =
1

n−1

∑n−1
i=0

(
M i

AGTs −M i
AGTr

)
/M i

AGTs, where n repre-

sents the number of mobile nodes,M i
AGTs represents

the total number of the mobile node ui sends pack-
ets of cbr (constants bit rate) data flow in the ap-
plication layer (AGT ), and M i

AGTr represents the to-
tal number of ui received packets of cbr data flow in
AGT . The average packet delay (PD) is defined as

PD = 1
N+1

∑N
i=0

(
T i
r − T i

s

)
, where N represents BS in

the AGT layer to receive the total number of packets
of cbr data flow, T i

r represents BS receives the i − th
packet time, and T i

s represents ui sends the i− th packet
time. The average energy consumption (EC) is defined
as EC = 1

n

∑n
i=0

(
Ei

init − Ei
res

)
, where n represents the

number of mobile nodes, Ei
init represents the initial en-

ergy value of ui, and Ei
res represents the residual energy

value of ui at the end of simulation.

5.3 Simulation Results

In Figure 3, the moving speed of the mobile node is set
to 1 m/s. Figure 3(a) shows the relationship between
the average packet loss ratio and the number of mobile
nodes. As can be seen from the figure, with the increase
of the number of mobile nodes, PEC and PHDA packet
loss first decreases then increases gradually, because con-
gestion occurs when the area of the coverage area of the
mobile node is expanded to a certain extent. SEDA has a
low packet loss ratio compared to PEC and PHDA, when
the number of mobile nodes is 200, the average loss ratio
of SEDA is 66.74% less than PEC and 62.25% less than

PHDA. This is because SEDA chooses the best node as
the next hop forwarding node, which is not affected by
the number of mobile nodes. Figure 3(b) shows the re-
lationship between the average delay and the number of
mobile nodes. It can be seen that the average delay of
PEC and PHDA is increasing with the number of mo-
bile nodes increasing, while the average delay of SEDA
is almost constant. Specifically, when the number of mo-
bile nodes is 200, the average delay of SEDA is 76.4%
and 68.93% less than that of PEC and PHDA respec-
tively. This is because the number of forwarding hops for
PEC and PHDA is increasing as the number of mobile
nodes increases, and SEDA selects the best node as the
next hop node, and the hop count does not increase with
the number of mobile nodes. Figure 3(c) shows the re-
lationship between the number of mobile nodes and the
average energy consumption. As can be seen from the
figure, SEDA has a lower energy consumption compared
to the other two schemes. Specifically, when the number
of mobile nodes is 200, the average energy consumption
of SEDA is 54.34% less than PEC and 46.43% less than
PHDA. This is because SEDA selects the nearest node
to the the target node for forwarding, thereby reducing
energy consumption.

In Figure 4, the moving speed of the mobile node is
set to 2 m/s. Figure 4(a) shows the relationship between
the average loss ratio and the number of mobile nodes. It
can be seen from the figure that SCDA has a low packet
loss ratio compared to PEC and PHDA, when the num-
ber of mobile nodes is 200, the average loss ratio of SEDA
is 75.9% less than PEC and 71.71% less than PHDA. As
mentioned earlier, this is because SEDA chooses the best
node as the next hop node, thereby reducing the num-
ber of forwarding hops. Figure 4(b) shows the relation-
ship between the average delay and the number of mobile
nodes. This graph shows that SEDA has a low trans-
mission delay compared to the other two schemes. When
the number of mobile nodes is 200, the average delay of
SEDA is 70.55% and 68.06% less than that of PEC and
PHDA. Because SEDA chooses the optimal node as the
next hop node, thereby reducing the transmission delay.
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(a) Loss ratio vs. Number of mobile nodes (b) Delay vs. Number of mobile nodes (c) Energy consumption vs. Number of
mobile nodes

Figure 4: The user movement speed is 2m/s

Table 3: To-be tested audio files

Simulation Avg. packets loss ratio Avg. Delay Avg. Energy consumption
Experiment 1 66.74% and 62.25% 76.4% and 68.93% 54.34% and 46.43%
Experiment 2 75.9% and 71.71% 70.55% and 68.06% 52.8% and 44.25%

Figure 4(c) shows the relationship between the average
energy consumption and the number of mobile nodes. It
can be seen that SEDA has a lower energy consumption
compared to the other two schemes. Specifically, when the
number of mobile nodes is 200, the average energy con-
sumption of SEDA is 52.8% and 44.25% less than that of
PEC and PHDA, respectively. As mentioned earlier, this
is because the energy consumption is also decreasing as
the number of forwarding hops decreases.

A comparison between experiment 1 and experiment 2
is shown in Table 3. This table shows how much of the
packet loss ratio, delay and energy consumption of SEDA
is less than that of PEC and PHDA. When the mobile
user’s moving speed is 2m/s, experiment 2 has a high
packet loss ratio compared to experiment 1. Because as
the mobile user’s mobile speed becomes faster, the net-
work topology becomes faster, thus affecting the packet
delivery ratio. Due to the higher number of packets lost in
experiment 2, energy consumption and delay are reduced.

6 Conclusion

In this paper, we propose a secure and efficient data ag-
gregation scheme for cloud-assisted WBAN. The scheme
uses privacy homomorphism to encrypt user data so that
it does not need to be decrypted when aggregating data,
ensuring data confidentiality and resisting compromise at-
tacks. At the same time, the user data is forwarded by
using the fixed base station node and the best relay node
between the user and the base station, thus improving the
transmission efficiency of the user data. The experimental
results show that our scheme has lower packet loss ratio,
smaller delay and less energy consumption.
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Abstract

Cryptographic key is the most important factor for sup-
porting encryption of con�dential data before it is trans-
mitted in a communication network. A good crypto-
graphic key has properties of random sequence and long
period. For these purposes, a randomness capable and
lightweight computing algorithm is required. The ran-
domness capability and computation time of such an algo-
rithm can be measured by using randomness test and al-
gorithmic complexity analysis, respectively. In this paper,
two models of key generation algorithm using the mod-
i�ed Fibonacci and scrambling factor were constructed.
Such modi�cation and scrambling factor are intended to
support the randomness capability and low algorithmic
complexity. The proposed key generation algorithms have
been simulated and analyzed. The key generation algo-
rithm Model 2 (called hereinafter "Scrambled Fibonacci-
based") is better than Model 1 in term of randomness,
despite both having similar linear algorithmic complex-
ity, denoted by O(n).
Keywords: Cryptography; Key Generation; Randomness;
Scrambled Fibonacci; Scrambling Factor

1 Introduction

Wireless communication system and its services have be-
come an important component of modern life and society.
An example of such a wireless network is the Internet
of Things (IoT) that grows rapidly, nowadays, to sup-
port human beings need on information. However, due to
the nature of the Radio Frequency (RF) spectrum used
as shared transmission medium, wireless communications
are essentially vulnerable and prone to interception [5].
The next generation of wireless communication systems
should support applications with very low communication
latency, availability, high reliability and security [27]. To

protect from interception and to ensure the data con�den-
tiality, many wireless systems use cryptographic systems
with secret keys that are only available to the legitimate
senders and recipients.

Various methods or approaches have been proposed to
generate long and random encryption keys [36]. Each
method or approach has advantages and disadvantages
and cannot be applied to all di�erent kinds of applica-
tions. Therefore, a key generation function should be
tailored and adjusted to the characteristics of the appli-
cations that will use it. One important consideration in
designing a key generation algorithm is its algorithmic
complexity [24]. For applications in low-capacity devices
for IoT, low complexity algorithms are required. Unfor-
tunately, the existing key generation algorithms lack the
measurement of their complexity.

Fibonacci sequence [10] which is a very famous series
function in the �eld of mathematics can be used to gener-
ate encryption keys. It is a sequence of numbers where a
number is found by adding up the two preceding numbers.
Beginning with 0 and 1, the sequence goes as 0, 1, 1, 2,
3, 5, 8, 13, 21, 34, and so forth. Written as a rule, the
expression is xi = xi−1 + xi−2. Its lightweight operation
and ability to save computing time are of the reasons for
using it in the key generation function. Several crypto-
graphic methods used Fibonacci sequence or its behavior
for encryption application [9, 12]. Applying Fibonacci is
suitable for common areas that do not involve data pri-
vacy. However, for con�dential data-based applications,
it is necessary to make improvement on the Fibonacci
function. Moreover, the operation used in Fibonacci pro-
duces a regular pattern (ascending or descending) that
can be used as an entrance point to analyze the resulted
key sequence. Therefore, it is necessary to modify the
Fibonacci operation so that the resulted pattern becomes
random and hardens the e�orts to analyze it.

In this paper, a key generation algorithm based on the
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modi�ed Fibonacci and scrambling factor is constructed
and analysed. The key generation function will be ap-
plied to the Internet of Things network with constrained
devices that have limited storage, low computing power
and energy. The contribution of this work is a construc-
tion and analysis of key generation algorithm based on
Fibonacci and scrambling factor which satis�es the re-
quirement for random and long period of key sequences.

The remaining of the paper is organized as follows. Sec-
tion 2 gives a brief overview of the previous related works
regarding cryptographic key generation methods. Section
3 describes the key generation de�nition and its perfor-
mance measurement. The proposed method is described
in Section 4. Section 5 discusses the simulation and the
result and Section 6 closes the paper with the conclusion.

2 Related Works

As technology grows, research on cryptographic key man-
agement [17,20,22,25,32] continues to be done in various
aspects including key generation [14, 18, 28, 29, 34, 35, 37],
agreement [3, 6, 7, 13, 15, 33] or exchange [4], distribu-
tion [8], assignment [19], authentication [16], and update.
However, we focus on e�orts for key generation to be used
on symmetric cryptosystems. Verma et al. [31] proposed a
method for generating cryptographic key using biometrics
with the help of �ngerprint pattern. The algorithm gen-
erates key by extracting minutiae points and core point
and the �nal key is obtained from the �ngerprint image.
Turakulovich et al. Turakulovich et al. [30] discussed com-
parative factors of the key generation techniques include
randomness, key space, key space of biometric, entropy,
measured entropy of biometric, convenience and cost, se-
cure saving, update. However, they mostly discussed the
factor for biometric-based key generation technique which
is di�erent from our proposed method.

Hossain et al. [11] proposed a One Time Key (OTK)
generation technique based on User ID (UID) and pass-
word. The key generation method involves a server-side
process to check for possible collisions between a new UID
and a given UID to the previous client. This process takes
a long time so it is not applicable for devices with limited
storage and energy. Torre et al. [29] studied the practical
performance of an enhanced channel-based key generation
system with a very short roundtrip delay, allowing recip-
rocal channel assessment with increased accuracy. The re-
ciprocal channel measurements performed by body-worn
sensor nodes is used to extract encryption keys. Although
the performance is slightly increased due to the shorter
round-trip delay, further apparent non-reciprocity in the
channel measurements can probably be attributed to in-
accuracy of the received signal strength indication in the
transceiver chip.

Tavangaran et al. [27] studied the secret key generation
protocol for a compound Discrete Memoryless Multiple
Sources (DMMS) with one-way communication in pres-
ence of an eavesdropper. The key generation protocol uses

a two phase approach to achieve secret key. In the �rst
step, the sender estimates his state and sends this along
with other information which is obtained from his obser-
vation to the recipient. In the second step, the recipient
uses this information including the estimated state of the
sender to generate the secret key. However, the protocol
has not been reported whether it has been implemented
or not.

Al-Moliki et al. [2] enhanced the con�dentiality of Vis-
ible Light Communication (VLC) networks by suggest-
ing a new key generation protocol for optical Orthog-
onal Frequency Division Multiplexing (OFDM) schemes
in an indoor environment. The keys are extracted from
the bipolar OFDM samples produced from optical OFDM
schemes. This approach which emphasizes the source of
key generation di�ers from our proposed approach which
emphasizes the process of the key generation.

Karimian et al. [14] proposed a novel approach of key
generation that extracts keys from real-valued ECG fea-
tures. However, this approach is only suitable for ECG-
based applications although it can also be modi�ed for
other �eld applications.

In this research, we proposed new key generation algo-
rithm based on modi�ed Fibonacci and scrambling factor
to support long periodicity and randomness of the gener-
ated key sequence. The research position of our proposed
key generation algorithm among other algorithms is sum-
marized in Table 1.

3 Key Generation and Perfor-

mance Measurement

3.1 Key Generation

In the �eld of cryptography, key is the most urgent pa-
rameter for data encryption or decryption. By de�nition,
a key is a sequence of a random string of bits created ex-
plicitly for scrambling and unscrambling data. Instances
of cryptographic processes demanding the usage of keys
include, inter alia, the transformation of plain text data
into cipher text data (encryption) and vice versa (decryp-
tion), the computation and veri�cation of a digital signa-
ture, the computation and veri�cation of an authentica-
tion code from data, the computation of a shared secret
that is used to obtain keying material, and the derivation
of additional keying material from a key-derivation key.

There are two types of key, i.e. symmetric and asym-
metric key. Symmetric key is a key used in a symmetric-
key cryptographic algorithm which requires that the key
must be kept secret. Asymmetric key is a key used with
a public-key algorithm. In asymmetric key cryptography,
there are two corresponding keys, i.e. private and pub-
lic keys. A private key is a cryptographic key used with
a public-key algorithm that must be kept secret and is
uniquely associated with an entity that is authorized to
use it. Public key is a key used with a public-key algo-
rithm that may be made public and is associated with a
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Table 1: Research position of key generation

Author Method Source Implementation

Verma et al., 2016 extraction Biometric with �nger-print pattern Simulated on Matlab
Hossain et al., 2016 generation UID and password Simulated on mobile phone
Torre et al., 2017 extraction Reciprocal channel measurements Not reported
Tanvangaran et al., 2017 generation Compound: information, estimated state Not yet
Al-Moliki et al., 2017 extraction Bipolar OFDM samples Simulated on Monte Carlo
Karimian et al., 2017 extraction ECG value -
Amiruddin et al., 2017 generation User input Simulated on Matlab

private key and an entity that is authorized to use that
private key.

Key generation is the process of generating keys for
cryptographic purpose such as encryption [1,21]. A cryp-
tographic key can be generated through a function in soft-
ware or hardware with input parameters that can be ob-
tained from various sources, e.g. channels used by each
pair of users [28], phase �uctuations in �ber links, and
values entered by the user.

3.2 Measurement

To measure the performance of the proposed key genera-
tion algorithm, several tests were used, i.e. key generation
speed, key randomness, key periodicity, and algorithmic
complexity analysis. The key generation speed was mea-
sured by recording the start time and �nish time of the
key generation process and then subtracting the start time
from the �nish time. The key randomness was measured
by using autocorrelation function, while the key period-
icity was manually analyzed. All of these kinds of key
performance measurement were also used in [26]. The
analysis of algorithmic complexity was measured by fol-
lowing the description and calculation example presented
in [24].

4 Proposed Methods

We have constructed two models of new key generation
algorithm based on the modi�ed Fibonacci, described in
detail as follows.

4.1 Model 1

In Model 1, modi�cation made on Fibonacci series is the
application of modulo number (annotated with c). In
this model, the �rst key, K1, is obtained by the result of
a%c. K2 is obtained by the result of b%c. Ki is obtained
by the result of the addition of (Ki−1 + Ki−2)%c. By
applying a modulus number in this model, the ascending
or descending pattern of the generated key sequences is
reduced in periodicity. The key generation function of
Model 1 is given in pseudocode form in Algorithm 1.

Algorithm 1 Key Generation (Model 1)

1: Begin
2: Initialize the parameters: a, b, n, c
3: Derive the 1st element of the key
4: K(1)← mod(a, c)
5: Derive the 2nd element of the key
6: K(2)← mod(b, c)
7: Derive the 3rd to n-th element of the key
8: for i = 3 to n do

9: K(i)← mod(K(i− 1) +K(i− 2), c)
10: end for

11: Output the key sequence, K
12: End

The simulation result showed that this model pro-
duces key sequences that have a better randomness level
than those produced by the original Fibonacci. However,
the randomness of the key sequences is not yet satis�ed
the randomness test. Therefore, we constructed another
model of key generation algorithm, Model 2, by adding
a scramble factor to the previous model, Model 1. This
addition of scrambling factor was expected to make the
generated key sequences more random to satisfy the ran-
domness test.

4.2 Model 2

In Model 2, Fibonacci is modi�ed to generate random and
long period key sequences. Input parameters for the func-
tion are a, b, n and d as the �rst number, second number,
key length, and modulus number, respectively. Through
this model, the �rst key,K1, is generated from the formula
(a∗b−a)%d. K2 is generated similarly from (a∗b−b)%d.
For i = 3 : n, Ki is obtained from the addition of the two
previous key, Ki−1 +Ki−2, and a scrambling factor, 3 ∗ i
in formula of Ki−1 +Ki−2 + 3 ∗ i%d. Actually, the origi-
nal Fibonacci is presented in the addition marked with a
+ symbol. However, such an addition can cause the re-
sulted key sequences to have a low randomness and easy
to be guessed (as described in Model 1). Therefore, in
Model 2, a scrambling factor using a multiplication, 3 ∗ i,
is added to improve the modi�ed Fibonacci in generat-
ing random key sequences. The scrambling factor with
the use of multiplication (*) involving an ever-changing



International Journal of Network Security, Vol.21, No.2, PP.250-258, Mar. 2019 (DOI: 10.6633/IJNS.201903_21(2).09) 253

International Journal of Network Security, Vol. xxx, No.xx, PP.xxx-xxx, xxx. 20xx 
used with a public-key algorithm. In asymmetric key 
cryptography, there are two corresponding keys, i.e. private 
and public keys. A private key is a cryptographic key used 
with a public-key algorithm that must be kept secret and is 
uniquely associated with an entity that is authorized to use 
it. Public key is a key used with a public-key algorithm that 
may be made public and is associated with a private key 
and an entity that is authorized to use that private key.  

Key generation is the process of generating keys for 
cryptographic purpose. A cryptographic key can be 
generated through a function in software or hardware with 
input parameters that can be obtained from various sources, 
e.g. channels used by each pair of users [21], phase 
fluctuations in fiber links, and values entered by the user. 

 
3.2 Measurement 

To measure the performance of the proposed key 
generation algorithm, several tests were used, i.e. key 
generation speed, key randomness, key periodicity, and 
algorithmic complexity analysis. 

The key generation speed was measured by 
recording the start time and finish time of the key 
generation process and then subtracting the start time from 
the finish time. The key randomness was measured by 
using autocorrelation function, while the key periodicity 
was manually analyzed. All of these kinds of key 
performance measurement were also used in [33]. The 
analysis of algorithmic complexity was measured 
following the description and calculation example 
presented in [9]. 

4 PROPOSED METHOD 

We have constructed two models of new key generation 
algorithm based on the modified Fibonacci described in 
detail as follows.  

4.1 Model 1 

In Model 1, modification made on Fibonacci series is the 
application of modulo number (annotated with %). In this 
model, the first key, &',  is obtained by the result of ( % 
%. &) is obtained by the result of * % %. &+ is obtained by 
the result of the addition of ( &(+ − ') + &(+ − )) ) % %. 
By applying a modulus number in this model, the 
ascending or descending pattern of the generated key 
sequences is reduced in periodicity. The key generation 
function of Model 1 is given in pseudocode form in 
Algorithm 1.  
 
Algorithm 1: Key Generation (Model 1) 

1 //Input parameters: a, b, n, c; 
2 //Derive the 1st element of the key 
3 K(1)ß mod(a,d); 
4 //Derive the 2nd element of the key 
5 K(2)ß mod(b,c); 
6 //Derive the 3rd to nth element of the key 
7 For i from 3 to n 
8   K(i)ß mod(K(i-1)+K(i-2), c);  
9 Next i 
10 //Output the key sequence, K 

 

The simulation result showed that this model produces key 
sequences that have a better randomness level than those 
produced by the original Fibonacci. However, the 
randomness of the key sequences is not yet satisfied the 
randomness test. Therefore, we constructed another model 
of key generation algorithm, Model 2, by adding a 
scramble factor to the previous model, Model 1. This 
addition of scrambling factor was expected to make the 
generated key sequences more random to satisfy the 
randomness test. 

4.2 Model 2 

In Model 2, Fibonacci is modified to generate random and 
long period key sequences. Input parameters for the 
function are (,*, . and / as the first number, second 
number, key length, and modulus number, respectively. 
Through this model, the first key,	&', is generated from the 
formula (( ∗ * − () % /. &)	 is generated similarly from 
(( ∗ * − *)	% /. For  4 = 3:	#, &+ is obtained from the 
addition of the two previous key, &(i-1)+&(i-2, and a 
scrambling factor, 3 ∗ 4 in formula of &(i-1)+&(i-2)+3 ∗ 4 %  
/. Actually, the original Fibonacci is presented in the 
addition marked with a + symbol. However, such an 
addition can cause the resulted key sequences to have a low 
randomness and easy to be guessed (as described in Model 
1). Therefore, in Model 2, a scrambling factor using a 
multiplication, 9 ∗ +, is added to improve the modified 
Fibonacci in generating random key sequences. The 
scrambling factor with the use of multiplication (*) 
involving an ever-changing number, i, produces a non-
patterned or random number.  

The scrambling factor with the use of power (^) 
operation can also generate random numbers, but has a high 
computational overhead. The scrambling factor of the 
addition (+) and subtraction (-) produces a number that is 
ascending or descending pattern, while the division (:) can 
cause infinite numbers if the divisor is a zero. In Fig. 1 we 
show the experiment result of processing time comparison 
among the addition, multiplication, and power operations. 
Based on this result and the previous explanation, we use 
the multiplication in our scrambling factor in modifying the 
Fibonacci sequence. 

 
Fig. 1 Processing time comparison of several operations 

The proposed generation algorithm of Model 2 is 
given in pseudocode form in Algorithm 2. 
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Figure 1: Processing time comparison of several opera-
tions

number, i, produces a non-patterned or random number.

The scrambling factor with the use of power () oper-
ation can also generate random numbers, but has a high
computational overhead. The scrambling factor of the ad-
dition (+) and subtraction (−) produces a number that is
ascending or descending pattern, while the division (:) can
cause in�nite numbers if the divisor is a zero. In Figure 1
we show the experiment result of processing time com-
parison among the addition, multiplication, and power
operations. Based on this result and the previous expla-
nation, we use the multiplication in our scrambling factor
in modifying the Fibonacci sequence.

The proposed generation algorithm of Model 2 is given
in pseudocode form in Algorithm 2.

Algorithm 2 Key Generation (Model 2)

1: Begin
2: Initialize the parameters: a, b, n, c
3: Derive the 1st element of the key
4: K(1)← mod(a ∗ b− a, c)
5: Derive the 2nd element of the key
6: K(2)← mod(a ∗ b− b, c)
7: Derive the 3rd to n-th element of the key
8: for i = 3 to n do

9: K(i)← mod(K(i− 1) +K(i− 2) + 3 ∗ i, c)
10: end for

11: Output the key sequence, K
12: End

The use of ∗b − a, ∗b − b, and 3 ∗ i in Algorithm 2 is
intended to satisfy the randomness test and long period-
icity of the generated key sequences as the requirements
of good key as stated by Shannon [34].

The di�erence of operations among the original Fi-
bonacci, modi�ed Fibonacci Model 1, and Model 2 is pre-
sented in Table 2.
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Algorithm 2: Key Generation (Model 2) 

1 //Input parameters: a, b, n, d; 
2 //Derive the 1st element of the key 
3 K(1)ß mod(a*b-a,d); 
4 //Derive the 2nd element of the key 
5 K(2)ß mod(a*b-b,d); 
6 //Derive the 3rd to nth element of the key 
7 For i from 3 to n 
8   K(i)ß mod(K(i-1)+K(i-2)+3*i,d);  
9 Next i 
10 //Output the key sequence, K 

 

Table 2 Different operations among Fibonacci-based algorithms 

Original 
Fibonacci 

Modified Fibonacci 
Model 1 

Modified Fibonacci 
Model 2 

:' 	= 	( :' = 	;</((, %) :'
= 	;</(( ∗ * − (, /) 

:) 	= 	* :) 	= 	;</(*, %) :) 	
= 	;</(( ∗ * − *, /) 

:+
= :+='
+ :+=) 

:+
= 	;</(:+='
+ :+=), %) 

:+
= 	;</(:+=' + :+=)
+ 9 ∗ +, /) 

 
The use of ∗ *	 − 	(, ∗ * − 	*, and 9 ∗ + in Algorithm 2 is 
intended to satisfy the randomness test and long periodicity 
of the generated key sequences as the requirements of good 
key as stated by Shannon [34].  

The difference of operations among the original 
Fibonacci, modified Fibonacci Model 1, and Model 2 is 
presented in Table 2. 

5 RESULTS AND DISCUSSION 

5.1 Model 1 

 
Fig. 2 Key element plot of three key sequences with different 
initial value of parameter a of proposed algorithm Model 1 

The performance of the proposed key generation 
algorithms Model 1 and Model 2 were evaluated by 
simulation using Matlab software. The key generation 
algorithm of Model 1 does not meet the randomness test as 
in Fig.1, indicated by similar pattern of the three generated 
key sequences. By varying the value of parameter a with 
19 (Key1), 20 (Key2), and 21(Key3), the three key 
sequences for up to 10 Bytes length have similar plot of key 
elements and this means that the key sequences are not 

random. Due to the unsatisfactory result of randomness of 
proposed Model 1 algorithm, we then proposed Model 2 
algorithm. 
 
5.2 Model 2 

The key generation simulation used the Algorithm 
2 by varying the parameters i.e. the first number ((), 
second number (*), and the key length (key size) (.) and 
let the modulus number (/) be remains in 256, as the 
maximum value of alphabet characters. In this simulation, 
we measured the key generation speed and randomness 
level, and compared with other algorithm.  

5.3 Key generation speed 

For measuring the speed of key generation, 1000 
(one thousand) key sequences were generated. Each key 
sequence was then recorded at the start and the end time to 
get the processing time (>4#4?ℎ	A4BC	 − 	?ADEA	A4BC), then 
looked for the average processing time by summing up all 
processing time and then divided by 1000. We can see on 
Fig.2 the time it took to generate key sequences of varying 
key length sizes with the same initial parameter.  

It showed that the key generation time increases 
along with the increase of the key length. However, the 
proposed Model 1 algorithm has the fastest processing time 
among all, while the proposed Model 2 has the lowest 
processing time in certain time but still has a relatively 
same processing time to the original Fibonacci algorithm. 
However, this can be explained as a consequence of using 
more functions in the proposed algorithm Model 2 than the 
number of functions in the Model 1 and the original 
Fibonacci. The use of more functions is intended to support 
the randomness of the generated key sequences.  The 
increase in key length size is not linear with increasing 
generation time, since the ratio between the two is 
relatively decreasing as the key length increases. 

 

Fig. 3 Comparison of key generation processing time (ms) for 
varying key length (byte) Figure 2: Key element plot of three key sequences with

di�erent initial value of parameter a of proposed algo-
rithm Model 1

5 Results and Discussion

5.1 Model 1

The performance of the proposed key generation algo-
rithms Model 1 and Model 2 were evaluated by simulation
using Matlab software. The key generation algorithm of
Model 1 does not meet the randomness test as in Fig-
ure 1, indicated by similar pattern of the three generated
key sequences. By varying the value of parameter a with
19 (Key1), 20 (Key2), and 21(Key3), the three key se-
quences for up to 10 Bytes length have similar plot of key
elements and this means that the key sequences are not
random. Due to the unsatisfactory result of randomness
of proposed Model 1 algorithm, we then proposed Model 2
algorithm.

5.2 Model 2

The key generation simulation used the Algorithm 2 by
varying the parameters i.e. the �rst number (a), second
number (b), and the key length (key size) (n) and let the
modulus number (c) be remains in 256, as the maximum
value of alphabet characters. In this simulation, we mea-
sured the key generation speed and randomness level, and
compared with other algorithm.

5.3 Key Generation Speed

For measuring the speed of key generation, 1000 (one
thousand) key sequences were generated. Each key se-
quence was then recorded at the start and the end time
to get the processing time (�nish time - start time), then
looked for the average processing time by summing up all
processing time and then divided by 1000. We can see
on Figure 2 the time it took to generate key sequences of
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Table 2: Di�erent operations among �bonacci-based algorithms

Original Fibonacci Modi�ed Fibonacci Model 1 Modi�ed Fibonacci Model 2

U1 = a U1 = mod (a, c) U1 = mod (a ∗ b− a, d)
U2 = b U2 = mod (b, c) U2 = mod (a ∗ b− b, d)
Ui = Ui−1 + Ui−2 Ui = mod (Ui−1 + Ui−2, c) Ui = mod (Ui−1 + Ui−2 + 3 ∗ i, d)
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Algorithm 2: Key Generation (Model 2) 

1 //Input parameters: a, b, n, d; 
2 //Derive the 1st element of the key 
3 K(1)ß mod(a*b-a,d); 
4 //Derive the 2nd element of the key 
5 K(2)ß mod(a*b-b,d); 
6 //Derive the 3rd to nth element of the key 
7 For i from 3 to n 
8   K(i)ß mod(K(i-1)+K(i-2)+3*i,d);  
9 Next i 
10 //Output the key sequence, K 

 

Table 2 Different operations among Fibonacci-based algorithms 

Original 
Fibonacci 

Modified Fibonacci 
Model 1 

Modified Fibonacci 
Model 2 

:' 	= 	( :' = 	;</((, %) :'
= 	;</(( ∗ * − (, /) 

:) 	= 	* :) 	= 	;</(*, %) :) 	
= 	;</(( ∗ * − *, /) 

:+
= :+='
+ :+=) 

:+
= 	;</(:+='
+ :+=), %) 

:+
= 	;</(:+=' + :+=)
+ 9 ∗ +, /) 

 
The use of ∗ *	 − 	(, ∗ * − 	*, and 9 ∗ + in Algorithm 2 is 
intended to satisfy the randomness test and long periodicity 
of the generated key sequences as the requirements of good 
key as stated by Shannon [34].  

The difference of operations among the original 
Fibonacci, modified Fibonacci Model 1, and Model 2 is 
presented in Table 2. 

5 RESULTS AND DISCUSSION 

5.1 Model 1 

 
Fig. 2 Key element plot of three key sequences with different 
initial value of parameter a of proposed algorithm Model 1 

The performance of the proposed key generation 
algorithms Model 1 and Model 2 were evaluated by 
simulation using Matlab software. The key generation 
algorithm of Model 1 does not meet the randomness test as 
in Fig.1, indicated by similar pattern of the three generated 
key sequences. By varying the value of parameter a with 
19 (Key1), 20 (Key2), and 21(Key3), the three key 
sequences for up to 10 Bytes length have similar plot of key 
elements and this means that the key sequences are not 

random. Due to the unsatisfactory result of randomness of 
proposed Model 1 algorithm, we then proposed Model 2 
algorithm. 
 
5.2 Model 2 

The key generation simulation used the Algorithm 
2 by varying the parameters i.e. the first number ((), 
second number (*), and the key length (key size) (.) and 
let the modulus number (/) be remains in 256, as the 
maximum value of alphabet characters. In this simulation, 
we measured the key generation speed and randomness 
level, and compared with other algorithm.  

5.3 Key generation speed 

For measuring the speed of key generation, 1000 
(one thousand) key sequences were generated. Each key 
sequence was then recorded at the start and the end time to 
get the processing time (>4#4?ℎ	A4BC	 − 	?ADEA	A4BC), then 
looked for the average processing time by summing up all 
processing time and then divided by 1000. We can see on 
Fig.2 the time it took to generate key sequences of varying 
key length sizes with the same initial parameter.  

It showed that the key generation time increases 
along with the increase of the key length. However, the 
proposed Model 1 algorithm has the fastest processing time 
among all, while the proposed Model 2 has the lowest 
processing time in certain time but still has a relatively 
same processing time to the original Fibonacci algorithm. 
However, this can be explained as a consequence of using 
more functions in the proposed algorithm Model 2 than the 
number of functions in the Model 1 and the original 
Fibonacci. The use of more functions is intended to support 
the randomness of the generated key sequences.  The 
increase in key length size is not linear with increasing 
generation time, since the ratio between the two is 
relatively decreasing as the key length increases. 

 

Fig. 3 Comparison of key generation processing time (ms) for 
varying key length (byte) Figure 3: Comparison of key generation processing time

(ms) for varying key length (byte)

varying key length sizes with the same initial parameter.
It showed that the key generation time increases along

with the increase of the key length. However, the pro-
posed Model 1 algorithm has the fastest processing time
among all, while the proposed Model 2 has the lowest
processing time in certain time but still has a relatively
same processing time to the original Fibonacci algorithm.
However, this can be explained as a consequence of using
more functions in the proposed algorithm Model 2 than
the number of functions in the Model 1 and the origi-
nal Fibonacci. The use of more functions is intended to
support the randomness of the generated key sequences.
The increase in key length size is not linear with increas-
ing generation time, since the ratio between the two is
relatively decreasing as the key length increases.

5.4 Randomness of Key Sequence

Randomness tests are involved in a measuremnet to ana-
lyze the distribution of a set of data to see if it is uncorre-
lated or random. To test the randomness of the generated
key sequences, we have simulated key generation by vary-
ing the value of variable a, i.e. 19, 219, 119 for Key 1,
Key 2, and Key 3, as given in Figure 3. It appears that
all the key sequences have di�erent and irregular patterns
indicating that all of the key sequences are uncorrelated
or random.

By varying only the parameter values b from 119 to 124,
we generated six key sequences and obtained their plot of
key autocorrelation values as shown in Figure 4. The au-
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Fig. 4 Plot of key elements of three key sequences of 64 Bytes 

with different value of parameter a: 19 (Key1), 219 (Key2), and 
119 (Key3) of the proposed algorithm Model 2 

5.4 Randomness of key sequence 

Randomness tests are involved in a measuremnet to 
analyze the distribution of a set of data to see if it is 
uncorrelated or random. To test the randomness of the 
generated key sequences, we have simulated key 
generation by varying the value of variable (, i.e. 19, 219, 
119 for Key1, Key2, and Key3, as given in Fig. 3. It appears 
that all the key sequences have different and irregular 
patterns indicating that all of the key sequences are 
uncorrelated or random. 

By varying only the parameter values b from 119 to 
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Figure 4: Plot of key elements of three key sequences of
64 Bytes with di�erent value of parameter a: 19 (Key1),
219 (Key2), and 119 (Key3) of the proposed algorithm
Model 2

tocorrelation function (ACF), Rk, is calculated using the
Equation (1) described in [52], when given a measurement
of the variables Y1, Y2, ..., Yn on X1, X2, ..., Xn, by shifting
(lag) of k.
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As shown in Figure 4, the autocorrelation value of all
64-Byte key sequences with the de�ned lags of 1 to 20 is
in the range between the upper boundary (0.2) and the
lower boundary (-0.2) indicating that all of the key se-
quences are uncorrelated or random. The autocorrelation
value for lags of 0 is 1 which means that the two com-
pared key sequences are not random, since there is no key
element shift (lag = 0) so there is no di�erence between
the two key sequences. By using Pearson's correlation
test, and varying the parameter of b, we have simulated
the key generation for 200 key sequences and yielded the
correlation coe�cient between two key sequences as in
Table 3.

The Pearson correlation is calculated using Equa-
tion (2),
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Table 3: Correlation test (Pearson coe�cient and signif-
icant test) between two key sequences generated by the
proposed Model 2 algorithm

Correlation between 2 key sequences

K1,K2 K2,K3 K3,K4 K4,K5 K5,K6

Prson Coef -0.117 -0.085 -0.080 0.078 -0.222

Sig. test 0.535 0.653 0.673 0.681 0.237

Result Pass Pass Pass Pass Pass

Correlation between 2 key sequences

K6,K7 K7,K8 K8,K9 K9,K10 K10,K1

Prson Coef -0.062 -0.157 0.056 -0.418 -0.050

Sig. test 0.744 0.406 0.765 0.022 0.790

Result Pass Pass Pass Pass Pass

where rP , X, Y , (X), Y , i, n are Pearson correlation,
value of variable x, value of variable y, mean value of
variable x, mean value of variable y, nth iteration, and
number of elements.

A comparison of the randomness of several key se-
quences between the proposed algorithm and the Raphael
algorithm is given in Figure 5, Figure 6, and Table 4. In
Figure 5, it can be seen that the plot of key elements
between the three key sets generated by the proposed al-
gorithm is more random than that generated by Raphael's
algorithm which yields relatively similar plots of key ele-
ments.

As shown in Figure 6, by varying only the value of pa-
rameter b, the correlation coe�cient plot and the P-value
of the key sequence generated by the proposed algorithm
indicate a random sequence of keys because the value of
P-value in average is greater than the correlation coe�-
cient. While in contrast, Raphael's algorithm produces
a key sequence that has P-value and a competing corre-
lation coe�cient, indicating that the key sequence has a
correlation or not random. Further, as shown in Table 4,
the comparison of two adjacent key sequences using the
Spearman correlation test, indicating that the proposed
algorithm passed all randomness tests, while the Raphael
algorithm failed on all random tests. All of the above
comparisons show the advantages of proposed Model 2
key generation algorithm over Raphael's algorithm.

Table 4: Correlation comparison of two adjacent key se-
quences of the proposed algorithm

Adj.Key
Proposed algorithm Raphael's algorithm

Rho Pval Test Rho Pval Test

K1,K2 -0.118 0.5356 Pass 0.253 0.178 Fail

K2,K3 -0.085 0.6533 Pass 0.453 0.012 Fail

K3,K4 -0.080 0.6739 Pass 0.375 0.041 Fail

K4,K5 0.078 0.6816 Pass 0.005 0.980 Pass

K5,K6 -0.222 0.2375 Pass 0.484 0.007 Fail

K6,K7 -0.062 0.7445 Pass 0.252 0.180 Fail

K7,K8 -0.157 0.4064 Pass 0.234 0.214 Fail

K8,K9 0.057 0.7659 Pass 0.390 0.033 Fail

K9,K10 -0.419 0.0222 Pass 0.103 0.588 Pass

K10,K1 0.051 0.7901 Pass 0.002 0.002 Fail
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sequences with di�erent value of parameter b generated
by the proposed Model 2 algorithm

International Journal of Network Security, Vol. xxx, No.xx, PP.xxx-xxx, xxx. 20xx 

 
Fig. 4 Plot of key elements of three key sequences of 64 Bytes 

with different value of parameter a: 19 (Key1), 219 (Key2), and 
119 (Key3) of the proposed algorithm Model 2 

5.4 Randomness of key sequence 

Randomness tests are involved in a measuremnet to 
analyze the distribution of a set of data to see if it is 
uncorrelated or random. To test the randomness of the 
generated key sequences, we have simulated key 
generation by varying the value of variable (, i.e. 19, 219, 
119 for Key1, Key2, and Key3, as given in Fig. 3. It appears 
that all the key sequences have different and irregular 
patterns indicating that all of the key sequences are 
uncorrelated or random. 

By varying only the parameter values b from 119 to 
124, we generated six key sequences and obtained their plot 
of key autocorrelation values as shown in Fig. 4. The 
autocorrelation function (ACF), Rk, is calculated using the 
equation (1) described in [52], when given a measurement 
of the variables F1, F2,	..., F#	 on	I1, I2, . . . , I#, by 
shifting (lag) of J. 

                    (1) 

 
Fig. 5 Plot of autocorrelation value of 64 Byte key sequences 
with different value of parameter b generated by the proposed 

Model 2 algorithm 

As shown in Fig. 4, the autocorrelation value of all 
64-Byte key sequences with the defined lags of 1 to 20 is 
in the range between the upper boundary (0.2) and the 
lower boundary (-0.2) indicating that all of the key 
sequences are uncorrelated or random. The autocorrelation 
value for lags of 0 is 1 which means that the two compared 
key sequences are not random, since there is no key 
element shift (lag = 0) so there is no difference between the 
two key sequences. By using Pearson's correlation test, and 
varying the parameter of b, we have simulated the key 
generation for 200 key sequences and yielded the 
correlation coefficient between two key sequences as in 
Table 3. 

Table 3 Correlation test between two key sequences generated 
by the proposed Model 2 algorithm 

 Correlation between 2 key sequences 

 K1, K2 K2, K3 K3, K4 K4, K5 K5, K6 
Pearson 
Coefficient -0.117 -0.085 -0.080 0.078 -0.222 
Significa-
nce test 0.535 0.653 0.673 0.681 0.237 

Result Pass Pass Pass Pass Pass 

 Correlation between 2 key sequences 

 K6, K7 K7, K8 K8, K9 K9,K10 K10,K1 
Pearson 
Coefficient -0.062 -0.157 0.056 -0.418 0.050 
Significa-
nce test 0.744 0.406 0.765 0.022 0.790 

Result Pass Pass Pass Pass Pass 
 

The Pearson correlation is calculated using equation 
(2), 

              (2) 

where EK, I, F, X̄, Ȳ, i, n are Pearson correlation, value of 
variable L, value of variable M, mean value of variable L, 
mean value of variable M, nth iteration, and number of 
elements.  

 
Fig. 6 Comparison of key element plot among three key 

sequences generated by (a) proposed algorithm (b) Raphael’s 
algorithm 

N-k
(Yi-Y)(Yi+k-Y)

i=1R =k N
(Yi-Y)

i=1
2

å

å

n
(Xi - X)(Yi - Y)

i=1rP =
n
(Xi -X) (Yi -Y)I=1

2 2

å

å

Figure 6: Comparison of key element plot among three
key sequences generated by (a) proposed algorithm (b)
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5.5 The Periodicity of Key Sequences

Suppose a given key sequence A is 1 3 4 6 5 8 1 3 4 6 5 8 1
3 4 6 5 8 . . . Then the period of key sequence A is 6 (the
number of elements from 1 3 4 6 5 8 before experiencing
the exact same loop). The longer the period, the better
a key sequence. Since the proposed algorithm uses four
parameters a, b, d, and n, and there is a scrambling factor
that depends on the process iteration, the key sequences
generated by the proposed algorithm has a long period
equal to n (the key length to be generated, determined by
the user). This character is called One Time Key or One
Time Pad. Meanwhile, the algorithm used by Raphael et
al. [23] also satis�es a long period, but since it does not
use the modulus function, the resulting key sequence has
a regular pattern of ascending or descending. So it does
not meet the randomness test and it requires a larger
memory to sum the number that will enlarge as the key
length increases.

5.6 Complexity of Algorithm

In the Key Generation algorithm Model 1 (see Algorithm
1), there are 10 Line of Codes (LOCs). However, LOCs
beginning with a double forward slash (//) are only de-
scriptions and not executed, and hence these parts are
ignored and not counted in the analysis of the algorith-
mic complexity. LOC 3, 5, 7-9 are the processing part of
the algorithm that will be calculated on its complexity.
In LOC 3, there are 2 instructions i.e. mod (a, d) and
assignment (=) of the variable K(1). In LOC 5, similar
to LOC 3, there are 2 instructions, i.e. mod (b, c) and
assignment (=) of the variable K(2). LOC 7-9 is an in-
cremental loop as many as (n + 1 − 3) or (n − 2) times
with variable i as the counter. The assignment instruction
(i = 3) is executed before the loop.

Inside the loop, there are 1 comparison instruction (i <
n+1) and 1 incremental counter (i++). In addition, there
are also an assignment operation (K(i) = mod (K(i −
1)+K(i−2), c)) involving 1 sum operation (+), 1 modulus
operation (mod) and 1 assignment (=) of the variable
K(i). Thus, in LOC 7-9 there are 5 instructions repeated
(n − 2) times and 1 non-repeated instruction. Thus, in
detail, the number of instructions in LOC 3 = 2, LOC 5
= 2, and LOC 7-9 = 5(n − 2) + 1. Thus the complexity
of the Algorithm 1 is 5(n− 2) + 1 + 2+ 2 or 5(n− 2) + 5
or 5n− 5 or O(n).

In the Key Generation algorithm Model 2 (see Algo-
rithm 2), there are 10 LOCs. LOCs beginning with double
forward slash are ignored and not counted in the analy-
sis of the algorithmic complexity. LOC 3, 5, 7-9 is the
processing part of the algorithm that will be calculated
on its complexity. In LOC 3, there are 4 instructions i.e.
multiplication (*), subtraction (-), modulus (mod) and
assignment (=) of the variable K(1). In LOC 5, similar
to LOC 3, there are 4 instructions, i.e. multiplication (*),
subtraction (-), modulus (mod) and assignment (=) of the
variable K(2). LOC 7-9 is an incremental loop as many
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as (n+ 1− 3) or (n− 2) times with the variable i as the
counter. The assignment instruction (i = 3) is executed
before the loop.

Inside the loop, there are 1 comparison instruction
(i < n + 1) and 1 incremental counter (i + +). In ad-
dition, there are also an assignment operation of (K(i) =
mod (K(i− 1) +K(i− 2) + 3 ∗ i, d)) involving 2 addition
operations (+), 1 multiplication operation (*), 1 modu-
lus operation (mod) and 1 assignment operation (=) of
the variable K(i). Thus, in LOC 5-7, there are 7 instruc-
tions repeated (n-2) times and 1 non-repeated instruction.
Thus, in detail, the number of instructions in LOC3 = 4,
LOC5 = 4, and LOC 7-9 = 7(n− 2) + 1. Thus the com-
plexity of the Model 2 algorithm is 7(n − 2) + 1 + 4 + 4
or 7(n− 2) + 9 or 7n− 5 or O(n).

From the above analysis, it appears that both mod-
els of the proposed key generation algorithms have the
same algorithmic complexity that is linear complexity ex-
pressed by O(n). However, only the Model 2 satis�es the
randomness test.

6 Conclusions

We have utilized the Fibonacci sequence in construct-
ing two proposed models of key generation algorithm,
Model 1 (without scrambling factor) and Model 2 (with
scrambling factor). The modi�cation by adding a scram-
bling factor is intended to generate key sequences that
satisfy randomness tests and long periodicity which have
not been used in measuring the existing key algorithms
found in recent literature. Simulation results of the two
models indicate that the key generation time increases
along with the increase of the key length, but the ratio
between key generation time and key length relatively de-
creases. The randomness test results indicate that the key
sequences generated by Model 1 do not meet the random-
ness test despite having relatively fast computation time.
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Model 2 produces key sequences with accepted autocor-
relation value (accepted random value) since it is always
in the range between the upper boundary (0.2) and the
lower boundary (-0.2). The result of algorithmic complex-
ity analysis showed that both of key generation algorithms
have a similar linear algorithmic complexity, expressed by
O(n). However, considering all the performance measure-
ment used in the present work, the proposed key gener-
ation algorithm Model 2 (Called hereinafter scrambled
�bonacci) is the best compared to the proposed Model 1
and original Fibonacci-based Raphael algorithm. The fu-
ture work of this research would be to implement the pro-
posed Scrambled Fibonacci-based key algorithm in an en-
cryption/decryption application in constrained devices to
support security and privacy preservation in the Internet
of Things.
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Abstract

In order to meet the requirements of discrimination,
robustness and high-efficiency identification of existing
speech identification algorithms in mobile speech commu-
nication, an efficient perceptual hashing scheme based on
spectrogram for speech identification was proposed in this
paper. Firstly, a fraction of spectrogram is cut, which rep-
resents low frequency information of input speech signal
and is less susceptible to common content-preserving ma-
nipulations such as MP3 compression, noise addition and
volume adjustment etc. Secondly, the local binary pattern
(LBP) algorithm is applied to produce a LBP feature im-
age. Finally, the perceptual hashing sequence is obtained
by employing an image perceptual hashing algorithm to
the LBP feature image. Experimental results show that
the proposed approach has a good discrimination, robust-
ness and identification efficiency. It can satisfy the real-
time identifying requirements in mobile speech communi-
cation.

Keywords: Entropy Rate; LBP; Perceptual Hashing;
Spectrogram; Speech Identification

1 Introduction

With the development of multimedia technology and net-
work communication technology, the transmission and
storage of speech information become more and more
convenient. However, some speech information contains
much private information, such as court testimony and
military order. Therefore, validating their authenticity
becomes a critical issue to multimedia identification tech-
niques [5].

Traditional cryptography hashing algorithms are very
sensitive to the changes of speech content because of in-
troducing some distortions while processing speech sig-
nal, such as resample and compression, which have an
adverse effect on speech content identification. Speech
perceptual hashing identification technologies can protect
speech information by verifying its authenticity, which can

guarantee speech information services more safe and re-
liable [2, 4]. So, this technology is recently receiving big
attention in the area of research.

A lot of spectrogram-based audio fingerprinting algo-
rithms have been proposed in recent year. Rafii et al. [12]
proposed an audio fingerprinting system to handle differ-
ent kinds of live version audio, and the fingerprinting is
extracted from a binary image, which is obtained from a
log-frequency spectrogram by using an adaptive threshold
method. Though the system shows a good identification
precision to different genres of live music, its robustness
is not illustrated in detail. To satisfy robustness of audio
fingerprinting system, Zhang et al. [15] proposed a feature
extracting method based on spectrogram through utiliz-
ing scale invariant feature transform (SIFT) local descrip-
tor and the locality sensitive hashing (LSH). Due to the
stability of SIFT, the proposed algorithm achieves a high
discrimination and robustness, but its time complexity is
high. Being similar to [15], SIFT is employed to extract
128 features of spectrogram in [16]. Experimental results
show that the system has a good identification rates when
the audio lengths are stretched from 65% to 150%. How-
ever, due to use Euclidean distance to match the features
of 128-dimension descriptors, it is still time-consuming.

Besides there are a few audio fingerprinting algorithms
based on the feature of spectrogram, some audio percep-
tual hashing algorithms with respect to other features
have been proposed. Chen et al. [3] introduced an audio
perceptual hashing algorithm based on Zernike moment.
Experiment results show that the algorithm achieves a
good discrimination and perceptual robustness. However,
generating hashing process in his paper takes too much
time. Huang et al. [6] proposed a speech perceptual hash-
ing algorithm based on linear prediction analysis, which
has a high running efficiency but not a good robustness.
Li et al. [9] introduced a hashing generating approach by
utilizing the correlation of Mel-frequency cepstrum coeffi-
cients (MFCC). Instead of traditional hamming distance,
it takes advantage of similarity metric function to imple-
ment hashing matching and shows a good robustness to
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re-sampling and MP3 compression. However, the algo-
rithm is computationally expensive. In [8], the combina-
tion of modified discrete coefficients transform (MDCT)
and non-negative matrix factorization (NMF) is consid-
ered as a hashing yielding scheme. It exhibits a good
robustness but a poor discrimination. To develop an effi-
cient speech identification system, Zhang et al. [14] pro-
posed a speech perceptual hashing algorithm in terms of
discrete wavelet packet decomposition (WPD). Although
the system can discriminate different speech files, it lacks
robustness in the noisy environment. By exploiting lin-
ear prediction coefficients (LPC) of speech signal to ob-
tain local features, Chen et al. [1] proposed a robust hash
function, which gains a better discrimination but has poor
effect to resist some speech content-preserving distortions,
such as filtering and noise addition.

Aiming at the problems mentioned above, obtaining
a compromise between discrimination and robustness of
algorithm, and meeting the requirement to enhance iden-
tification efficiency, we proposed an efficient speech per-
ceptual hashing identification algorithm based on spectro-
gram. Firstly, a spectrogram produced by a 4 s original
speech is obtained like Figure 1(a). Figure 1(b) is a spec-
trogram of the original speech signal contaminated by 30
dB white Gaussian noise. Through comparing Figure 1(a)
with Figure 1(b), it is obvious that noise has little influ-
ence on low frequency portion (namely the bottom half of
the spectrogram), then, which is cut to get Figure 1(c). In
addition, Figure 1(c) is converted to acquire a feature im-
age (Figure 1(d)) by using LBP algorithm. As can be seen
from Figure 1(d), most of textural features are extracted.
Lastly, an image perceptual hashing algorithm proposed
in [7] is applied to get hashing sequences of LBP feature
image, and which are matched to finish speech identifi-
cation. The experimental results demonstrate that the
proposed algorithm can satisfy the real-time need of mo-
bile speech communication.

Figure 1: Spectrogram analysis: (a) Spectrogram of an
original 4 s speech clip; (b) Spectrogram of adding 30 dB
noise to original speech; (c) An image of being cut out
from (a); (d) LBP feature image of (c)

The remaining part of this paper is organized as fol-
lows. Section 2 does several preliminaries, which are

mainly introducing three theories, including LBP descrip-
tor, 2D-DCT and SVD, which will be exploited in this
paper. The detailed proposed algorithm is described in
Section 3. Subsequently, Section 4 gives the experimental
results and performance analysis as compared with other
related methods. Finally, we conclude our paper in Sec-
tion 5.

2 Problem Statement and Prelim-
inaries

2.1 LBP Descriptor

LBP [13] is an effective image texture description method.
Owing to having some characteristics, such as simple cal-
culation, rotation and gray invariance, LBP is applicable
to real-time system. The method is described briefly as
follows: a central pixel point ic is defined in a local 3×3
neighborhood of a monochrome texture image. Next, ic is
in comparison with one of the joint 8 pixel values in (i=1,
2, . . . , 8), if ic is less than in, bn is set to 1, otherwise to
0 (see Equation(1)). Equation (2) is utilized to get final
LBP code values.

bn =

{
1 in − ic > 0
0 otherwise

(1)

LBP (xc, yc) =

7∑
n=0

2nbn. (2)

In this paper, LBP descriptor is used to extract texture
information of spectrogram.

2.2 Two-Dimensional Discrete Cosine
Transform (2D-DCT)

Discrete Cosine Transform (DCT) [11] is used to approx-
imate to an image via different amplitude and frequency.
Two-dimensional discrete cosine transform (2D-DCT) can
be obtained by computing twice one-dimensional DCT in
the two directions of row and column. 2D-DCT is fre-
quently applied in image processing since it is charac-
terized by lossless compression and energy concentration.
Generally, after 2D-DCT, the main energy of an image is
concentrated in the part of low frequency, which is located
in top left corner of a 2D-DCT coefficient matrix and rep-
resenting the stable features of an image. The definition
of 2D-DCT is as follows:

D(u, v) =
2√
MN

c(u)c(v)

M−1∑
x=0

N−1∑
y=0

f(x, y) (3)

cos
(2x+ 1)uπ

2M
× cos

(2y + 1)vπ

2N
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The 2D-DCT inverse transform is given by:

f(x, y) =
2√
MN

M−1∑
u=0

N−1∑
v=0

c(u)c(v)D(u, v) (4)

cos
(2x+ 1)uπ

2M
× cos

(2y + 1)vπ

2N

where D(u, v) is a 2D-DCT transform coefficient matrix,
the size of input digital image f(x, y) is M×N , 0≤ x≤
M−1, 0≤ y ≤N−1, 0≤ u≤M−1, 0≤ v ≤N−1, c(u)
and c(v) are transform parameters and their values are
defined as follows:

c(u), c(v)=

{
1/
√

2 u, v = 0
1 otherwise

(5)

In this paper, 2D-DCT is utilized to extract the low fre-
quency energy of LBP feature image.

2.3 Singular Value Decomposition

Singular value decomposition (SVD) [10] is a method
of algebraic feature extraction and numerical analysis.
Thanks to the stability of singular value, it is widely ap-
plied in the field of image compression and digital water-
mark. Supposing A is a M×N gray image. The SVD
transform of A is given by:

A = USV T =

r∑
i=1

λiuiv
T
i (6)

where U and V are M×M and N×N orthogonal matrices
respectively, S is a M×N matrix. λ is singular value of
A and satisfies Equation (7). r is the number of non-zero
singular value. uiand vi are left singular vector and right
singular vector corresponded by λi.

λ1 ≥ λ2 ≥ · · ·λr = · · · = λM (7)

In this paper, SVD is performed to the 2D-DCT low
frequency coefficient matrix for obtaining the left singu-
lar vector and right singular vector corresponded by the
biggest singular value.

3 The Proposed Scheme

The two principal components of speech identification
system are hashing generation and hashing matching,
and the procedures of proposed perceptual hashing al-
gorithm are shown in Figure 2. The whole steps of the
algorithm are depicted as follows: an input speech sig-
nal yields a hashing sequence, which is matched with
other hashing sequences that are stored in a reference
hashing database. And matching results are analyzed
to identify input speech content. The specific hashing
generation process can be seen from Figure 3. Firstly,
one-dimensional speech signal is converted to a two-
dimensional spectrogram, due to the high frequency part

of speech signal is vulnerable to some distortions, so an
image block representing low frequency portion of input
speech signal is cut out. Next, by using LBP method, the
image block is extracted texture features to gain a LBP
feature image. Subsequently DCT coefficient matrix is
obtained by utilizing 2D-DCT to the LBP feature image.
It is divided into many smaller matrices with the same
size, and some of them representing low frequency part
of LBP feature image are recombined into a new matrix.
Finally, after doing SVD to it, a hash sequence is derived.

Figure 2: Block diagram of speech perceptual hashing
identification algorithm

Figure 3: Block diagram of hashing generation of input
speech signal

3.1 The Process of Hashing Generation

Assuming the original speech signal is s, the steps of hash-
ing generation are depicted as follows:

Step 1: Short Time Fourier Transform (STFT) is used
to obtained the spectrogram of s, which in matrix
form is Si={Si(k) | i = 1, 2, . . . ,M, k = 1, 2, . . . , L},
where M and L represent the number of rows and
columns of the matrix, respectively.
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Step 2: Cutting the spectrogram which represents the
low frequency part of s, expressed as Csi = Si,
where, i = 1, 2, . . . , N , and N is the number of rows
after Si is cut.

Step 3: The LBP is performed on Cs to obtain a M1×N1

LBP feature image L(m, n). where M1 and N1 are
the number of rows and columns of L(m, n) and m =
1, 2, . . . ,M1, n = 1, 2, . . . , N1.

Step 4: The 2D-DCT is performed on L(m, n) to obtain
a 2D-DCT coefficient matrix D(m, n). In order to
extract its top-left-corner low frequency energy con-
veniently, it is divided into 25 same-sized p×q matrix
blocks Ψi,j(p, q), and some of them representing low
frequency energy of L(m, n) are recombined to derive
a new matrix C, which is shown as follows:

C =

[
Ψ1,1 Ψ1,2 Ψ2,1

Ψ3,1 Ψ2,2 Ψ1,3

]
(8)

where, i and j are block position indices of 2D-
DCT block matrix, and each block has p rows and
q columns. In this paper, i = 1, 2, . . . , 5, j =
1, 2, . . . , 5, p = 1, 2, . . . , 6, q = 1, 2, . . . , 74.

Step 5: The SVD is performed on C to get a left singu-
lar value vector u1 and a right singular value vector
v1 corresponded by the biggest singular value. Next
they are transposed respectively and combine into a
feature vector F , which is shown as follows:

F (k) = [uT1 vT1 ] 1 ≤ k ≤ l (9)

where T and k are referred to matrix transpose and
feature index respectively, total number of feature is
l.

Step 6: F is quantified to obtain a perceptual hashing
sequence by using Equation (10).

h(k)=

{
1 F (k) ≥ 0
0 otherwise

(10)

where k is hashing index, l is the length of hashing
codes.

3.2 Hashing Match

After yielding hashing sequences, the normalized ham-
ming distance, shown in Equation (11), is utilized to
match them. The bit error rate (BER) is the ratio be-
tween the length of mismatches and the total length of
hashing vector, and it is equal to normalized hamming
distance in numerical value.

BER(h1, h2) = D(h1, h2) =
1

l

l∑
k=1

| h1(k)− h2(k) | (11)

where h1 and h2 are two hashing sequences randomly ex-
tracted from two speech clips s1 and s2, k is hashing in-
dex, l is the length of hashing sequence.

In order to estimate the performance of whole per-
ceptual hashing system, a statistical hypothesis testing
method is defined as follows:

Given two randomly selecting speech clips s1 and s2
H0: if s1 and s2 are same two perceptual contents,

BER ≤ τ

H1: if s1 and s2 are two different perceptual contents,

BER > τ

where τ is perceptual threshold. By setting a reasonable τ
and computing BER of two clips s1 and s2, if BER≤ τ , the
two clips can be treated as same two perceptual contents,
identification is passed, otherwise not passed.

4 Experimental Results and Anal-
ysis

In this section, the performance of the proposed algorithm
will be evaluated. The experimental speech data comes
from the Texas Instruments and Massachusetts Institute
of Technology (TIMIT) speech database and the Text to
Speech (TTS) speech database. There are different 1280
speech clips in experimental database recorded by 640
men and 640 women. The format of each speech clip is
wav with the length 4 s, which is of the form of 16 bits
PCM, mono and sampled at 16 kHz. Experimental hard-
ware environment is Intel(R) Core(TM) i5-3230, 4-core
processor, 8 G and 2.6 GHz, software environment is the
MATLAB 2013a under Win7 operating system. Next, the
proposed method compares with three algorithms in [8,
14, 1], for convenience, which are abbreviated as MDCT-
NMF [8], WPD-QT [14] and LPC-NMF [1] respectively.
Some parameters involved in this experiment are shown
in Table 1.

Table 1: The parameters used in this experiment

Hashing algorithm Parameters
Proposed M=257, L=372, N=32, M1=255,

N1=30, l=234
MDCT-NMF M=360, L=177, N=100, r=1
WPD-QT M=64000, N=256, n=16
LPC-NMF M=360, N=12, r=1

As shown in Table 1, in MDCT-NMF algorithm, speech
signal is divided into M frames with L samples, N is the
number of lower MDCT coefficients of each frame, and
r is the dimension-reduction number of NMF. In WPD-
QT algorithm, the length of speech signal is M , wavelet
packet coefficients matrix is split into N identical n×n
square blocks. In LPC-NMF algorithm, framing number
is M , and N is the order of LPC, and r is the dimension-
reduction number of NMF.
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4.1 Discrimination Analysis

In this phase, 1, 280 different speech clips are used to cal-
culate BERs in pairs, therefore a total of 818,560 BERs
can be obtained and follow the distribution shown in Fig-
ure 4. Supposing the generation of binary sequence is
random (independent and identical distributed), conse-
quently, these BERs follow binomial distribution (l, µ),
where l represents the length of hashing sequence and µ
is the probability of that a 0 or 1 is extracted. According
to central limit theorem, if l is large, the BERs obey the
normal distribution with a mean µ of 0.5 and the stan-
dard deviation σ =

√
µ(1− µ)/l =

√
1/4l. In our exper-

iment, l=234. After substituting l into above equation,
it is found that theoretical standard deviation σ value is
0.0327 (experimental mean and standard deviation value
are 0.4904 and 0.0332, respectively), which shows that ex-
perimental results are pretty close to theoretical values.

Figure 4: BER normal distribution diagram

The false accept rate (FAR) is commonly used to evalu-
ate discrimination of a speech perceptual hashing system.
It refers to the probability that the BER of two differ-
ent perceptual contents is less than τ , and it is given by
Equation (12).

FAR(τ) =

∫ τ

−∞

1

σ
√

2π
e

−(x−µ)
2σ2

dx (12)

where τ is BER threshold, µ and σ are mean and standard
deviation of BERs.

Through comparing proposed algorithm with three
other algorithms, the Table 2 shows the FARs under dif-
ferent thresholds, and the conclusion may be drawn: when
τ < 0.3, with respect to the discrimination, the proposed
method is better than MDCT-NMF and LPC-NMF and
close to WPD-QT. This is primarily due to the following
reasons, MDCT-NMF method is sensitive to the change
of frame size, when sampling rate and frame number are
set to 16 kHz and 360 in our experiment respectively, its
FARs decreased dramatically; In WPD-QT method, the
wavelet packet transform reflects frequency variation of

speech signal well, so it has smaller FARs under differ-
ent thresholds; In LPC-NMF method, there is a certain
amount of error when LPC is used to describe vocal tract
character. Therefore, the method shows a lower discrim-
ination to different speech signal; for proposed method,
different speech signals have obviously distinct spectro-
grams, so it gains a better discrimination.

Entropy rate (ER) is a comprehensive evaluation cri-
terion on discrimination of perceptual hashing algorithm.
It principally overcomes the disadvantages where the dis-
crimination of algorithm is susceptible to hashing size. It
ranges from 0 to 1, and the larger its value indicates the
higher capacity of discrimination. It can be calculated
from following Equation (13) and Equation (14).

ER = −[q log2 q + (1− q) log2 (1− q)] (13)

q =
1

2
(

√
| σ2 − σ2

1 |
σ2 + σ2

1

+ 1) (14)

where σ and σ1 are theoretical and experimental standard
deviation of BERs respectively, q is experimental mean
value.

As can be observed in Table 3, the entropy rate of pro-
posed method is larger than MDCT-NMF and LPC-NMF
except WPD-QT. Thus, by above analyses, proposed al-
gorithm displays a better discrimination.

4.2 Robustness Analysis

Unlike the discrimination analysis, the robustness analy-
sis phase requires to compare BERs yielded from original
speech clips with their content-preserving manipulating
speech. There are 10 types of content preserving opera-
tions shown in Table 4. In order to vividly demonstrate
the influence of different content preserving distortions to
the 4 s original speech spectrogram (it is shown on Fig-
ure 1(a)), six spectrograms are manifested in Figure 5.
Compared with Figure 1(a), it can be clearly seen from
Figure 5(b), Figure 5(c), Figure 5(d) and Figure 5(e) that
the upper part of the spectrogram that reflects high fre-
quency information of the speech signal is subjected to
MP3 compression, filtering, noise and echo addition while
their lower portions are seldom swayed by these distor-
tions. Moreover, in Figure 5(a), because increasing vol-
ume causes the energy of speech fingerprint to rise, some
new textures appear, which tends to be useless and inter-
feres with extracting useful textual features. As also can
be observed, there is no significant difference between Fig-
ure 5(f) and Figure 1(a), this indicates that resampling
operation has less impact on Figure 1(a).

The mean and maximum of BERs of the proposed al-
gorithm and three other methods in different content-
keeping manipulations are presented in Table 5. In
MDCT-NMF approach, when the sampling rate (its value
in the original paper is 44.1 kHz while it is 16 kHz in our
experiment) is reduced, the length of frame is decreas-
ing on the condition of having same frame number, which
results in containing less information in each frame and
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Table 2: FAR under different threshold

τ MDCT-NMF WPD-QT LPC-NMF Proposed
0.10 2.94×10−21 5.47×10−31 1.48×10−22 3.17×10−32

0.15 1.14×10−16 4.60×10−24 1.05×10−17 5.74×10−25

0.20 1.11×10−12 4.60×10−18 1.73×10−13 1.09×10−18

0.25 2.75×10−09 5.50×10−13 6.75×10−10 2.23×10−13

0.30 1.68×10−06 7.97×10−09 6.25×10−07 4.88×10−09

Table 3: The comparison of entropy rate

Algorithm MDCT-NMF WPD-QT LPC-NMF Proposed
ER 0.5449 0.9510 0.6730 0.8308

Table 4: Content preserving operations

Type Parameters Abbreviation
Volume adjustment 1 -50% V1
Volume adjustment 2 +50% V2
Resampling 1 16-8-16 (kHz) R1
Resampling 2 16-32-16 (kHz) R1
Echo addition 100 ms, 0.5 E
Narrowband noise AWGN,40 dB NN
Low-pass filter 1 Butterworth filter, 3.4(kHz) LP1
Low-pass filter 2 FIR filter, 3.4(kHz) LP2
MP3 compression 1 32 kbps M1
MP3 compression 2 128 kbps M1

Figure 5: Spectrogram of (a) the 50%-volume-adding version of the 4 s original speech clip; (b) the 32 kbps-MP3-
compressing version of the 4 s original speech clip; (c) the Butterworth-filtering version of the 4 s original speech
clip; (d) 40 dB-noise-adding version of 4 s original speech clip; (e) echo-adding version of 4 s original speech clip; (f)
resampling (16-8-16 kHz) version of the 4 s original speech clip
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its degrading robustness. Although the wavelet packet
transform can offer a more precise decomposition to signal
frequency, the decomposing coefficients of signal high fre-
quency are susceptible to noise. So the WPD-QT method
is poor on noise resistance. Since the linear prediction
analysis applies several past speech sampling values to
approximate to current ones, therefore the change of am-
plitude has bad influence on LPC-NMF method. Because
noise makes the spectrogram blurry, echo makes its tex-
tures overlapping. Therefore, the influence of noise and
echo to proposed method is obvious. By the analysis
above and combining the data in Table 5, the following
information is obtained: in terms of robustness, the pro-
posed algorithm outperforms LPC-NMF except the op-
eration of volume addition, and it is also better than
MDCT-NMF and WPD-QT on resisting the distortions
caused by noise addition and filtering, but it is a little
weaker than MDCT-NMF on resisting echo distortion.

In contrast to discrimination analysis, the false reject
rate (FRR) is employed to estimate the robustness of a
perceptual hashing system. It is the probability that the
BERs of same two perceptual contents are more than τ .
And its formula can be got from Equation (15).

FRR(τ) = 1−
∫ τ

−∞

1

σ
√

2π
e

−(x−µ)
2σ2

dx (15)

where τ is BER threshold, µ and σ are mean and standard
deviation of BERs.

In order to describe the discrimination and robustness
of the proposed algorithm more adequately, two kinds of
BERs are utilized for probability analysis and drawing
FAR-FRR curve in a coordinate system, one from the
discrimination analysis in Section 4.1 and another from
the robustness analysis in Section 4.2. Then, the ro-
bustness and discrimination of system can be evaluated
by observing whether FAR curve and FRR curve cross,
because if they have an intersection, the system cannot
judge whether two speech clips are same perceptual con-
tents in intersection area. Figure 6 shows the comparison
of FAR-FRR curve between proposed approach and three
other methods.

As can be seen in Figure 6(d), there is no one inter-
section on FAR-FRR curve of the proposed algorithm.
Therefore, assuming the matching threshold τ is set to
0.3, when BER<0.3, the identification system can judge
that two speech contents are perceptually same, other-
wise different, which indicates the proposed algorithm has
a better overall discrimination and robustness. For the
discrimination analysis in Section 4.1, MDCT-NMF algo-
rithm has a poor discrimination, and on the robustness
analysis in Section 4.2, WPD-QT algorithm has a poor ro-
bustness against noise. Furthermore, there are bad effects
on resisting the operations of noise adding and filtering in
LPC-NMF algorithm. All these drawbacks of the three
methods result in appearing an intersection on FAR-FRR
curve in Figure 6(a), Figure 6(b) and Figure 6(c).

Through the analysis above, it is proved that the pro-
posed algorithm shows satisfactory results on overall ro-

bustness and discrimination.

4.3 Efficiency Analysis

For illustrating the complexity and running efficiency of
proposed algorithm, the running time is used to evaluate
them with 100 speech clips selected randomly from the
original speech database, which is took in the process of
hashing generation and matching.

As can be seen from Table 6, compared with three
other algorithms, the proposed algorithm takes a less time
to generate and match hashing sequences. And its run-
ning efficiency is 4 times than LPC-NMF, 13 times than
WPD-QT and 48 times than MDCT-NMF, which indi-
cates that the proposed method obtains higher running
efficiency. Furthermore, the hashing size in proposed al-
gorithm is 234, 360 in LPC-NMF and MDCT-NMF, 250
in WPD-QT, which shows that the proposed algorithm
has a stronger compaction.

From the analyses given above, the proposed algorithm
has the advantages of high speed and few data, therefore
it can meet the efficiency requirement of real-time speech
communication.

5 Conclusions

In this paper, we proposed an efficient perceptual hash-
ing scheme based on spectrogram for speech identification.
By leveraging computer-vision method, the proposed al-
gorithm adopts LBP to make texture information of a
sub-spectrogram block more salient. As well as an image
perceptual hashing method is utilized to generate hashing
sequences from the sub-spectrogram block, which repre-
sents low frequency information of speech signal and is not
sensitive to common content keeping distortions. Exper-
imental results show that the proposed scheme achieves
better discrimination to different speech clips and good
robustness against some routine speech operations, such
as noise addition, MP3 compression and filtering. Fur-
thermore, the proposed scheme shows a high running ef-
ficiency and stronger compaction. This enables the pro-
posed approach to be used in mobile speech real-time en-
vironment well.

There exist some issues to be handled in the proposed
algorithm. For example, the robustness resisting echo and
volume adjustment need to be further improved. And
the performance analysis of speech fragment tampering
attack has not yet been taken into account.

In future work, we will focus on extracting less and
more salient features to overcome various degradations in
spectrogram and research the tampering attack perfor-
mance of proposed algorithm.
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Table 5: Robustness test

Type
MDCT-NMF WPD-QT LPC-NMF Proposed
Mean Max Mean Max Mean Max Mean Max
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R2 0.0098 0.0750 0.0489 0.2266 0.1219 0.4028 0.0263 0.0149
E 0.0923 0.1827 0.1066 0.2305 0.2015 0.3000 0.1260 0.2051

NN 0.1357 0.2086 0.1452 0.5273 0.3464 0.5250 0.0918 0.2094
LP1 0.1422 0.2500 0.0864 0.2617 0.4098 0.5389 0.0784 0.1667
LP2 0.1615 0.2583 0.0924 0.2695 0.4303 0.5500 0.0813 0.1851
M1 0.0218 0.0722 - - 0.1147 0.2920 0.1097 0.1838
M2 0.0035 0.0389 - - 0.0727 0.2810 0.0248 0.0855
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Figure 6: BER normal distribution diagram. (a) FAR-FRR curve of MDCT-NMF algorithm; (b) FAR-FRR curve
of WPD-QT algorithm; (c) FAR-FRR curve of LPC-NMF algorithm; (d) FAR-FRR curve of proposed algorithm
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Abstract

Modern lightweight block ciphers and hash functions ap-
ply linear layers for the diffusion purpose. In this paper,
we characterize a class of lightweight MDS matrices de-
composed into two cyclic matrices. As the main contribu-
tion, we presents a class of lightweight 4 × 4 cyclic MDS
matrices lighter than the state-of-the-art which reduces
the implementation cost (in terms of number of XOR
gates required) of linear diffusion layers for hardware-
oriented cryptographic primitives.

Keywords: Branch Number; Cyclic Matrix; Diffusion
Layer; Lightweight Cryptographic Primitive; MDS Ma-
trix

1 Introduction

Many modern lightweight block ciphers and hash func-
tions apply MDS or almost MDS matrices as diffusion
layers. For example, Midori [3] and QARMA [1, 9] fami-
lies of block ciphers use almost MDS matrices and LED
block cipher [10] and PHOTON hash function [11] use
MDS matrices as diffusion layers. The performance of a
diffusion layer depends on its branch number and imple-
mentation cost which is usually measured by the number
of XORs required. Since the branch number of an MDS
matrix is already maximum, for constrained applications
like RFID and IoT [7, 8, 19, 21, 22], the implementation
cost remains the main concern. For this purpose, we pro-
vide a hardware-efficient class of lightweight 4 × 4 cyclic
MDS matrices.

1.1 Related Works

Providing MDS matrices that can be implemented with
as few XOR operations as possible is one of the essentials
in the design of lightweight symmetric primitives.

The XOR metric for measuring the efficiency of hard-
ware implementations was first presented in [13] and later
improved in [4] and [12]. Based on results from [18], many
publications tried to find as efficient MDS matrices as pos-
sible.

In [4], the authors present lightweight cyclic MDS ma-
trices by the use of lightweight multiplication in F2m (the
field with 2m elements). The cost of their presented 4× 4
MDS matrices is 12m + 12 XORs, 4 ≤ m ≤ 8. Here, m
is the size of input words. The authors of [15] construct
lightweight 4 × 4 cyclic MDS matrices with implementa-
tion cost of 60 and 108 XORs for 4-bit and 8-bit input
words, respectively.

Bai and Wang [2] characterize lightweight 4 × 4 MDS
matrices with 4-bit input words for which the entries im-
plementation needs 10 XORs and overall, the entire ma-
trix requires 4 × 12 + 10 = 58 XORs for implementa-
tion. Then, a class of 4× 4 MDS matrices proposed with
the help of Toeplitz matrices with 58 XORs for 4-bit and
123 XORs for 8-bit input words by Sarkar et al. in [17].
Later, in [6] Cauchois et al. constructed quasi-involutory
recursive-like MDS matrices from 2-cyclic codes for which
the implementation cost of 4×4 MDS matrices with 4-bit
input words is 72 XORs. Zhang et al. in [23] provide
cyclic 4× 4 MDS matrices with 4-bit input words and 12
XORs for entries which overall requires 4× 12 + 12 = 60
XORs for implementation. Recently, Zhou et al. [20] pro-
posed two kinds of lightweight 4 × 4 MDS matrices over
4-bit and 8-bit input words which require 4×12+10 = 58
and 8× 12 + 10 = 106 XORs, respectively.
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1.2 Our Contribution

In most of recently presented lightweight primitives, e.g.
QARMA [1] and Midori [3] block ciphers, almost MDS
matrices are used due to the low implementation cost, i.e.
24 XORs for 4-bit input words; while the lightest MDS
ones take 58 XORs (before this paper). Hence, there is
a significant gap between the implementation cost of al-
most MDS matrices and MDS matrices. On the other
hand, employing an almost MDS matrix as diffusion layer,
in general, provides lower security bounds for the same
number of rounds. Thus, in this paper, we took a step
forward to reduce the gap between the implementation
cost of almost MDS matrices and MDS ones, to motivate
designers to use MDS matrices.

Our concern in this paper is to construct lightweight
4 × 4 cyclic MDS matrices with efficient implementation
in hardware, measured by the number of XOR gates re-
quired. We construct 4× 4 lightweight MDS matrices by
the multiplication of two cyclic matrices. More precisely,
one of its multiplicands is a 4 × 4 cyclic matrix whose
entries are binary permutation matrices (which have no
implementation cost in hardware) and the other is a cyclic
matrix with two non-zero entries per row. We character-
ize the MDS property of this type of matrices. As a result,
we provide lightweight 4 × 4 cyclic MDS matrices on m-
bit input words with the implementation cost of 10m+ 4
XORs for 4 ≤ m ≤ 8.

Note that our results would be infeasible without our
new approach of representing the MDS matrix as a prod-
uct. This is because of the fact that an MDS matrix
cannot have zero entries. So, a 4 × 4 MDS matrix over
m-bit input words would need already 12m XORs only
for the additions within the matrix multiplication, which
exceeds our results. That is, we benefit from being able
to use matrices with many zero entries.

We believe that, it is irrelevant to compare the imple-
mentation cost of cyclic MDS matrices with non-cyclic
ones, but since cyclic MDS matrices are less studied, we
compare our results with cyclic and non-cyclic matrices
in Table 1 for m-bit input words, m = 4, 8 (details are
given in sections 3 and 4). Note that, in Table 1, by
#A = #A−1 we mean the matrices A for which the im-
plementation cost of A and A−1 are equal.

1.3 Outline of the Paper

In Section 2, we give the preliminary notations and def-
initions. Section 3 presents new criteria for constructing
cyclic MDS matrices. In Section 4, we verify the imple-
mentation cost of our constructions and their inverses.
Section 5 concludes the paper.

2 Preliminaries

In this paper, n and m are natural numbers. By |A|
we denote the number of elements of a finite set A. We
denote the set of all n × n matrices with entries in R by

Mn(R) and the determinant of a matrix A inMn(R) by
detR(A). The XOR of two binary vectors or matrices v
and w is denoted by v ⊕ w, a zero vector or matrix by 0
and an identity matrix by I. We represent the finite field
with 2 elements by F2 and use Fm

2 to represent the set of
all m-bit vectors. We denote by #A, the number of XORs
needed to implement the binary matrix A ∈Mn(F2).

By the notation A = cycl(a1, a2, a3, . . . , an) we mean
the cyclic matrix

A =


a1 a2 a3 . . . an
an a1 a2 . . . an−1
...

...
...

. . .
...

a2 a3 a4 . . . a1


For a vector v = (v3, v2, v1, v0) ∈ F4

2 we correspond a
number v̄ =

∑
vi 6=0

2i in hexadecimal representation. So, a

matrix M ∈ M4(F2) could be represented by four num-
bers (in hexadecimal representation) corresponding to its
rows. For instance, the following matrix is represented by
7bde:

M =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 (1)

The set of all invertible binary matrices of order m
that have exactly one non-zero entry in each row is de-
noted by PMm(F2) and called binary permutation ma-
trices. For example, by our notations, the matrix 2814 ∈
PM4(F2) maps the vector x = (x3, x2, x1, x0) ∈ F4

2 to
(x2, x0, x3, x1). So, for any A ∈ PMm(F2) and x ∈ Fm

2 ,
y = xA is a vector whose components are a permutation
of the components of x and #A = 0.

The i-th component of a vector x ∈ (Fm
2 )n is denoted

by xi, i.e. x = (xn−1, ..., x0). The weight of a vector
x ∈ (Fm

2 )n with respect to m-bit input words is denoted
by wtm(x) and defined as

wtm(x) = |{ xi : xi 6= 0, 0 ≤ i ≤ n− 1}|.

For example, let

x = 1001110000101110,

we have, wt1(x) = 8, wt2(x) = 6 and wt4(x) = 4.

Definition 1. [5] Let M ∈ Mn(Mm(F2)). The (differ-
ential) branch number of M with respect to m-bit input
words is defined as

Bm(M) = min
x 6=0
{wtm(x) + wtm(xM) : x ∈ (Fm

2 )n}.

For the matrix M defined in Equation (1), we have
B1(M) = 4, i. e. wt1(x) + wt1(xM) ≥ 4 for any non-
zero x ∈ F4

2. On the other hand, the matrix M could be
considered as a 2× 2 matrix with entries inM2(F2), i. e.

M =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 ∈M2(M2(F2))
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Table 1: Comparison between the implementation cost of 4× 4 MDS matrices, for m-bit input words

Source Cyclic #A = #A−1 XOR count (m=4 / m=8)
[4]

√
X 60 / 108

[2] X X 58 / -
[15]

√
X 60 / 108

[15]
√ √

68 / -
[17] X X 58 / 123
[12] X X 58 / 116
[16]

√ √
60 / 128

[20]
√

X 58 / 106
[23]

√
X 60 / -

This paper
√

X 44 / 84

In this case, one can check that B2(M) = 2.
It is straightforward to verify that for a matrix M ∈

Mn(Mm(F2)) we have Bm(M) ≤ n+ 1.

Definition 2. [5] A matrix M ∈Mn(Mm(F2)) is called
MDS with respect to m-bit input words if

Bm(M) = n+ 1.

It is worth noting that, with the help of an n×n MDS
matrix with respect to m-bit input words, we can con-
struct an MDS code of length 2n over m-bit alphabets [5].

3 Constructing Lightweight 4 × 4
Cyclic MDS Matrices

In this section we verify a class of cyclic 4 × 4 matri-
ces to give sufficient conditions when they are MDS. The
proposed matrices are the product of two cyclic matrices
such that the non-zero entries of the first factor are in
PMm(F2) and the non-zero entries of the second factor
belong to Mm(F2).

For the mentioned verification, we need the following
theorems.

Theorem 1. [5] For M ∈ Mn(Mm(F2)), M is MDS
with respect to m-bit input words if and only if every
square submatrix of M of order t, 1 ≤ t ≤ n, is invertible.

Theorem 2. [14] For M ∈Mn(Mm(F2)), if the entries
of M in R =Mm(F2) are pairwise commuting, then

detF2
(M) = detF2

(detR(M)).

The following lemma is a straightforward result of The-
orem 1.

Lemma 1. Let A ∈ Mm(F2) and P1, P2, P3, P4 ∈
PMm(F2)

⋃
{0}. If the matrix

M = cycl(P1, P2, P3, P4)× cycl(I, A,0,0),

is MDS with respect to m-bit input words, then at most
one of Pi’s, 1 ≤ i ≤ 4, could be zero.

According to Lemma 1, we verify the following class of
matrices in more details:

M = cycl(P1, P2, P3,0)× cycl(I, A,0,0). (2)

It is easy to verify that, the matrix defined in Equa-
tion (2) is MDS if and only if the matrix

M ′ = cycl(I, P−11 P2, P
−1
1 P3,0)× cycl(I, A,0,0),

is MDS. As PMm(F2) is closed under multiplication
and inversion, we have p1 = P−11 P2, p2 = P−11 P3 ∈
PMm(F2). Now if we assume that p1, p2 and A are pair-
wise commuting, then the determinants of the square sub-
matrices of

M ′ = cycl(I, p1, p2,0)× cycl(I, A,0,0)

= cycl(I, A⊕ p1, p1A⊕ p2, p2A),

are as following.

(a) 1× 1 submatrices:

I, A⊕ p1, p1A⊕ p2, p2A.

(b) 2× 2 submatrices:

p1p2A⊕ I, p1(A2 ⊕ p1A⊕ p2),

A2 ⊕ p1A⊕ p21 ⊕ p2, p22A2 ⊕ p1A⊕ p2,
p1p2A

2 ⊕ (p22 ⊕ I)A⊕ p1, p21A2 ⊕ p22 ⊕ I,
(p21 ⊕ p2)A2 ⊕ p1p2A⊕ p22, (p22 ⊕ I)A2 ⊕ p21,
p2A

2 ⊕ p1p2A⊕ I.

(c) 3× 3 submatrices:

(p1 ⊕ p1p22)A3 ⊕ (p2 ⊕ p21 ⊕ p32)A2 ⊕ p31A
⊕p22 ⊕ p21p2 ⊕ I,

(p2 ⊕ p21 ⊕ p32)A3 ⊕ p31A2 ⊕ (p21p2 ⊕ p22 ⊕ I)A

⊕p1 ⊕ p1p22,
p31A

3 ⊕ (p21p2 ⊕ p22 ⊕ I)A2 ⊕ (p1 ⊕ p21p2)A

⊕p21 ⊕ p32 ⊕ p2,
(p22 ⊕ p21p2 ⊕ I)A3 ⊕ (p1 ⊕ p1p22)A2

⊕(p21 ⊕ p2 ⊕ p32)A⊕ p31.
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(d) 4× 4 submatrices:

(I ⊕ p21p2 ⊕ p2p21 ⊕ p41 ⊕ p42)(I ⊕A4).

According to Theorem 1 and Theorem 2, M ′ is MDS
with respect to m-bit input words if and only if the afore-
mentioned submatrices are invertible.

In the special case of p1 = p2 = I, we have the following
theorem.

Theorem 3. Let A ∈Mm(F2). The matrix

M = cycl(I, I, I,0)× cycl(I,A,0,0) (3)

is MDS with respect to m-bit input words if and only if
A,A3 ⊕ I, A7 ⊕ I are invertible.

Proof. By replacing p1 and p2 with I in matrices of
(a),(b),(c) and (d), it results that M is MDS if and only
if the following matrices are invertible.

I, A, I ⊕A, A2, (I ⊕A)2,
A(I ⊕A), I ⊕A⊕A2, I ⊕A⊕A3,

I ⊕A2 ⊕A3, A(I ⊕A⊕A2),
A3 ⊕A2 ⊕A⊕ I, (I ⊕A)4.

(4)

Given that I ⊕ A3 = (I ⊕ A)(I ⊕ A ⊕ A2), I ⊕ A7 =
(I⊕A)(I⊕A⊕A3)(I⊕A2⊕A3), (I⊕A)4 = (I⊕A)(A3⊕
A2 ⊕ A⊕ I) and regarding (4), all submatrices of M are
invertible if and only if A, I ⊕ A3, I ⊕ A7 are invertible,
which completes the proof.

Similar to Theorem 3, the next theorem could be
proved.

Theorem 4. Let A ∈Mm(F2). The matrix

M = cycl(I, I, I,0)× cycl(I,0,0, A)

is MDS with respect to m-bit input words if and only if
A,A3 ⊕ I, A7 ⊕ I are invertible.

Similarly, we verified the MDS property of matrices

M = cycl(I, I, I,0)× cycl(I,0, A,0).

We found out that, there is no matrix A ∈Mm(F2) such
that M is MDS.

4 Implementation and Experi-
mental Results

In this section, we discuss the implementation cost of the
4× 4 cyclic MDS matrices given in Theorem 3 and The-
orem 4 and their corresponding inverses. For the matrix
M in Equation (3), we have

#M = 10m+ 4#A. (5)

This is because the implementation cost of C =
cycl(I, A,0,0) would be 4m+ 4#A XORs; since, for the

action of C on input words, we should apply A four
times plus extra 4m XORs for the additions within ma-
trix multiplication. On the other hand, to implement
B = cycl(I, I, I,0), we use the following procedure:

(X3, X2, X1, X0)B = (Y3, Y2, Y1, Y0),

Z0 = X1 ⊕X2, Z1 = X0 ⊕X3,

Y0 = X0 ⊕ Z0, Y1 = X3 ⊕ Z0,

Y2 = X2 ⊕ Z1, Y3 = X1 ⊕ Z1,

which shows that B needs 6m XORs. By the same cal-
culations, the implementation cost of matrices M verified
in Theorem 4 equals to 10m+ 4#A XORs.

Now according to Equation (5), the construction of
lightweight 4 × 4 MDS matrices with respect to m-bit
input words, 4 ≤ m ≤ 8, given in Theorem 3 and The-
orem 4, would be reduced to finding invertible matrices
A ∈ Mm(F2) with as low implementation cost as possi-
ble such that I ⊕ A3 and I ⊕ A7 are invertible. Every
invertible matrix A with #A = 0 belongs to PMm(F2);
so, at least one of the non-zero entries of A would be on
its principal diagonal, i. e. one of the rows of A equals to
the corresponding row of I. This means that I ⊕A could
not be invertible. Thus, we should search for matrices A
with #A = 1.

For this purpose, we have exhaustively searched the
proposed matrices A in Sm, 4 ≤ m ≤ 8, where, Sm is the
set of all binary matrices A ∈Mm(F2), for which just one
of the rows has two non-zero entries and the other rows
have only one non-zero entry. Clearly, |Sm| =

(
m
2

)
mm and

for every A ∈ Sm, we have #A = 1. It takes few hours
to find all matrices A ∈ S8 (|S8| = 7 × 226) such that A,
I ⊕A3 and I ⊕A7 are invertible, by programming. Note
that the case of m = 8 is the most time consuming case.
As a result, we found 48, 240, 960, 480 and 25920 such
matrices for m = 4, 5, 6, 7, 8, respectively. We present all
48 matrices for m = 4 as follows and give a list of five
matrices for each of the other cases in Appendix.

1286, 1294, 1846, 18c2, 1942, 1a84, 214a, 2158,
281c, 2854, 2948, 2a14, 3814, 3842, 418a, 41c2,
421c, 4298, 4318, 4382, 5182, 5284, 6148, 6218.
1285, 12a4, 1684, 1843, 1862, 1c42, 2149, 2168,
2548, 2815, 2834, 2c14, 4183, 41a2, 4219, 4238,
4582, 4618, 9284, 9842, a148, a814, c182, c218.

(6)

According to Equation (5), by choosing A from the list
of the matrices (6) or from the Appendix, the implemen-
tation cost of the proposed MDS matrices with respect to
m-bit input words, 4 ≤ m ≤ 8, derived from Theorem 3
and Theorem 4 are 10m+ 4 XORs.

Often, when aiming for the most efficient MDS matrix,
the inverse of the matrix is not considered and might have
much higher implementation cost. This is because of the
fact that, in many applications in symmetric cryptogra-
phy, we do not need to implement the inverse of com-
ponents. Examples of such applications include stream
ciphers, hash functions, block ciphers in CTR and OFB
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modes or block ciphers with Feistel or Lai-Massy struc-
tures. Accordingly, most of the papers we are comparing
with, have not verified the implementation cost of the in-
verse of their proposed MDS matrices [2, 4, 12, 17, 20, 23].
However, we give an upper bound for the implementa-
tion cost of the inverse of our proposed MDS matrices as
following.

For B = cycl(I, I, I,0) we have, B−1 = cycl(I,0, I, I).
Therefore, #B−1 = #B = 6m. On the other hand, if
C = cycl(I, A,0,0), then C−1 = αC3, α = (I ⊕ A4)−1.
As C2 = cycl(I,0, A2,0), we have

C−1 = αC × cycl(I,0, A2,0).

By this decomposition, an upper bound for the implemen-
tation cost of C−1 is

(4m+ 4#A2) + (4m+ 4#A) + 4#α.

So, the implementation cost of the inverse of the matri-
ces derived from Theorem 3 and Theorem 4 would be
bounded by

14m+ 4#A+ 4#A2 + 4#α.

For m = 4, we presented 48 candidates of matrix A with
1 XOR implementation cost (listed in (6)), for which
the corresponding matrices M in Theorem 3 and The-
orem 4 are MDS. Among them, the first 24 matrices
have the property that I ⊕ A4 = A. In this case,
αC2 = cycl(A−1,0, A,0). So,

C−1 = cycl(I, A,0,0)× cycl(A−1,0, A,0).

This means that, if we select A from the first 24 ma-
trices of the list (6), then the implementation cost of
corresponding cyclic MDS matrix M would be 44 XORs
and the implementation cost of M−1 would be 68 XORs.
Note that, for every invertible matrix A ∈ Sm, we have
A−1 ∈ Sm; i. e. #A−1 = 1.

To verify whether the matrices presented in Equa-
tion (2) are MDS or not, in the case of m = 4, we ex-
haustively checked P1, P2, P3 and A. The total number
of such matrices is (4!)3216 = 81 × 225. The result of
our programming shows that for all of the resultant MDS
matrices, we have P1 = P2 = P3.

5 Conclusion

In this paper, we proposed a new class of lightweight 4×4
cyclic MDS matrices with respect to m-bit input words
based on the product of cyclic matrices. The resultant
MDS matrices need 10m + 4 XORs for implementation.
In comparison to the state-of-the-art, to the best of our
knowledge, our proposed cyclic MDS matrices outperform
the previous known cyclic MDS matrices.
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Appendix

Here, for simplicity, a matrix A ∈ Mm(F2), 5 ≤ m ≤ 8,
is represented by a sequence of m decimal numbers cor-
responding to its rows. For example, (1, 2, 8, 16, 6) repre-
sents the matrix 

0 0 0 0 1
0 0 0 1 0
0 1 0 0 0
1 0 0 0 0
0 0 1 1 0

 .

List of some matrices for m = 5:

(1, 2, 8, 16, 6), (2, 1, 10, 4, 16), (3, 4, 1, 8, 16),
(4, 2, 1, 17, 8), (12, 2, 16, 1, 4).

List of some matrices for m = 6:

(1, 2, 4, 16, 32, 10), (2, 1, 32, 20, 4, 8), (4, 2, 1, 16, 8, 34),
(12, 2, 1, 16, 8, 32), (33, 32, 16, 2, 8, 4).

List of some matrices for m = 7:

(1, 2, 4, 16, 32, 64, 40), (2, 8, 1, 4, 64, 16, 96),
(9, 1, 32, 16, 2, 64, 4), (17, 1, 4, 2, 32, 64, 8),

(34, 16, 8, 2, 1, 4, 64).

List of some matrices for m = 8:

(1, 2, 4, 8, 32, 64, 144, 16), (2, 1, 4, 64, 128, 8, 16, 40),
(20, 32, 1, 128, 16, 2, 64, 8), (80, 128, 8, 1, 4, 64, 32, 2),

(96, 128, 4, 8, 2, 16, 1, 64).
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Abstract

Due to the fact that network data is dynamic in na-
ture, the demand for adaptive Intrusion Detection Sys-
tem (IDS) has increased for smart analysis of network
data stream. An intrusion detection system is a com-
ponent of the information security and its main aim is to
detect abnormal activities of the network and tries to pre-
vent suspicious data streams that might lead to network
security breach. However, most IDS poverty to the capa-
bility to detect zero-day or previously unknown attacks.
As such, two types of IDS have been contemplated for de-
tecting network threats, namely, signature-based IDS and
anomaly detection system. The former depends on stored
signatures in a database (thus, its name) to detect intru-
sions, whereas the latter develops a model based on nor-
mal system or network behavior, with the aim of detect-
ing both recognized and novel attacks. The two types of
intrusion detection systems confront many problems com-
prehensive; continuous learning, scalability, a high rate of
false alarm, and inability to work in the online model.
Here, an Adaptive Intrusion Detection Model (AIDM)
is proposed. Such model is an intelligent and learnable
anomaly detection model that overcomes the problems of
traditional anomaly detection systems namely, high false
alarm, real-time learning, and scalability. In this paper,
AIDM exploited and studied a set of different incremental
machine learning classifiers for intelligent detection and
analysis of network data streams is carried out. Such in-
cremental classifiers are Non-Nearest Generalized Exem-
plar (NNGE), Incremental Näive Bayes (INB), Hoffeding
Trees (HT), Instance-Based K- Nearest Neighbor (IBK)
and Radial Basis Function Neural Network (RBFNN). Be-
sides that, we utilized Deep Learning 4 Java Multilayer
Perceptron (DL4JMLP) classifier for a deep learning ap-
proach. Furthermore, a comparison of results between

seven machine learning classifiers has been performed to
choose the best classifier result capable of recognizing
the incoming unknown attacks from the network traffic.
These classifiers are incremental in nature such that it
can learn network data streams in real-time without the
need for redeployment of network infrastructure. AIDM
is evaluated using three different datasets collected from
Defense Advanced Research Projects Agency (DARPA),
Kyoto University and the Cyber Range Lab of the Aus-
tralian Centre for Cyber Security (ACCS), the training
model was obtained by the aforementioned data mining
techniques. The evaluation of AIDM indicated promis-
ing and improved results with the deep learning classifier
(DL4JMLP) when compared with above-mentioned Incre-
mental classifiers and the recent best known related work
for detecting anomalous network traffic.

Keywords: Anomaly Detection; Deep Learning; Incre-
mental Classifiers; Intrusion Detection System; Machine
Learning

1 Introduction

Intrusion Detection System (IDS) is one of the most pop-
ular technology for securing dynamic network environ-
ments which used for monitoring, detecting and respond-
ing to any potential presence of abnormal activities by
both internal and external intruders. IDS composed of
methods and techniques that automate the process of de-
tecting attacks occurring over the network, alert the sys-
tem administrators to any abnormal events and provide
a report for any loss of confidentiality [34].

An IDS is categorized according to detection of attacks
into two techniques; anomaly and signature-based detec-
tion. The signature (misuse) detection technique [32] used
to detect attacks by comparing current activities to a list
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of observed signatures. It is more successful in detecting
known attacks but it produces high false negative alarm
with novel attacks. Anomaly detection technique [14]
depends on building a dynamic normal behavior model
for a user or a network by using machine learning meth-
ods wherefore this technique is effective for detecting un-
known attacks where any deviation from normal behav-
ior model indicates as an intrusion. The Host-based and
Network-based techniques are two primary types of detec-
tion sources for IDS [22]. Host-Based Intrusion Detection
System (HBIDS) analyzes a certain user profile or system
events to detect attacks whereas Network-Based Intrusion
Detection System (NBIDS) analyzes the flow of packets
on the network.

Intelligent intrusion detection systems based on ma-
chine learning classifiers must be fast in monitoring and
analyzing such evolved streams in real time. Streaming
data generated from computer networks are changing con-
tinuously over time and infinite in incoming with a high
speed. These characteristics need a number of challenges
associated with mining data streams [20] thus these sys-
tems should correctly detect unlabeled instances by train-
ing them with some labeled samples from each category
in dataset to build a learnable model able to classify in-
crementally unseen samples without any need to previous
data and should update itself to accommodate new data
arrive over time.

Incremental learning (IL) [37] is a method of machine
learning and a classification task which used to build a
learnable model for effective classification during training
from the dynamic network. Incremental learning tech-
nique processes the new instances without any need to
train the model where the model updated automatically
after receiving each new instance. Incremental learning
plays a vital role in anomaly detection system where nor-
mal profiles are updated automatically according to any
changes occur without a need to train the model using
previously instances. The structure of incremental learn-
ing classifiers has the ability to detect novel intrusions
and handle concept drift in a dynamic network that is
changed over time.

Latterly, deep learning approach has achieved revolu-
tionize in the field of artificial intelligence (AI) and be-
come a step toward building independent systems with a
higher-level [35].

Deep learning approach has the ability to learn valu-
able features from a huge amount of unlabelled data
stream by emulating the used methods to process data
and create patterns help in decision making. We are
seeking by using this approach overcome the challenges
of traditional intrusion detection systems which uses typ-
ical classifiers [6].

Some of the large-scale attacks can be considered acts
of cyber war [28], where attacks against any telecommu-
nications infrastructure in every government could cause
damage and palpable effects e.g. in Turkey 2008, how cy-
ber attacks able to hide the blast in an oil pipeline from
the control room thus it was unable to respond immedi-

ately by hacking security cameras.

Despite that, IDSs become widespread as a security
measure thus it is substantial to know the drawbacks of
traditional systems [33] to enhance the performance of
IDS. The most limitations of traditional IDS [23] are,
they usually produce a large numbers of false reports thus
many real attacks are ignored due to the unpredictable ac-
tivities for both user profile and computer networks, need
training examples for system events to describe normal
behaviors patterns and inability to analysis the encrypted
packets in the network to detect any malicious activities.

In this paper, we are focused on the second type of
IDS namely, the anomaly detection which uses different
machine learning algorithms for demarcating the region
between normal and anomaly behaviors. The incremen-
tal method is broadly classified as a single shot and has
the ability to evolve the structure of classifiers to process
new instances and classes without having to be completely
retrained.

To this end, we proposed an Adaptive Intrusion Detec-
tion Model (AIDM) based on based on machine-learning
techniques [36] and feature extraction which competent to
detect zero-time attacks and distinguish between normal
and anomaly instances in the computer networks with
keeps the knowledge that had been learned previously
from old examples.

The rest of paper is structured as follows: Sec-
tion 2 highlights the related works done. Section 3 dis-
cusses the incremental and deep learning classifiers. Sec-
tion 4 describes our Adaptive Intrusion Detection Model
(AIDM) while Section 5 demonstrates the implementa-
tion of AIDM with a description of the datasets used and
discusses the experimental results. Section 6 presents a
comparative study with recent related works. Section 7
summarizes the proposed model.

2 Related Work

Many research papers are published regarding the incre-
mental classifiers for detecting the network attacks in a
huge amount of data streams because of they able to build
a learnable model for new and unknown attacks [10]. Re-
cently, deep learning approach has become a renowned
technique in machine learning due to the developments
are done in the field of artificial intelligence. Therefore,
most of the researchers utilize the deep learning in the
field of intrusion detection systems to improve the perfor-
mance of the detection and overcome the shortages in the
traditional systems where they focus on various offline al-
gorithms that conducted on the most popular KDD-Cup
99 benchmark dataset to survey and evaluate the perfor-
mance of IDS. KDD-Cup 99 dataset has a lot number of
attributes which supportive for testing feature selection
techniques. KDD-Cup 99 dataset is prepared and man-
aged by MIT, Lincoln Labs by DARPA Intrusion Detec-
tion Evaluation Program. Presently, literature works use
some public datasets such as NSL-KDD, Kyoto 2006+,
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and UNSW-NB15 to evaluate IDS.

Popoola et al. [24] proposed an effective feature se-
lection technique for NID using discredited differential
evolution (DDE). The results of the proposed technique
presented that the model is able to identify 16 features
capable of classifying the connections in the training and
testing NSL-KDD dataset where achieved 99.92% classifi-
cation accuracy for the training set and 88.73% accuracy
for new attacks moreover it helped in reducing the train-
ing and testing time by using (C4.5) classifier.

Amrita et al. [25] proposed a hybrid feature selection
approach - Heterogeneous Ensemble of Intelligent Classi-
fiers (HYFSA-HEIC) to maximize the accuracy with low
false alarm for intelligent lightweight network intrusion
detection system which classifies input traffic into intru-
sion or normal. The ensemble method was built using
6 features and has been evaluated using both datasets
KDD-Cup99 and Corrected Test where HYFSA-HEIC
combined the hybrid feature selection approach (HyFSA)
and a heterogeneous ensemble of intelligent classifiers
(HEIC). The Heterogeneous ensemble employed five di-
verse accurate intelligent classifiers are, NB, NN (SGD),
RIPPER, C4.5 and RF where their decisions were com-
bined by utilizing majority voting of elementary combiner
based on algebraic combination rule. The results showed
that the proposed approach outperformed other meth-
ods with a reduction in the training and testing time by
50.79% and 55.30% respectively.

Boujnouni et al. [8] explored a new intrusion detection
system (IDS) based on information gain criterion to esti-
mate the quality of the attributes in the dataset. The pro-
posed model works sequentially: Firstly preprocessing the
intrusion dataset NSL-KDD to exclude varying resolution
and ranges and then the novelty model takes a decision
whether network traffic is an attack or normal based on
SSPV-SVDD as classifier and SMO as a solver. The new
IDS with the improved version of Support Vector Domain
Description (SVDD) called SSPV-SVDD achieved 77.5%
novelty detection rate.

Jayaswal et al. in [13] presented an effective and flex-
ible NIDS based on deep learning approach by using
self-taught learning (STL). The proposed model has two
stages: In the first stage, a sparse auto-encoder used for
the feature learning and in the second stage a soft-max
regression used for classification NIDS. The evaluation
of the model is conducted on the processed NSL-KDD
dataset. The implementation used two types of classifi-
cation 2-class and 5-class on the tested data. The model
achieved 88.39% accuracy rate for the 2-class classification
whereas SMR achieved 78.06%. For the 5-class classifica-
tion, the f-measure values are 75.76% and 72.14% for STL
and SMR respectively.

Belouch et al. in [4] introduced a proposed model
based on two-stage and used a classification Reduced Er-
ror Pruning Tree (RepTree) algorithm for network intru-
sion detection system. In the first stage, the incoming
traffic is firstly classified according to its protocol TCP,
UDP and other, to normal or attack then a preprocessing

applied for each subset. In the second stage, in case the
traffic was an attack, a pre-trained multiclass classifier
identifies the type of attack to provide the best response.
The proposed model is evaluated using two datasets are
NSL-KDD and UNSW-NB15. Feature selection technique
was performed for each protocol to reduce the size of
datasets by select features. The proposed model achieved
a quite same accuracy of 88.85% with the combination
of NBTree + RandomTree classifier with an advantage in
training and testing time performance for the NSL-KDD
dataset. For UNSW-NB15 dataset the model achieved
the best accuracy of 89.95% with Decision tree classifier.

Jabbar et al. [12] demonstrated that the novel ensemble
classifier (RFAODE) for intrusion detection system which
built using two well -known algorithms RF and AODE
is efficient for classifying the traffic to normal or mali-
cious. The model outperforms classifiers namely, na?ve
Bayes, J48, and PART with 90.51% accuracy using Ky-
oto dataset.

Shone et al. [29] presented a novel deep learning tech-
nique for intrusion detection system where they proposed
a non-symmetric deep auto-encoder (NDAE) for unsuper-
vised feature learning. The model was implemented using
tensor Flow and evaluated using two datasets KDD Cup-
99 and NSL-KDD. For KDD Cup ’99 dataset the evalu-
ation using 5-class proved that the proposed model was
able to offer an average accuracy of 97.85% and a 3.8%
improvement on its own accuracy for NSL-KDD dataset
using 13-class.

Pattern recognition and increasing the time of learning
became one of the main problems for most traditional
intrusion detection systems that based on typical machine
learning and signature-based approach. These traditional
systems have limitations e.g. low detection rate for zero-
day attacks, the rapid change in attacks behavior and
arriving huge amount of data. For all of these issues, we
proposed an Adaptive Intrusion Detection Model (AIDM)
for network traffic classification to continue the work done
from the previous related works. In addition, comparing
the accuracy between seven classifiers has been done with
a report on results.

3 Learning Classifiers

Different of effective IDS focus on incremental and deep
learning approaches due to the ability to increase the
model’s performance and adapt to new samples with-
out missing its existing knowledge. The intrusion net-
work detection or the network flow classification can be
formalized as shown: a set of instances in the dataset
D = {S1, S2, · · · , Sn}, where each instance has a labeled
category class. For building a trained model, some labeled
instances are used to learn the model how to link each in-
stance to one category. For this purpose, we evaluated
AIDM using seven different classification techniques able
to handle data streams with high dimensional features
for picking up the most effective classifier for building the
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proposed model.

3.1 NNGE (Non-Nested Generalized Ex-
emplars)

NNGE is a nearest-neighbor learner [15] that expands
generalized exemplars in memory depending on the dis-
tance between a set of exemplars using Euclidean dis-
tance function. The generalized exemplars are a group
of samples explained as rules which reduce the classifi-
cation time without any effect on the accuracy. NNGE
able to classify sequence, multiclass data, and data with
a different format. NNGE learns incrementally by classi-
fying then generalizing a new example where an example
is generalized and combined with the nearest exemplars
having the same class. The generalization process of an
exemplar is aborted if NNGE classifier checks that ex-
emplar is similar to any exemplar in the area of feature
space and may conflict with a new exemplar. Learning
process of NNGE classifier builds a group of generalized
exemplars where a hyper-rectangle covers a group of ex-
emplars {H1, H2, · · · , Hk}. In case of a hyper-rectangle
covers only one exemplar, it is considered to be a non-
generalized exemplar. Each example in training instances
passing through three steps: the first step is the classifica-
tion, where finding the hyper-rectangle Hk that is near-
est to training instances Ej by calculating the distance
D(E,H) between an example and the hyper-rectangle H
as in Equation (1):

D(E,H) =

√√√√ n∑
i=1

(wi
(d(Ei, Hi))

Emax − Emin
)2 (1)

Where Emax − Emin are the ranges of values of
attribute I over the training set, Hi is the interval
[Hmin

i , Hmax
i ] which based on the attribute type. The

second step is the model adjustment, where the hyper-
rectangle Hk splits when covers conflicting example. This
step applied when the hyper-rectangle covers an example
of a different class. The third step is a generalization,
where extend Hk to cover Ej where it extends the clos-
est hyper-rectangle Hk that has the same class. This
extension can be done only if the new hyper-rectangle
doesn’t overlap with other hyper-rectangles having a dif-
ferent class (See Algorithm 3.1).

3.2 Naïve Bayes (NB)

NB [21] uses Bayesian classification method which use-
ful in understanding a lot of learning classification algo-
rithms. NB based on Bayes theorem considers one of the
simplest probabilistic classifiers. This classifier has the
ability to handle high streaming data, use data streaming
as supervised classification and effective for various real
applications due to its incremental nature. NB classifies
new data streams by finding the highest posterior proba-
bility where it can predict whether X belongs to the class
Ci.

The posterior probability P (Ci x) of class Ci defined
in Equation (2):

P (ci x) = P (x Ci)p(Ci)/p(x) (2)

Where c is the predicted class and x is the instance. NB
classifier is an independence assumption where the proba-
bility of one feature is unrelated to affect the probability of
the other. It has two phases namely, a training phase and
testing phase. In training phase, NB classifier calculates
the probabilities of each attribute and stores this proba-
bility then, it calculates all time taken for the probabilities
for each attribute. In the testing phase, the time taken
to calculate the probabilities for each attribute is propor-
tional to a number of attributes (See Algorithm 3.2).

3.3 HT (Hoeffding Tree)

HT is a decision tree method [19] used for classifying data
stream and this method considers the most efficient clas-
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sification technique in data mining. Most existing clas-
sification techniques are very sensitive to stream order-
ing and take time-consuming with a huge amount of data
streams. HT is one of the most suitable classifiers for data
streaming which it gives results the same extent to batch
classifiers and the learning process has constant time per
instance. HT uses Hoeffding bound metrics which solved
one of the most critical problems in the process of choos-
ing a node which determined how many examples in a
subset of the training dataset require for each node.

If r is an actual random variable (r is the information
gain of an attribute) with range R and n is the obser-
vation of this variable Hoeffding Bound states that with
probability 1 − δ, the actual mean r is at least r̄ − ε,
where δ defined by a user and ε can be expressed as in
Equation (3):

ε =

√
R2 ln(1/δ)

2nl
(3)

Let G(Xi) be the heuristic measure used to choose test
attributes, Xa be the attribute with highest observed G
after seeing n examples and Xb the second-best attribute.
Let the difference between two observed heuristic values
∆G = Ḡ(Xa)−Ḡ(Xb) ≥ 0 with a given desired δ. Hoeffd-
ing bound states that Xa is the best choice with probabil-
ity (1− δ) for the number of examples (n) that have been
seen at the node. In another expression we can say that
Xa is the best attribute with probability 1− δ, if the ob-
served difference of information gain (heuristic measure)
∆Ḡ > ε (See Algorithm 3.3).

3.4 Instance-based k-nearest neighbor
Ibk (KNN)

IBK [26] is a k-nearest neighbor learner and kind of a
simple instance-based learning algorithm It classifies new
instance-based by determining the K-nearest neighbors on
Euclidean distance metric which defined in Equation (4):

d(xi, xj) =

√√√√r=n∑
r−1

[ar(xi)− ar(xj)]2 (4)

Where d(xi, xj) is the distance between the two instances
xi and xj , ar(x) is the attribute value of instance x. The
nearest neighbors used for classifying new instance and
the relation between the time taken in classify new in-
stance is linearly increased with the number of training
instances saved in the classifier thus it called Lazy learn-
ing classifier. The new classification for new instance can
be found easily by comparing the new instance with the
stored trained dataset. IBK classifier has limitation e.g.
computational complexities for finding K-nearest neigh-
bor instances and the processing time for no longer op-
timal with a huge number of instances because we need
to calculate all similarities between all training instances.
We can solve this problem by reducing the dimensions of

the features or using small datasets and dependency on
the training set where building KNN (See Algorithm 3.4).

3.5 Radial Basis Function Neural Net-
work (RBFNN)

RBF learner [18] is a function based classifier and the feed-
forward artificial neural network. RBF is an alternative
to a public MLP classifier but it is superior to MLP in
the fast training process and it simple in its structure.

RBF uses Gaussian transfer functions instead of sig-
moidal functions which used by MLP learner. RBFNN
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classifies instances by measuring the distances between
centers of hidden and inputs neurons and it consists of
three layers: an input layer, which feeds the feature into
the network. The number of input neuron is determined
by the number of input vector; hidden layer calculates
the outcome of the basis functions and used the normal-
ized Gaussian function as the radial basis function which
expressed as in Equation (5):

φj(X) = φ(X −Xj) = exp(
1

2δ2
|X −Xj |2) (5)

Where δ is the width of the Gaussian and K represents
the number of units in the hidden layer, Xj is denoted
the center of the ith node; and the output layer, which
calculates the linear combination of basis functions as in
Equation (6):

Y = fj(x) = [
k∑

i=1

wiφi(x)] (6)

Where f(x) is the final output, φj(X) denotes the ra-
dial function of the jth hidden node and wi denotes the
hidden-to-output weight corresponding to the ith hidden
node (See Algorithm 3.5).

3.6 Online Accuracy Updated Ensemble
(OAUE)

Online accuracy updated ensemble is an ensemble algo-
rithm [30] where it is an improved version of accuracy
weighted ensemble. OAUE classifier has a weighted pool
of classifiers to predict the class of incoming sample where

it predicts the new instances by aggregating all predic-
tions using a rule called weighted voting. The new classi-
fier is added to the ensemble after a segment of instances is
classified and it replaced by the weakest ensemble member
in performance. OAUE is updated incrementally when
the performance of each classifier is evaluated using ex-
pected prediction error for the most recent instances. The
classifier with the poorest performance is replaced from
the pool of classifiers and then the weights adjusted ac-
cording to accuracy (See Algorithm 3.6).

3.7 Deep Learning 4 Java Multilayer Per-
ceptron (DL4JMLP)

Deeplearning4J (DL4J) is a Java-based toolkit for config-
uring deep neural networks which consist of multiple lay-
ers. These layers are organized by using hyper-parameters
which utilize to learn the neural networks. DL4J treats
the tasks of loading data and training the algorithms as
separate processes and works with a lot of different data
types such as images, CSV, ARFF, plain text and Apache
Camel Integration. DL4J uses for retrieving the data in a
format suited for training a neural net model which uses
multiple passes and each pass is called an epoch. DL4J
gives data to the scientists and tools developers to build
a deep neural network on a high level by using concepts
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like layer. DL4J employs a builder pattern to build the
neural net declaratively. The neural networks are typi-
cally trained by using batches of the training data where
the updates to the weights and biases of the neural net-
work effect on the outputs of each node of the network.
Deep Learning 4 Java Multilayer Perceptron (DL4Jmlp)
is a straightforward wrapper which consists of three lay-
ers: the Input layer, the hidden layer which uses ReLU
(Rectified Linear Unit) activation function and it defined
as in Equation (7):

F (x) = max(x, 0). (7)

Where f(x) has output 0 if the input is less than 0 and
the output is raw if the input is greater than 0. The
output layer uses the softmax activation function which
squashes the outputs of each unit between 0 and 1and it
represented in Equation (8):

σ(x)j =
exj∑k
k=1 e

xk

(8)

Where x is a vector of the inputs to the output layer, j
indexes the output units, and j = 1, 2, · · · ,K (See Algo-
rithm 3.7).

DL4Jmlp uses the most popular Stochastic Gradient
Descent (SGD), as an optimization to the neural net-
work [3]. Which known as incremental gradient descent,
is a stochastic approximation of the gradient descent op-
timization and iterative method for minimizing an objec-
tive function that is written as a sum of differentiable
functions (See Algorithm 3.8).

4 The Proposed Model

The main strategy of the proposed AIDM, Figure 1, is
to utilize the study of the incremental and deep learn-
ing methodologies for classifying the stream of the com-
puter networks. This methodology depends on select-
ing the best machine learning classifier which optimizes
the efficiency of anomalous detection and we compared
the model with the traditional intrusion detection sys-
tems. AIDM examines all events circulating in the net-
work by observing abnormal activities and it consists of
two phases: the off-line and the on-line phases. In the
off-line (training dataset) phase, the model is trained by
machine learning classifiers to be more familiarize and
learnable for activities exist in the network flow where
labeled processed training records are fed into AIDM to
construct learnable model able to be tested.

In online (testing dataset) phase, new unlabelled and
labeled samples are fed into the model to predict each
unlabelled samples based on the extracted trained model
from the off-line phase. AIDM encompass three stages
as shown in Figure 1 are, dataset collection stage, pre-
processing engine stage and classification stage. In the
dataset collection stage, datasets samples are collected
with known labels are fed into off-line phase whereas a
mixed collection of known and unknown labels are fed into
the on-line phase. AIDM evaluated using three datasets
are, KDD Cup 99 and UNSW-NB15 and real Kyoto
2006+. In the preprocessing engine stage, offline and on-
line network datasets are processed using a pre-processing
engine where transformation, feature extraction, and nor-
malization techniques applied for the datasets in order to
correctly identify records over which the attacks resemble.
In classification stage, AIDM trained using different clas-
sifiers on labeled datasets to build a trained model able
to use for new datasets. For choosing the best results
for AIDM a comparison between the classifiers results is
carried out.

4.1 Pre-processing Engine Stage

Data pre-processing [9] considers the first and important
step for both the online and the offline phases which used
to analyze and transform the datasets to a suitable form
to go through learning phase and data analysis. The flow
of different network traffic sources is processed by using
a sub model in the pre-processing engine by using a De-
tector for Number of Features in Dataset (DNFD) where
a proper feature extraction and transformation (coding)
techniques are applied based on the number of features
in each dataset. The following section provides a concise
definition of the used three techniques of the preprocess-
ing engine.

4.1.1 Data Transformation

Some machine learning algorithms handle numeric fea-
tures to guarantee the best performance thus we con-
verted the symbolic and text values to numerical values
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Figure 1: The structure of an Adaptive Intrusion Detection Model (AIDM)

Figure 2: Random records taken from the KDD-CUP99 dataset

where we gave a number to each symbol repeated in the
feature, for example, 1 gave to the feature that has a
greater number of repeatedly then, less repeatedly takes
2, etc. Table 1 shows an example for symbols converted
to numerical values based on the previous random set of
the KDD-CUP99 dataset in Figure 2. KDD CUP 99,
UNSW-NB15 and Kyoto 2006+ datasets have symbolic
values; where KDD CUP 99 dataset contains three sym-
bols features are, Protocol type, Service, and Flag fea-
tures; UNSW-NB15 dataset has three symbols features
are protocol, service and state features; Kyoto 2006+
dataset has two symbols features are service and flag. The
transformation (coding) technique depends on the DFND
used in the sub model which distinguished between the
numbers of features in the datasets and the coding table
is applied according to the number of features for each
dataset.

4.1.2 Feature Extraction

Feature extraction technique [2] is an amelioration pro-
cess for detecting the abnormal events by selecting eclecti-
cism set of features in the datasets, which are represented
using different features and then, removing the features
with less influence for achieving a high performance for
IDSs. In data analysis for network flow classification we
don’t need all these features wherefore we need to pick up
the most informative features which optimize the perfor-
mance of machine learning algorithms. In AIDM we have
been performed feature extraction technique [11] for each

dataset by using information gain (IG) criteria according
to the number of detected features by DNFD.

Table 1: Coding of KDD-CUP99 dataset features

Figure 3 shows a simple flow chart for the sub model in
the preprocessing engine where the collected datasets pass
through this sub model where DNFD detect the number
of features in the datasets and according to the number
of features in the datasets, the implementation of trans-
formation (coding) and feature extraction techniques in a
suitable manner for each dataset. Information gain (IG)
criteria [1] considers one of the simplest feature selection
methods used to rank all features in the datasets based
on the entropy which measures the reduction in purity in
an arbitrary collection of instances.

The entropy H(X) of variable Y can define as in Equa-
tion (9):

H(Y ) = −
∑
i

P (yi) log2(p(yi)) (9)

Where P (yi) is the prior probability for variable Y . The
entropy of variable X after observing value of another
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Figure 3: Flowchart of the sub model

variable Y can define as in Equation (10):

H(Y \X) = −
∑
i

P (xi)
∑
i

P (yi\xi) log2(p(yi\xi)) (10)

Where P (yi\xi) is the posterior probability of X given
Y . The information gain (feature ranking) about X pro-
vided by Y to pick up the most important features can
be defined as in Equation (11):

IG(X/Y ) = H(Y )−H(Y \X). (11)

We have been extracted 25 features from KDD-CUP99
and USNW-NB15 datasets and 18 features from Kyoto
2006+ dataset. Table 2 shows the optimal features that
selected from the three datasets for AIDM.

Table 2: Selected features for the three datasets by IG

The intrusion detection accuracy for the selected fea-
tures by IG criteria [31] outperforms the all features for
the three datasets as shown in Figure 4 which increased
the effectiveness of all classifiers.

Figure 4: The accuracy of three datasets for all features
and selected features

4.2 Data Normalization

The normalization technique [17] is the process of scal-
ing each value of the attributes in the dataset into the
specified new range [0, 1] or [-1, 1] which makes dataset
acquires a particular property helpful in prediction pur-
pose. Min-max normalization method converts vi in the
dataset to new value xi using Equation (12):

xi =
vi −min(vi)

max(vi)−min(vi)
(12)

Where vi is the existing value of the attribute. The max-
imum and minimum values are taken over all values of
the attribute normally, xi is set to zero if the maximum
is equal to the minimum.

4.3 Data Classification

The classification stage used two experiments to illustrate
the importance of the feature extraction technique. The
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first experiment, AIDM classified the datasets without
apply feature extraction technique and the results are
recorded of each classifier respectively. The second ex-
periment, AIDM classified the datasets with applying the
feature extraction technique on the datasets where the
feature extraction has been applied many times to reach
the maximum accuracy for each dataset. we reached to
the best number of features for each dataset as shown in
Table 2. Figure 4 shows a comparison between the three
datasets before and after applying the feature extraction
technique which proved the importance of this technique
in increasing the detection accuracy.

5 AIDM Implementation

AIDM implemented using: Java programming language
with aid of an open source framework Massive Online
Analysis (MOA), which used for data stream mining and
big data processing, and the open source WEKA tool,
which have a collection of machine learning algorithms
for data mining and preprocessing tasks [16]. For training
the proposed model we used 80,000 of processed datasets
having known attacks and 10,000 of processed datasets
having unknown and known attacks for testing the model.

The performance evaluation has been taken from the
final prediction of the datasets classes. The experiments
were performed on a laptop having configuration Intel c©
CoreTM i3 CPU M 380 2.53 GHz, 2.53GHz, 4.00GB of
RAM and the operating system is windows 7 professional.

5.1 Description of KDD CUP 99,
UNSW-NB15 and Kyoto 2006+
Datasets

The evaluation of AIDM conducted on three datasets
namely, KDD CUP 99, USNW-NB15 and Kyoto 2006+.
The following section presents a brief description of the
datasets.

5.1.1 KDD-CUP99 Dataset

KDD-cup 99 benchmark dataset [5] was built based on
DARPA’98 evaluation program which is a compressed
TCP dump data of network traffic during 7 weeks. Each
instance in KDD-cup 99 have 41 features with a la-
beled class indicates one of five values are, Normal, DOS
(denial of service), PROBE (surveillance), U2R (user
to root) and R2l (root to local). The KDD-CUP99
dataset may not be a good choice of the neoteric com-
puter networks due to the scarcity in computer network-
ing datasets but it is one of the most criterion realistic
benchmark datasets for training and testing intrusion de-
tection system. The KDD-CUP99 dataset has been di-
vided into training dataset with 4,898,431 records and
311,027 records for the testing dataset.

5.1.2 UNSW-NB15 Dataset

The UNSW-NB15 benchmark dataset [7] was developed
based on an IXIA tool which used to produce nine mod-
ernistic attacks beside to, assortment broad of normal ac-
tivities. The UNSW-NB15 dataset has been divided into
training dataset with 82,332 records and 175, 341 records
for the testing dataset. The UNSW-NB15 dataset has 45
features with a label contains nine attacks namely, Re-
connaissance, Shellcode, Exploit, Fuzzers, Worm, DoS,
Backdoor, Analysis and Generic beside, a normal class.
UNSW-NB15 and KDD-CUP99 datasets have six com-
mon features are, protocol type, service, duration, source,
and destination.

5.1.3 Kyoto 2006+ Dataset

Kyoto 2006 + dataset [27] have been collected at Ky-
oto University from honey spot systems. Kyoto 2006 +
dataset is a real traffic traces devoid of any manual labels
which each connection has 23 features and a label con-
tains three values where, ’1’ value means that the session
was normal, ’-1’ means that known attack was observed
in the session and ’-2’ means that unknown attack was
observed in the session. Kyoto 2006+ and KDD-CUP99
datasets have 14 common features namely, Duration, Ser-
vice, Source bytes, Destination bytes, Count, Same srv
rate, Serror rate, Srv serror rate, Dst host count, Dst
host srv count, Dst host same src port rate, Dst host ser-
ror rate, Dst host srv serror rate and flag beside to, 10
new features namely, IDS detection, Malware detection,
Ashula detection, Label, Source IP Address, Source Port
Number, Destination IP Address, Destination Port Num-
ber, Start Time and Duration. A statistics description for
the datasets based on the number of instances, attributes,
and classes shown in Table 3.

Table 3: Statistics description of three benchmarks

Table 4 represented the features for each dataset used
in AIDM. We randomized selected the data of 27, 28, 29,
30 and 31 December 2015 where it has the latest updated
data. The statistical description of classes used in the
testing (on-line) phase for the three benchmark datasets
represented in Table 5.

5.2 Performance Evaluation Metrics

AIDM evaluation has been done based on (1) The cumu-
lative accuracy, which refers to the accuracy after classi-
fication of all chunks and it is the percentage of corrected
instances classified to the total number of instances), (2)
kappa statistics it measures the extent of convergence of
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Table 4: The Features of the KDD-CUP99, UNSW-NB15 and Kyoto 2006+ datasets

prediction with correct class using Equation (13):

K = (Po− Pe)/(1− Pe). (13)

Where Po indicate the relative observed convergence, Pe
indicates the hypothetical probability of chance conver-
gence and (3) running time defined as the time taken for
execution the classification of each classifier in the pro-
posed model.

Table 5: Classes statistical distribution for 10,000 samples

5.3 Experimental Results and Discussion

In this paper, seven classifiers have been used to evaluate
the effectiveness and performance of the proposed AIDM
to identify unknown diverse attacks in the network traffic
and overcome the problems in traditional IDS.

AIDM evaluation is based on the incremental and deep
learning techniques for multiclass classification for the
datasets. To guarantee the best performance for AIDM
we utilized six incremental classifiers and DL4JMLP deep
learning classifier consecutively for training the model.
The evaluation of AIDM has conducted using the three
benchmark datasets compare the results among each
trained model by each classifier and learning classifiers
proposed by beforehand researchers has been carried out
to determine the efficiency AIDM which helpful for test-
ing the model in on-line phase.

Through our results in the proposed model, it is shown
that AIDM achieved high accuracy with using Dl4jMlp
deep learning classifier and its effectiveness is superior to
that of traditional machine learning classifiers in differen-
tiate attacks for multiclass classification.

Final accuracy of AIDM conducted on 10,000 samples
of known and unknown attacks from the three datasets
the performance was measured for every 1000 instances
between samples. AIDM evaluated using a prequential
evaluation (Interleaved Test-Then-Train) which used for
the real-time evaluation.
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Such evaluation technique it is considered an evalua-
tion for streaming data where each sample tests first be-
fore using in training.

Table 6 summarizes the classification results of the
seven selection classifiers in regard to accuracy (%), kappa
statistics and running time.

It clearly shown from Table 6 that the proposed model
based on deep learning approach using the Dl4jMlp Clas-
sifier and feature selection technique using IG criterion,
has achieved the best accuracy of 98.2%, 92.5% and
82.12% for the three datasets, KDD-Cup 99, UNSW-
NB15 and Kyoto 2006+ respectively than other incremen-
tal classifiers used by AIDM.

It is notable from Table 6 that the classification accu-
racies for KDD-CUP4 99 and real Kyoto 2006+ datasets
achieved higher evaluation than UNSW-NB15 dataset be-
cause of the complexity of the UNSW-NB15 dataset that
has an assortment of the contemporary anomaly and nor-
mal behaviors which has been developed for evaluating
NIDSs. Figures 5, 6 and 7 showed the prequential accu-
racy for the seven classifiers for KDD Cup 99, UNSW-
NB15 and Kyoto 2006+ datasets respectively. The three
previous figures demonstrated that the AIDM which com-
bined with deep learning Dl4jMlp Classifier and based on
feature selection performs the best efficiency with smooth
curve compared to the other curves of the classifiers.

The proposed model results as shown in Table 2 in-
dicated promising results in terms of low computational
time and high classification results for Kyoto 2006+
dataset where it achieved 92.39% accuracy with a low
time of 2.85 sec by using DL4JMLP. It is noticed that the
time is somewhat close for both datasets KDD-Cup 99
and UNSW-NB15 which they have the same number of
selected features as mentioned in the pre-processing stage.

For the KDD-CUP99 dataset, the DL4JMLP classifier
achieved a slight increase in efficiency with 97.9% than Ibk
classifier which achieved 97.52%. And also, DL4JMLP
classifier outperformed with a slight increase of 89.12%
over NNGE which achieved 88.76% for the UNSW-NB15
dataset.

Figure 5: Prequential accuracy (%) for the KDD-CUP4
99 dataset

The accuracy of the seven classifiers has been recorded
and illustrated as shown in the three previous figures
for every 1000 instances between samples for the three

Figure 6: Prequential accuracy (%) for the UNSW-NB15
dataset

Figure 7: Prequential accuracy (%) for the Kyoto 2006+
dataset

datasets used, and indicated that AIDM with DL4JMLP
classifier is a learnable model over time and with increase
of the samples.

6 Comparative Study

In order to evaluate the performance of our proposed
model, we have compared AIDM with some other state-
of-the-art models. All evidence proved that AIDM which
based on feature selection technique and the Dl4JMlp
classifier is a promising model to compare with other
state-of-art models. We have made a comparison between
AIDM and the proposed model in [13] which runs on the
NSL-KDD dataset due to that the two papers based on
the deep learning technique.

AIDM helped to increase the detection rate of ab-
normal attacks by 97.9% accuracy for the KDD-CUP99
dataset and the other model has achieved 78.06% accu-
racy for the NSL-KDD dataset.

Another comparison has been done between the pro-
posed model in [4] which based on feature extraction
technique and runs on UNSW-NB15 and KDD-CUP99
datasets.

AIDM still achieved a high accuracy of 89.12% and
97.9% for UNSW-NB15 and KDD-CUP99 datasets re-
spectively while the proposed model in [4] achieved an ac-
curacy of 88.95% and 89.85% for UNSW-NB15 and KDD-
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Table 6: Accuracy, Kappa statistic and running time (sec) for three datasets using six incremental classifiers

CUP99 datasets respectively.
Our AIDM enjoyed with higher performance compared

with the other proposed models and this is demonstrated
that our model is a learnable and predictive model. De-
pending on the comparisons with the other two models
in [13] and [4], AIDM model based on feature selection
technique achieved the best accuracy by the DL4JMLP
classifier than other traditional IDS and state-of-the-art
models for intrusion detection systems.

7 Conclusion

Most recent researches trend towards the creation of a
proposed model for detecting the anomalous connections
by using an efficient classification technique and sup-
ported by feature extraction technique from datasets. In
this paper, an intelligent, effective and learnable model
has been built based on machine learning techniques with
the ability to reduce feature extracted from the three
datasets by selecting the most relevant attributes using
information gain method. The proposed model outper-
formed typical machine intrusion detection systems and
incremental learning by using DL4JMLP deep learning
classifier in addition feature extraction technique. The
evaluation has been conducted on the processed three
datasets, namely, KDD CUP 99, UNSW-NB15 and real
Kyoto 2006+ datasets in the preprocessing engine, which
has a skillful sub model which has ability to detect the
number of features in the datasets and apply the proper
techniques of feature selection and coding beside, a nor-
malization process for the input datasets. AIDM was
tested using 10,000 random sets of the three processed
datasets using a classification stage which based on 6
incremental classifiers and one deep learning classifier,
namely, Non-Nearest Generalized Exemplar (NNGE),
Incremental Näive Bayes (NB), Hoffeding Trees (HF),
Instance-based k-nearest neighbor IBK (KNN), and Ra-
dial Basis Function Neural Network (RBFNN), Online
Update Accuracy Ensemble (OUAE) and DL4JMLP deep
learning classifier. AIDM has achieved a 97.9% high ac-
curacy with DL4JMLP deep learning classifier compared
with other incremental learning classifiers as mentioned
in the experimental results and discussion section fur-
thermore, it has fulfilled better results compared with the
state-of-the-art models as shown in the comparative study

section all of these positives indicate that AIDM is pow-
erful, learnable and a good real-time model for classifying
abnormal and normal traffics in the network flow.
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Abstract

It is a very desirable property of an identity-based sig-
nature to have a tight security reduction. According to
our known knowledge, there are few results on design-
ing identity-based signature schemes with tight security
reduction. Inspired by the work of David Galindo et
al. [13] and based on the signatures proposed by Sven
Schäge [36, 37], we construct identity-based signatures
which are existentially unforgeable under adaptively cho-
sen message and identity attacks and whose security is
also tightly related to Strong Diffie-Hellman assumption
in the standard model.

Keywords: Existential Unforgeability; Identity-based
Signature; q-Strong Diffie-Hellman Problem; Standard
Model

1 Introduction

One focus of modern cryptography has been the construc-
tion of identity-based signature scheme that can be rigor-
ously proven secure based on specific computational as-
sumptions.

A number of identity-based signature (IBS)
schemes [7–9, 16, 17, 21, 26, 28, 30, 32, 34, 40–43] have
been devised since the concept of identity-based cryp-
tography was proposed by Shamir [39] in 1984. At
present, there are two known generic constructions of
IBS. The first is due to Bellare et al. [29]. They show
that a large number of previously proposed schemes are
instances of their generic construction. The other generic
construction is due to Kurosawa and Heng [15]. The
construction of Kurosawa and Heng requires an efficient
zero-knowledge protocol for proof of knowledge of a
signature, which makes their construction applicable to
only a few schemes such as RSA-FDH and BLS [22].

1.1 Our Contribution

In this work, we ask the following question: how does
one construct identity-based signature with tight security
proof in the standard model? The security of an IBS
scheme is generally confirmed by a security proof which
typically describes a reduction from some hard compu-
tational problem to breaking a defined security property
of the IBS scheme. The reduction for the IBS scheme
is considered as tight when this success probability of an
adversary breaking the IBS is roughly equal to the prob-
ability of solving the underlying hard problem in roughly
the same amount of time. Tightness of security reduction
gives explicit bound on the probability that adversary suc-
cessfully forges a signature for an IBS scheme as a func-
tion of its expended resources, and affects the efficiency of
the IBS scheme when instantiated in practice: A tighter
reduction allows to securely use smaller parameters, e.g.,
shorter moduli, a smaller group size. Therefore it is a very
desirable property of an IBS to have a tight security reduc-
tion. According to our known knowledge, there are few
results on designing IBS schemes with tight security re-
ductions. In this paper, we study the problem above and
our work stems from the results of Sven Schäge [36, 37]
and Galindo et al. [13]. In [36, 37], Schäge presented
combing function based signature and chameleon hash
function based signature which are strongly existential
unforgeability under adaptively chosen message attack
in standard model and which have tight security proof.
In [13], Galindo et al. gave a Schnorr-like identity-based
signature which is existentially unforgeable under adap-
tively chosen message and identity attack in random or-
acle model. Galindo et al.’s work is different from that
of Bellare et al. [29], is also different from that of Kuro-
sawa and Heng [15]. Inspired by the work of Galindo et
al., we construct four identity-based schemes with tight
security reduction from combing function based signature
and chameleon hash function based signature [36,37]. Ac-
cording to the type of parings used in our four schemes,
we have divided them into two types and denoted them as
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TYPE I and TYPE II, respectively. TYPE I is based the
fact that there is efficiently computable homomorphism
on the bilinear groups (G1,G2), and TYPE II is just the
opposite. According to the efficiency and the security, we
compare our IBS scheme with the known IBS schemes in
Table 1.

1.2 Related Works

It is a very desirable property of an IBS scheme to have
a tight security reduction. Therefore, providing new se-
curity proofs for cryptosystems that were already well
known to be secure in the random oracle model or for
some of their variants ( e.g., [2, 3, 10, 11, 27, 36, 37]) and
constructing new schemes ( e.g., [5, 6, 14, 18, 19, 23–25])
that provide tight security reductions have been a new
research focus in in the area of provable security. In addi-
tion, to verify whether there is a tight security proof for
the Schnorr signature scheme, cryptographers have given
considerable research efforts, e.g., [4, 31,38].

However, the research on tight security reduction for
IBS schemes has made little progress. In fact, Hess and
Barreto et al. gave proofs under the Diffie-Hellman as-
sumption for their respective scheme through Pointcheval
and Stern’s forking lemma [35] which does not yield tight
security reductions. Chen et al. [7,8,21] gave proofs under
the Diffie-Hellman assumption for their schemes by “ID
reduction technique” from [1] which does not yield tight
security reductions. Bellare et al. [29] defined a frame-
work to provide security proofs for a large family of IBS
schemes. Unfortunately, their framework does not pro-
vide tight security bounds for the resulting family of IBS.
Kurosawa and Heng [15] showed a transformation from
any digital signature scheme satisfying certain condition
to an IBS scheme and gave security proof for the result-
ing IBS scheme. Although their security proof avoids the
use of the forking technique, their reduction is still quite
loose. Until today, there have few results on IBS schemes
with tight security reductions except that the scheme was
constructed by Libert et al. [20].

2 Preliminaries

2.1 Security Notion of Signature Scheme

A signature scheme is made up of three algorithms, Key-
Gen, Sign, and Verify, for generating keys, signing, and
verifying signatures, respectively.

The standard notion of security for a signature scheme
is called existential unforgeability under a chosen message
attack, which is defined using the following game between
a challenger C and an adversary A:

Setup. C runs the algorithm KeyGen of the signature
scheme and obtains both the public key PK and the
private key SK. The adversary A is given PK but
the private key SK is kept by the challenger.

Queries. Proceeding adaptively, A requests signatures
on at most qS messages of his choice m1, . . . ,mqS ∈
{0, 1}∗ under PK. C responds to each query with a
signature σi =Sign(SK,mi).

Forgery. The adversary outputs a pair (m∗, σ∗). The
adversary succeeds if the following hold true:

1) Verify(PK,m∗, σ∗)=accept.

2) m∗ is not any of m1, , . . . ,mqS .

We define AdvSigA to be the probability that A wins in
the above game, taken over the coin tosses made by A
and the challenger.

Definition 1. An adversary A (t, qS , ε)-breaks a signa-
ture scheme if A runs in time at most t and makes at most
qS signature queries in the above game, and AdvSigA is at
least ε. A signature scheme is (t, qS , ε)- existentially un-
forgeable under adaptively chosen message attacks if no
adversary (t, qS , ε)-breaks it.

We also consider a slightly stronger notion of security,
called strong existential unforgeability. The above game
can easily be extended to cover strongly existential un-
forgeability by changing the second requirement in the
forgery stage as follows.

Forgery. The adversary outputs a pair (m∗, σ∗). The
adversary succeeds if the following hold true:

1) Verify(PK,m∗, σ∗)=accept.

2) (m∗, σ∗) is not any of (m1, σ1), . . . (mqS , σqS ).

Definition 2. An adversary A (t, qS , ε)-breaks a signa-
ture scheme if A runs in time at most t and makes at
most qS signature queries in the modified game above, and
AdvSigA is at least ε. A signature scheme is (t, qS , ε)-
strongly existentially unforgeable under adaptively chosen
message attacks if no adversary (t, qS , ε)-breaks it.

2.2 Security Notion of Identity-Based
Signature Scheme

An identity-based signature scheme can be described as a
collection of the following four algorithms:

Setup. This algorithm is run by the “Private Key Gener-
ator” (PKG) on input a security parameter, and gen-
erates the public parameters params of the scheme
and a master secret. PKG publishes params and
keeps the master secret to itself.

Extract. Given an identity ID, the master secret and
params, this algorithm generates the private key dID
of ID. PGK will use this algorithm to generate private
keys for all entities participating in the scheme and
distribute the private keys to their respective owners
through a secure channel.
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Table 1: Scheme comparison

Scheme Reduction Type of Pairing Pairing Operation Security Assumption Random Oracles

KJ [32] Loose Type 1 3 CDH NO

BJ [20] Tight Type 1 2 one more CDH YES

RG [41] Tight Type 1 2 SDH NO

TYPE I Tight Type 1,2 2 SDH NO

TYPE II Tight Type 3 4 SDH NO

Sign. Given a message m, an identity ID, a private key
dID and params, this algorithm generates the signa-
ture σ of ID on m. The entity with identity ID will
use this algorithm for signing.

Verify. Given a signature σ, a message m, an identity
ID and params, this algorithm outputs accept if σ
is a valid signature on m for identity ID, and outputs
reject otherwise.

We recall here the security notion [20] for identity-
based signatures which is an extension of the usual notion
of existential unforgeability under chosen-message attacks
for signature and which is defined security for identity-
based signature schemes by the following game between
a challenger C and an adversary A:

Setup. C runs the algorithm Setup of the signature
scheme and obtains both the public parameters
params and the master secret SK. A is given params
but the master secret SK is kept by the challenger.

Queries. The adversary A adaptively makes a number
of different queries to the challenger.

1) Extraction query.Proceeding adaptively, A
requests extractions on at most qE identi-
ties of his choice ID1, . . ., IDqE ∈ {0, 1}∗.
C responds to each query with dIDi

=
Extract(param, SK, IDi).

2) Signature query.Proceeding adaptively, A re-
quests signatures on at most qS messages of his
choice (IDi1 ,m1), . . . , (IDiqS

,mqS ) ∈ {0, 1}∗ ×
{0, 1}∗. C responds to each query by run-
ning Extract(params, SK, IDij ) to obtain
the private key dIDij

of IDij , then running

σj=Sign(params, dIDij
, IDij ,mj), last for-

warding σj to the adversary A.

Forgery. The adversary outputs a tuple (ID∗, m∗,σ∗).
The adversary succeeds if the following hold true:

1) Verify(params, ID∗,m∗, σ∗)=accept.

2) ID∗ was not any of ID1, . . ., IDqE .

3) (ID∗,m∗) was not any of (IDi1 , m1), . . .,
(IDiqS

, mqS ).

We define AdvSigA to be the probability that A wins
in the above game, taken over the coin tosses made by A
and the challenger.

Definition 3. An adversary A (t, qE , qS , ε)-breaks an IBS
signature scheme if A runs in time at most t and makes
at most qS signature queries, qE extraction queries in
the above game, and AdvSigA is at least ε. A signa-
ture scheme is (t, qE , qS , ε)- existentially unforgeable un-
der adaptively chosen message and identity attacks if no
adversary (t, qE , qS , ε)-breaks it.

2.3 Bilinear Parings and Complexity As-
sumptions

We consider the mathematical preliminaries for construct-
ing and proving our signature schemes.

Let us consider three cyclic multiplicative group G1, G2

and GT of the same prime order p. Let g1 be a generator
of G1, g2 be a generator of G2. Let ê : G1 ×G2 → GT be
a bilinear pairing with the following properties:

Bilinearity: ê(ua, vb) = ê(u, v)ab for all u ∈ G1, v ∈ G2,
a, b ∈ Zp.

Non-degeneracy: There exists u ∈ G1, v ∈ G2 such
that ê(u, v) 6= 1.

Computability: There is an efficient algorithm to com-
pute ê(u, v) for all u ∈ G1, v ∈ G2.

Definition 4. Bilinear Groups. We say that (G1,G2)
are bilinear groups if there exists a group GT and a non-
degenerate bilinear pairing ê : G1 × G2 → GT , such that
the group order of G1,G2, and GT is a prime p, and the
bilinear map ê and the group operations in G1,G2, and
GT are all efficiently computable.

Galbraith, Paterson, and Smart [33] defined three types
of pairings:

– In Type 1, G1 = G2.

– In Type 2, G1 6= G2 but there exists an efficient
homomorphism ψ: G2→G1, while no efficient one
exists in the other direction.

– In Type 3, G1 6= G2 and no efficiently computable
homomorphism exist between G1 and G2, in either
direction.

Although Type 1 pairings were mostly used in the early-
age of pairing-based cryptography, they have been grad-
ually discarded in favor of Type 3 pairings.
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Definition 5. q-Strong Diffie-Hellman Problem (q-
SDH). Over bilinear groups (G1,G2), given as input a

q+ 3 tuple of elements (g1, g
x
1 , g

x2

1 , . . . , gx
q

1 , g2, g
x
2 ) output

a pair (c, g
1/(x+c)
1 ) for some value c ∈ Zp \ {−x}, where

g1 is a generator of G1 and g2 is a generator of G2.

An algorithmA solves the q-SDH problem over bilinear
groups (G1, G2) with advantage ε if

SDHAdvq,A = Pr[A(g1, g
x
1 , g

x2

1 , . . . , gx
q

1 , g2, g
x
2 ) =

(c, g
1/(x+c)
1 )] ≥ ε

where the probability is over the random choice of gener-
ators g1 ∈ G1 and g2 ∈ G2, the random choice of x ∈ Z∗p,
and the random bits consumed by A.

Definition 6. Strong Diffie-Hellman Assumption
(SDH). We say that the (q, t, ε)-SDH assumption holds
over bilinear groups (G1,G2) if no t-time algorithm has
advantage at least ε in solving the q-SDH problem over
the bilinear groups (G1,G2).

2.4 Chameleon Hash Function and Com-
bining Function

In this section, we review the notions of chameleon hash
function and combining function from [36,37].

A chameleon hash function CH = (CHGen, CHEval,
CHColl) consists of three algorithms. The probabilistic
polynomial-time algorithm CHGen takes as input the se-
curity parameter k and outputs a secret key SKCH and a
public key PKCH. Given PKCH, a random r from a random-
ization space R and a message m from a message space
M, the algorithm CHEval outputs a chameleon hash value
c in the hash space C. Analogously, CHColl deterministi-
cally outputs, on input SKCH and (r,m,m′) ∈ R×M×M,
r′ ∈ R such that CHEval(PKCH,m, r)=CHEval(PKCH, m

′,
r′).

Definition 7. Collision-resistant chameleon hash
function. We say that CH is (ε, t)-collision-resistant if
no t-time algorithm, only given PKCH, outputs (r, r′,m,m′)
such that m 6= m′ and CHEval(PKCH, m, r) = CHEval(PKCH,
m′, r′) with probability at least ε, where the probability is
over the random choices of PKCH and the coin tosses of
algorithm.

For the convenience of writing, we write CH(r,m)
to denote CHEval(PKCH, r,m) and CH−1(r,m,m′) for
CHColl(SKCH, r,m,m

′) if the keys are obvious from the
context.

Definition 8. Combining Functions. Let Vk for k ∈
N be a collection of functions of the form z : R×M→ Z
with |Z| ≤ 2k. Let V = {Vk}k∈N . We say that V is
(t, ε, δ)-combining if for all attackers A there exist negli-
gible functions ε and δ and the following properties hold
for randomly picked z from Vk.

1) for all m ∈ M it holds that |R|=|Zm| where Zm is
defined as Zm = z(R,m). For all m ∈ M and all
t ∈ Z there exists an efficient algorithm z−1(t,m)
that, if t ∈ Zm, outputs the unique value r ∈ R such
that z(r,m) = t, and ⊥ otherwise.

2) for randomly picked t ∈ Z and r′ ∈ R, we have for
the maximal (over all m ∈ M) statistical distance
between r′ and z−1(t,m) that

MAX
m∈M

{1

2

∑
r∈R
|Pr[r′ = r]− Pr[z−1(t,m) = r]|} ≤ δ

3) for all r ∈ R, it holds for all t-time attackers A that
output (m,m′) such m 6= m′ and z(r,m) = z(r,m′)
with probability at most ε.

2.5 The SDH Signatures

The Boneh-Boyen (BB) signature [5, 6] is proven tightly
secure under a new flexible assumption, the q-Strong
Diffie Hellman (SDH) assumption and without random
oracle. Based on this work, Sven Schäge [36, 37] gives
combing function based signature (denoted as SCMB, SDH,
where CMB is the abbreviation of combing function) and
chameleon hash function based signature (denoted as
SCH, SDH), respectively.

For the combining signature SCMB, SDH and the
chameleon signature SCH, SDH, if the combing function
is (tcomb, εcomb, δcomb)-combining, where functions εcomb
and δcomb are negligible, and chameleon hash function is
collision-resistant, Sven Schäge [36,37] gave the following
result.

Proposition 1. The combining signature SCMB, SDH, and
the chameleon signature SCH, SDH are tightly secure against
strong existential forgeries under adaptively chosen mes-
sage attacks.

3 SCMB, SDH Based IBS

3.1 SCMB, SDH Based IBS over Bilinear
Groups with Efficiently Computable
Isomorphism

Let (G1,G2) be bilinear groups with group order |G1| =
|G2| = p for some prime p,ψ be an efficiently computable
isomorphism from G2 to G1, if G1 = G2, one could take ψ
to be the identity map. For the moment we assume that
the messages m to be signed are elements in Zp, but the
domain can be extended to all of {0, 1}∗ using (target)
collision resistant hashing.

Setup: Select five random generators a,b,c,g1∈ G1 and
g2 ∈ G2, and random integers x,y,z ∈ Z∗p. Then, the
bilinear map over bilinear groups (G1,G2) is taken
as ê : G1 × G2 → GT . Compute u = gx2 ∈ G2,
h1 = gxy1 ∈ G1, h2 = gy1 ∈ G1, f1 = gxz1 ∈ G1,
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f2 = gz1 ∈ G1. π : R × ID → Z is a com-
bining function, where we assume that Z ⊆ Zp,
R ⊆ Zp, ID is an identity space. Also compute
γa = ê(a, g2) ∈ GT ,γb = ê(b, g2) ∈ GT ,γc = ê(c, g2) ∈
GT . The public system parameters are the tu-
ple (a, b, c, g1, g2, h1, h2, f1, f2, u, γa, γb, γc, π, ê). The
master secret key is the triple (x, y, z).

Extraction: Given the secret key (x, y, z) and an iden-
tity ID ∈ ID, pick chooses a random value r ∈
R, a random value r0 ∈ Zp\{−x} and compute
τ = (abrcπ(r,ID))1/(x+r0) ∈ G1. Here, the inverse
1/(x + r0) is computed modulo p. The private key
corresponding ID is the pair (τ, r, r0).

Signature: Given a private key (τ, r, r0) correspond-
ing identity ID ∈ ID and a message m ∈ Zp.
Pick a random value k ∈ Zp and compute σ1=τ
((h1h

r0
2 )m(f1f

r0
2 ))k, σ2 = (ugr02 )k. The signature is

σ = (σ1, σ2, r, r0).

Verification: Given the public system parameters
(a, b, c, g1, g2, h1, h2, f1, f2, u, γa, γb, γc, π, ê), an iden-
tity ID ∈ ID, a message m ∈ Zp, and a signature
σ = (σ1, σ2, r, r0), verify that

ê(σ1, ug
r0
2 ) = γaγ

r
bγ

π(r,ID)
c ê((h1h

r0
2 )m(f1f

r0
2 ), σ2)

If the equality holds the result is valid; otherwise the
result is invalid.

On the IBS scheme above, we have the following result.

Theorem 1. Suppose the SCMB, SDH signature is (t′, qE +
qS , ε

′)-secure against strongly existential forgery under an
adaptively chosen message attack. Then the identity-based
signature scheme above is (t, qE , qS , ε)-secure against ex-
istential forgery under an adaptively chosen massage and
identity attack provided that qS + qE ≤ q, ε′ ≥ ε− 2qS/p,
and t′ = t+O((6qS+4)T ), where T is the maximum time
for an exponentiation in G1, G2, and Zp.

Due to limited space, we omit the proof of Theorem 1.
According to Theorem 1 and Proposition 1, for the

SCMB, SDH based identity-based signature, we get the fol-
lowing result.

Corollary 1. Suppose SDH assumption holds in bilin-
ear groups (G1,G2). Then the identity-based signature
above is tightly secure against existential forgeries under
adaptively chosen massage and identity attacks in stan-
dard model.

3.2 SCMB, SDH Based IBS over Bilinear
Groups without Efficiently Com-
putable Isomorphism

Let (G1,G2) be bilinear groups where |G1| = |G2| = p
for some prime p, and there are no efficiently computable
homomorphisms between G1 and G2. For the moment we
assume that the messages m to be signed are elements in

Zp, but the domain can be extended to all of {0, 1}∗ using
(target) collision resistant hashing.

1) Setup: Select five random generators a, b, c, g1 ∈ G1

and g2 ∈ G2, and random integers x, y, z ∈ Z∗p.
Then, the bilinear map over bilinear groups (G1,G2)
is taken as ê : G1×G2 → GT . Compute u = gx2 ∈ G2,
h1 = gy1 ∈ G1, f1 = gz1 ∈ G1. π : R × ID → Z is a
combining function, where we assume that Z ⊆ Zp,
R ⊆ Zp, ID is an identity space. Also compute
γa = ê(a, g2) ∈ GT ,γb = ê(b, g2) ∈ GT ,γc = ê(c, g2) ∈
GT . The public system parameters are the tuple
(a, b, c, g1, g2, h1, f1, u, γa, γb, γc, π, ê). The master se-
cret key is the triple (x, y, z).

2) Extraction: Given the secret key (x, y, z) and an
identity ID ∈ ID, pick chooses a random value
r ∈ R, a random value r0 ∈ Zp\{−x} and compute
τ = (abrcπ(r,ID))1/(x+r0) ∈ G1. Here, the inverse
1/(x + r0) is computed modulo p. The private key
corresponding ID is the pair (τ, r, r0).

3) Signature: Given a private key (τ, r, r0) correspond-
ing identity ID ∈ ID and a message m ∈ Zp, pick a
random value k ∈ Zp and compute σ1 = τ(hm1 f1)k,
σ2 = (ugr02 )k, σ3 = gk1 . The signature is σ =
(σ1, σ2, σ3, r, r0).

4) Verification: Given the public system parameters
(a, b, c, g1, g2,h1, f1, u, γa, γb, γc, π, ê), an identity
ID ∈ ID, a message m ∈ Zp, and a signature
σ = (σ1, σ2, σ3, r, r0), verify that

ê(σ1, ug
r0
2 ) = γaγ

r
bγ

π(r,ID)
c ê(hm1 f1, σ2)

ê(σ3, ug
r0
2 ) = ê(g1, σ2).

If the equality holds the result is valid; otherwise the
result is invalid.

On the IBS scheme above, we have the following result.

Theorem 2. Suppose the SCMB, SDH signature is (t′, qE +
qS , ε

′)-secure against strongly existential forgery under an
adaptively chosen message attack. Then the identity-based
signature scheme above is (t, qE , qS , ε)-secure against ex-
istential forgery under an adaptively chosen massage and
identity attack provided that

qS + qE ≤ q, ε′ ≥ ε− 2qS/p, and t′ = t+O((5qS + 4)T ),

where T is the maximum time for an exponentiation in
G1, G2, and Zp.

Due to limited space, we omit the proof of Theorem 2.
According to Theorem 2 and Proposition 1, for the

SCMB, SDH based identity-based signature, we get the fol-
lowing result.

Corollary 2. Suppose SDH assumption holds in bilin-
ear groups (G1,G2). Then the identity-based signature
above is tightly secure against existential forgeries under
adaptively chosen massage and identity attacks in stan-
dard model.
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4 SCH, SDH Based IBS

4.1 Construction over Bilinear Groups
with Efficiently Computable Isomor-
phism

Let (G1,G2) be bilinear groups where |G1| = |G2| = p
for some prime p, ψ be an efficiently computable isomor-
phism from G2 to G1, if G1 = G2, one could take ψ to
be the identity map. For the moment we assume that
the messages m to be signed are elements in Zp, but the
domain can be extended to all of {0, 1}∗ using (target)
collision resistant hashing.

1) Setup: Select random generators a, b, g1 ∈ G1 and
g2 ∈ G2, and random integers x, y, z ∈ Z∗p. Then, the
bilinear map over bilinear groups (G1,G2) is taken
as ê : G1 × G2 → GT . Compute u = gx2 ∈ G2, h1 =
gxy1 ∈ G1, h2 = gy1 ∈ G1, f1 = gxz1 ∈ G1, f2 = gz1 ∈
G1. CH is a chameleon hash function and its public
key is PKCH. Also compute γa = ê(a, g2) ∈ GT ,γb =
ê(b, g2) ∈ GT . The public system parameters are the
tuple (a, b, g2, h1, h2, f1, f2, u, γa, γb, CH, PKCH, ê). The
master secret key is the triple (x, y, z).

2) Extraction: Given the master secret key (x, y, z)
and an identity ID ∈ ID, pick chooses a random
r ∈ R, a random t ∈ Zp\{−x} and compute τ =
(abCH(r,ID))1/(x+t) ∈ G1. Here, the inverse 1/(x+t) is
computed modulo p. The private key corresponding
ID is the pair (τ, r, t).

3) Signature: Given a private key (τ, r, t) correspond-
ing identity ID and a message m ∈ Zp, pick a ran-
dom k ∈ Zp and compute σ1 = τ((h1h

t
2)m(f1f

t
2))k,

σ2 = (ugt2)k. The signature is σ = (σ1, σ2, r, t).

4) Verification: Given the public system parameters
(a, b, c, g1, g2, h1, h2, f1, f2, u, γa, γb, γc, π, ê), an iden-
tity ID, a message m ∈ Zp, and a signature σ =
(σ1, σ2, r, t), verify that

ê(σ1, ug
t
2) = γaγ

CH(r,ID)
b ê((h1h

t
2)m(f1f

t
2), σ2) (1)

If the equality holds the result is valid; otherwise the
result is invalid.

On the IBS scheme above, we have the following result.

Theorem 3. Suppose the SCH, SDH signature is (t′, qE +
qS , ε

′)-secure against strongly existential forgery under an
adaptively chosen message attack. Then the identity-based
signature scheme above is (t, qE , qS , ε)-secure against ex-
istential forgery under an adaptively chosen massage and
identity attack provided that qS+qE ≤ q, ε′ ≥ ε−2qS/(p−
1), and t′ = t+O((6qS + 6)T ), where T is the maximum
time for an exponentiation in G1, G2, and Zp.

Due to limited space, we omit the proof of Theorem 3.
According to Theorem 3 and Proposition 1, for the

SCH, SDH based identity-based signature, we get the follow-
ing result.

Corollary 3. Suppose SDH assumption holds in bilin-
ear groups (G1,G2). Then the identity-based signature
above is tightly secure against existential forgeries under
adaptively chosen massage and identity attacks in stan-
dard model.

4.2 Construction over Bilinear Groups
without Efficiently Computable Iso-
morphism

Let (G1,G2) be bilinear groups where |G1| = |G2| = p
for some prime p, and there are no efficiently computable
homomorphisms between G1 and G2. For the moment we
assume that the messages m to be signed are elements in
Zp, but the domain can be extended to all of {0, 1}∗ using
(target) collision resistant hashing.

1) Setup: Select random generators a, b, g1 ∈ G1 and
g2 ∈ G2, and random integers x, y, z ∈ Z∗p. Then,
the bilinear map over bilinear groups (G1,G2) is
taken as ê : G1 × G2 → GT . Compute u = gx2 ∈
G2, h1 = gy1 ∈ G1, f1 = gz1 ∈ G1. CH is a
chameleon hash function and its public key is PKCH.
Also compute γa = ê(a, g2) ∈ GT ,γb = ê(b, g2) ∈
GT . The public system parameters are the tuple
(a, b, g2, h1, f1, u, γa, γb, CH, PKCH, ê). The master se-
cret key is the triple (x, y, z).

2) Extraction: Given the master secret key (x, y, z)
and an identity ID ∈ ID, pick chooses a random
r ∈ R, a random t ∈ Zp\{−x} and compute τ =
(abCH(r,ID))1/(x+t) ∈ G1. Here, the inverse 1/(x+t) is
computed modulo p. The private key corresponding
ID is the pair (τ, r, t).

3) Signature: Given a private key (τ, r, t) correspond-
ing identity ID and a message m ∈ Zp, pick a ran-
dom k ∈ Zp and compute σ1 = τ(hm1 f1)k, σ2 =
(ugt2)k,σ3 = gk1 . The signature is σ = (σ1, σ2, σ3, r, t).

4) Verification: Given the public system parame-
ters (a, b, c, g1, g2, h1, f1, u, γa,γb,γc, π, ê), an iden-
tity ID, a message m ∈ Zp, and a signature σ =
(σ1, σ2, σ3, r, t), verify that

ê(σ1, ug
t
2) = γaγ

CH(r,ID)
b ê(hm1 f1, σ2)

ê(σ3, ug
t
2) = ê(g1, σ2)

If the equality holds the result is valid; otherwise the
result is invalid.

On the IBS scheme above, we have the following result.

Theorem 4. Suppose the SCH, SDH signature is (t′, qE +
qS , ε

′)-secure against strongly existential forgery under an
adaptively chosen message attack. Then the identity-based
signature scheme above is (t, qE , qS , ε)-secure against ex-
istential forgery under an adaptively chosen massage and
identity attack provided that qS+qE ≤ q, ε′ ≥ ε−2qS/(p−
1), and t′ = t+O((5qS + 4)T ), where T is the maximum
time for an exponentiation in G1, G2, and Zp.
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Due to limited space, we omit the proof of Theorem 4.

According to Theorem 4 and Proposition 1, for the
SCH, SDH based identity-based signature, we get the follow-
ing result.

Corollary 4. Suppose SDH assumption holds in bilin-
ear groups (G1,G2). Then the identity-based signature
above is tightly secure against existential forgeries under
adaptively chosen massage and identity attacks in stan-
dard model.

5 Conclusion

In this paper, according to the fact whether bilinear
groups (G1,G2) have an efficiently computable homomor-
phism, we give two IBS schemes, which are existentially
unforgeable under adaptively chosen message and identity
attacks and whose security is tightly related to q-SDH in
the standard model, based on SCMB, SDH proposed by Sven
Schäge [36,37]. And then, we apply the idea constructing
IBS schemes above to the SCH, SDH by Sven Schäge [36,37],
we also get IBS schemes which are existentially unforge-
able under adaptively chosen message and identity attacks
and whose security is also tightly related to q-SDH in the
standard model.
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Abstract

In this paper, we offer analysis of a deniable threshold
ring authentication protocol proposed by Jin et al. [5].
The Authors in [5] combined the two concepts, namely,
threshold ring signature and deniable authentication, to
propose a non-interactive deniable (t, n)- threshold ring
authentication protocol. The protocol is the first design
of this type. We will point out that this protocol can-
not guarantee that at least t legal participates generate a
valid signature and cannot withstand message modifica-
tion attacks under certain restrictions.

Keywords: Bilinear Pairing; Deniable Authentication;
Ring Signature; Threshold Signature

1 Introduction

The development of digital signature schemes for different
needs is one of most important research topics in cryptog-
raphy. A (t, n)-threshold signature allows any subset of t
or more than t out of n participants to generate a valid
signature [4]. Since 1991, Desmedt and Frankel [1] pre-
sented the concept of a (t, n)-threshold signature, which
has been studied widely. A ring signature allows mem-
bers of a signature group to anonymously sign messages
on behalf of the group, and there is no group manager,
group setup process and undo mechanism.

A deniable authentication protocol only allows not the
message receiver to verify that the received message is
indeed the one sent by the sender, but also ensures the
sender’s privacy so that this means that the following two
special characteristics have to satisfy:

1) It enables an intended receiver to identify the source
of a given message.

2) The intended receiver cannot prove the identity of

the sender to any third party, even if he/she fully
cooperates with the third party.

Due to the above two characteristics, the deniable authen-
tication protocol can be broadly used for online shopping,
electronic voting systems [9], e-learning systems and ne-
gotiation over Internet, etc. The concept of interactive
deniable authentication protocol was initially introduced
by Dwork et al. [2]. Since then, many interactive and
non-interactive deniable authentication protocols based
on various mathematical theories have been developed
[6, 8, 10–15, 17, 18, 20, 24, 25]. The concept of deniable
ring authentication was first introduced by Noar. This
scheme can be extended to generate threshold authenti-
cation [17]. However, Noar’s scheme requires an interac-
tive zero knowledge protocol. In 2004, Susilo and Mu [22]
proposed a non-interactive deniable ring authentication
protocol based on Chamelon hash function and bilinear
pairing.

In 2015, Jin et al. [5] combined the two concepts to
propose a non-interactive deniable threshold ring authen-
tication protocol (called IBDTRA) generated by elliptic
curves and bilinear pairing [23]. This is the first design
of this type. On the surface, all legal signers are involved
in the signature. Actually, only t legal signers have used
their own private keys to sign. However, the verifier can
only verify that the signature was calculated by the group
consisting of legitimate signers. The verifier would not
know which participants have jointly calculated the sig-
nature.

In this article, we will point out that the IBDTRA can-
not guarantee that at least t legal participates generate a
valid signature and cannot withstand message modifica-
tion attacks under certain restrictions.
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2 Review of IBDTRA Protocol

2.1 Preliminary

Let G1 be an additive group of prime order q, G2 be a
multiplicative group with the same order q. In the paper,
a bilinear map e : G1 × G1 −→ G2 has to satisfy the
following properties:

1) Bilinearity: e(aP, bQ) = e(P,Q)ab, where P,Q ∈ G1,
a, b ∈ ZZ∗q .

2) Non-degeneracy: If e(P,Q) = 1G2
for all Q ∈ G1,

then P = 1G1
.

3) Computability: There is an efficient algorithm to
compute e(P,Q) for any P,Q ∈ G1.

Note that if a bilinear pairing is used on elliptic curves,
then, usually, the Weil pairing or Tate pairing is recom-
mended.

2.2 The IBDTRA Protocol

In this subsection, we will review Jin et al.’s IBDTRA
protocol [5] . Let G1 =< P > be an additive group of
prime order q, G2 be a multiplicative group with the same
order q and e : G1 × G1 −→ G2 be a bilinear map. Let
H1 : {0, 1}∗ −→ G1 and H2 : {0, 1}∗ −→ ZZ∗q be two one-
way hash functions. Suppose that there are n legitimate
signers and one verifier (receiver). A message m requires
at least t(< n) participants to sign. Assumed that each
legitimate signer Sig(i) and the verifier have their own
identity IDi, i = 1, · · · , n and IDr, respectively.

Setup. PKG constructs a pair of keys: (private key,
public key) = (s, Ppub), where s ∈ ZZq and
Ppub := sP . PKG publishes system parameters are
{G1, G2, q, P, Ppub, e,H1, H2}.

Key Generation. The PKG computes private key Si =
sQi for each user, where Qi = H1(IDi), i =
1, · · · , n, r.

Signature. Without loss of generality, suppose the
Sig(1), · · · , Sig(t) are the participating signers and
Sig(1) prepares the authenticate on behalf of other
participants Sig(t+ 1), · · · , Sig(n).

1) Sig(1) chooses xi, hi ∈ ZZq as so-called private
key for each Sig(i), i = t + 1, · · · , n, and com-
putes the public keys

Ui = xiP − hiQi,

Vi = xiPpub.

2) For j = 1, · · · , t, each Sig(j) chooses the private
key rj ∈ ZZ∗q and computes the public key

Uj = rjP.

3) Sig(1) computes the hash value

h0 = H2({IDi}ni=1, t,m, IDr, {Uk}nk=1)

and then constructs a polynomial f(x) ∈ ZZq[x]
of degree n− t with the constant term h0.

4) For j = 1, · · · , t, each Sig(j) uses the value
hj := f(j) to compute another key

Vj = rjPpub + hjSj .

5) Anyone can calculate the values

V =

n∑
k=1

Vk and W = e(V,Qr).

6) Also, σ = {{Uk}nk=1,W, f(x)} is the deniable
authentication for the message m.

Verification. After receiving (σ,m), the verifier checks
whether

h0
?
= H2({IDi}ni=1, t,m, IDr, {Uk}nk=1).

If this is the case, then computes hk = f(k) for each
k = 1, · · · , n, and

e(

n∑
k=1

(Uk + hkQk), Sr).

If

e(

n∑
k=1

(Uk + hkQk), Sr) = W,

then the massage m is accepted.

Figure 1 shows that the participating signers have differ-
ent algorithms than the other ring participants in making
the authentication of a message.

3 Cryptanalysis of IBDTRA Pro-
tocol

In this section, we show that there are two weaknesses in
Jin et al.’s IBDTRA protocol [5].

Theorem 1. In IBDTRA protocol, the verifier cannot
confirm if at least t members are participating in this sig-
nature.

Proof. Assume that only t − 1 members, say
Sig(1), · · · , Sig(t − 1), agree to sign. Sig(1) can
construct (Ut, Vt) for the absent Sig(t): First, Sig(1)
chooses an integer rt ∈ ZZq and computes

Ut = rtP.

Sig(1) computes the hash value

h0 = H2({IDi}ni=1, t,m, IDr, {Uk}nk=1)
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Figure 1: The phase of (t, n)-threshold authentication

and then construces a polynomial f(x) ∈ ZZq[x] of degree
n − t with the constant term h0. In order to obtain Vt,
Sig(1) needs to find a pair of integers (xt, yt) such that

rt ≡ xt − htyt mod q (1)

Qt = ytP. (2)

Thus, Vt := xtPpub.

One of the ways to solve the equation

rt = xt − htyt

in ZZq relies on the following idea: we choose randomly
a pair (x′, y′) and let s = x′ − hty′. Then 1 = s−1x′ −
hts
−1y′, thus rt = s−1x′rt − hts−1rty′. Next, we check

whether Qt = (s−1rty
′)P . If it is not the case, then go

back to the choice of (x′, y′). If G1 is a subgroup of an
elliptic curve over ZZq. To determine an integer y such
that Q = yP is just like to solve the ECDLP (Elliptic
Curve Discrete Logarithm Problem).

Another way to find the solution (xt, yt): assume that
(x, y) is a solution of the equation Ut = xP −htQ∗, where
Q∗ = yP . If Q∗ 6= Qt, we consider the point U∗ :=
xP − htQt. Let aP = U∗ − Ut. Solving the ECDLP is
one of the most frequently studied topics in cryptanalysis.
So far, there is no known attack of polynomial time for
the 160-bit ECDLP [3, 16, 19]. In fact, the difficulty of
the ECDLP depends not only on the bit-length of the
order o(P ) = q but also on the bit-length of the scalar
a. In order to invalidate attacks, the bit-length of the
selected scalar approximates the bit-length of the prime
order q. For this reason, we choose a solution y whose
bit-length is approximately the bit-length of the prime
order q. If the bit-length of the integer of the subtraction
a ≡ yt − y mod q is short enough, then the value of a

can be calculated in polynomial time by using exhaustive
search. If the value of the integer a is found, then the
private key yt = y − ah−1t is solved, where Qt = ytP .
Next question, is it easy to find a pair of solution (x, y)
such that the bit-length of the scalar a is short enough? In
other word, how likely is it to prevent IBDTRA protocol
from such attack? Such questions are still open. The
following attack uses a similar approach.

Theorem 2. If t ≤ n/2, then the IBDTRA protocol is
unable to resist the message modify attack.

Proof. Assume that an eavesdropper intercepts the au-
thenticated message (σ,m) and wants to use the fake mes-
sage m∗ to replace the real message m.

Since H2(· · · ,m, · · · ) 6= H2(· · · ,m∗, · · · ), in order for
the fake message m∗ to pass verification, the eavesdropper
must be able to create a new polynomial g(x) ∈ ZZq[x]
such that the following conditions are satisfied:

1) h∗0 = g(0), where the constant term h∗0 =
H2({IDi}ni=1, t,m

∗, IDr, {Uk}nk=1).

2) deg g(x) = n− t.

3) hk = g(k), k = 1, · · · , t.

Such polynomial g(x) is defined by

g(x) := h∗0 + (h1 − h∗0)xl
t∏

i=1,i6=1

x− i
1− i

+ (h2 − h∗0)
x

2

t∏
i=1,i6=2

x− i
2− i

+ · · ·

+ (ht − h∗0)
x

t

t−1∏
i=1

x− i
t− i

,



International Journal of Network Security, Vol.21, No.2, PP.298-302, Mar. 2019 (DOI: 10.6633/IJNS.201903 21(2).14) 301

where l ≥ 0 is an integer with t+ l = n− t.
Then, for i = t + 1, · · · , n, set h∗i := g(i). To find

x∗i ∈ ZZq satisfying Ui = x∗iP − h∗iQi, the eavesdropper
computes U∗i = xiP − h∗iQi and Ui − U∗i . If Ui − U∗i =
aiP and ai is a small integer, then the integer ai can be
effectively calculated, and also x∗i = ai + xi and V ∗i =
x∗iPpub.

4 Conclusion

The verifier in IBDTRA protocol uses his/her own pri-
vate key and public keys of all legal signers together with
a bilinear pairing to verify an authenticated message, so
he/she can only prove whether a given message is from a
legitimate group. The verifier could not know the list of
signers who have actually participated in the signature.
In this paper we provide a possible way to accomplish
the challenge of sender spoofing and modifying messages:
First, we give a solution (x, y) of Equation (1) and let
U∗ − Ut = aP be an element of the cyclic group < P >;
under the premise that the integer a is small, then the
integer a can be effectively calculated by using exhaus-
tive search, so the true solution (xt, yt) that satisfies both
Equations (1) and (2) is found. Although IBDTRA pro-
tocol is not immediately dangerous, due to increased com-
puting power and ongoing research on ECDLP [16,19,21],
such attacks still seem to pose a threat to it.
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Abstract

The outsourcing process is computationally secure if it is
performed without unveiling to the other external agent
or cloud, either the original data or the actual solution to
the computations. Secure multiparty computation com-
putes a certain function without revealing their private
secret information. In this paper, a new kind of outsourc-
ing computing protocol is proposed which utilizes multi
cloud servers view framework. This paper mainly adopts
the Fully Homomorphic Encryption technique (FHE). In
our proposed protocol, encrypted data by different users is
transformed to cloud. The protocol being non-interactive
between users, gives the comparatively lesser computa-
tional and communication complexity. The analysis of
our proposed protocol is also presented at the end of the
paper.

Keywords: Access Control; Circuit Computation; Cloud
Computing; Privacy; Secret Information Parameters; Se-
cure Outsourcing

1 Introduction

Beside the tremendous advantages of outsourcing, client
faces some challenges by outsourcing the computational
task to cloud [2, 3]. These are security, input-output
privacy and verification of result. Consider a scenario
where some mutually distrusted members are present,
and they want to compute a complex function, which in-
volves their own private inputs [6]. This scenario may
be termed as secure multi-party computation. Suppose,
U1, U2, · · · , Um are m users, and each posses a private
number n1, n2, · · · , nm. Consider function is,

FUNC = f(n1, n2, · · · , nm),

which they want to co-operatively compute, but they
don’t want to expose ni of corresponding Ui to other users

Uj , i 6= j & i, j ∈ (1, 2, · · · ,m). Also they should guaran-
tee that FUNC should not be known by any of the unau-
thorized user. Its observable that the computation and
communication complexities are mostly dependant on the
complex nature of computation function. The scenario is
shown as Figure 1.

Figure 1: General computational outsourcing scenario

Recently, as the development of cloud computing [33],
users’ concerns about data security are the main obstacles
that impedes cloud computing from wide adoption. These
concerns are originated from the fact that sensitive data
resides in public cloud [31], which is maintained and op-
erated by untrusted cloud service provider (CSP) [21,29].
The expectation of users is that the cloud should compute
the function having the inputs as private parameters of
users in the encrypted/transformed form.

Remaining paper organized as - Section 2 provides a
general nomenclature for various secure outsourcing algo-
rithms. Significant state-of-the-art protocols along with
the motivation towards the problem and our contribution
in this paper is summarized. Preliminaries are given in
Section 3. Secure outsourcing using FHE scheme is given
in Section 4. Experimental analysis are presented in Sec-
tion 5. Section 6 presents our proposed scheme along
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with correctness, security analysis and our experimental
simulation results. Section 7 concludes the paper.

2 Secure Outsourcing Algorithms
Classification

Increasing no. of smart equipments and their growing
need to execute computationally large task resulting the
outsourcing of any scientific computation to the cloud
server an encouraging solution. The general nomencla-
ture is represented as Figure 2.

Figure 2: Secure outsourcing algorithms nomenclature

2.1 Related Work

While outsourcing the private data functions to the cloud,
there exist many problems and challenges. In past years,
much research have been carried out to come up with
various solutions for secure computational outsourcing.
One solution was proposed by Gentry [16], in 2009 where
a joint public key is used to encrypt their private input
data and accordingly the notion was termed as Homo-
morphic encryption, which successively used in the secure
outsourcing of practical complex problems. In the work
by [1], authors have given a scheme where for encryption
purpose, users’ public keys are utilized, and cloud will
be able to compute the function having their private in-
puts. A more secure outsourcing was given by Halevi et
al. [18] in 2011, that was a non-interactive method for
secure outsourcing [8]. [23] given a new fully homomor-
phic scheme, multikey FHE, which applied bootstrapping
concept for secure outsourcing of computations. ABE, in-
troduced as fuzzy identity-based encryption in [25], was
firstly dealt with by Goyal et al. [15]. Two distinct and
interrelated notions of ABE were determined in [15]. Ac-
cordingly, several constructions supporting for any kinds
of access structures were provided [13,24] for practical ap-
plications [19, 32]. Atallah et al. [2] offered an structure
for secure outsourcing of scientific computations e.g. mul-
tiplication of matrices. Although, the solution used the
disguise technique and thus leaded to leakage of private
information. Atallah and Li [3] given an efficient proto-
col to outsource sequence comparison with two servers in
secure manner. Furthermore, Benjamin and Atallah [6]
addressed the problem of secure outsourcing for widely

applicable linear algebraic computations. Atallah and
Frikken [4] further studied this problem and gave im-
proved protocols based on the so-called weak secret hiding
assumption. Recently, Wang et al. [28] presented efficient
mechanisms for secure outsourcing of linear programming
computation.
In [17], a novel paradigm for outsourcing the decryption
of ABE is given. Compared with our work, the two lack
of the consideration on the eliminating the overhead com-
putation at attribute authority. In 2014, V.Sudarshan et
al. [27] proposed an Attribute-Based Encryption mecha-
nism, applied for cloud security. Recently Lai et al. [20]
given a construction with verifiable decryption, which
achieves both security and verifiability without random
oracles. Their task supplements a redundancy with ci-
phertext and uses this redundancy for correctness check-
ing. A.K.Chattopadhyay et al. [12] proposed the scheme
which uses simple Boolean based encryption and decryp-
tion of the data files, which is low in computational cost.
Yongjian L. et al. [22] given the ABE based construction
of scheme where some invalid ciphertexts checking is per-
formed in the decryption algorithm. Kai F. et al. [14] de-
signed an efficient user and attribute revocation method.
Along with this, analysis and simulation results for their
scheme showed that it is both secure and highly efficient.
Z. Cao et al. [11] remarked that Yu et al.’s scheme [30]
has two inherent weaknesses:

1) It does not truly mitigate the client’s computational
burden for key updates.

2) It does not ensure confidentiality since the files up-
loaded to the cloud by the client are eventually not
encrypted at all.

2.2 Motivation and Contribution

In the scenario of outsourcing private inputs or computa-
tional function to cloud, There exist hurdles in following
two aspects - One is in the users’ or customers point of
view, where they want to ensure the privacy of its in-
put parameters and results. Another is to cloud servers
point of view, where cloud entity is worried about fea-
sibleness of encrypted/transformed inputs and operating
on them. In computational outsourcing, users are not
participating in the computational function, rather than
they outsource the private problem along with param-
eters to the cloud, but users and cloud servers are not
mutually trusted entities. Thus, users would not like to
submit their private problem data inputs to the cloud.
Thus, encrypting/transforming the private data prior to
submission to cloud is a usual solution.
Our contribution in this paper is as -

• We have proposed protocol for secure and an efficient
computational outsourcing to cloud. The protocol is
completely non-interactive between users.

• We have performed the computational security anal-
ysis for our proposed system.
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3 Preliminaries

This section discusses some of the significant preliminaries
required for secure computational outsourcing.

3.1 Lattice-Based Encryption

As we know that the computational complexity as well
as the input parameters’ privacy is mostly dependant on
the encryption procedure adopted by user. Lattice-Based
Encryption [9,10] is considered as secure against quantum
computer attacks and much efficient as well as potent than
RSA and Elliptic curve cryptosystems.
Lattice based cryptosystem, whose security is based on
core lattice theory problems, was introduced by Miklos
Ajtai, in 1996. In the same year, first lattice based pub-
lic key encryption scheme (NTRU) was proposed. Later,
much work and improvement [16] was carried out to-
wards this direction involving some additional crypto-
graphic primitives LWE (learning with errors).

3.2 Computational Verifiability

Various different solutions exist for secure computational
outsourcing. Homomorphic encryption (HE) can be as-
sumed as a better solution to secure outsourcing of sci-
entific computations, but it is useful when the returned
result can be trusted.

Lemma 1. It is infeasible to factorizing the N in polyno-
mial time if integer factorization in large scale in infeasi-
ble.

Proof. Assume x is an adversary who is able to factorize a
number N into primes p and q of probable same bit length
in polynomial time. Suppose this operations probability
as p′. Each factor facti of a number N will at least posses
two prime factors. So the probability p′′r that the attacker
can factorize it is almost lesser than p′. Thus the resultant
probability that attacker can factorize N is

∏m
i=1 p

′′
r ≤

(p′)m. Now if p′ is negligible, the resultant probability is
also negligible.

Definition 1. A matrix M ∈ Rn,n can be called as or-
thogonal if it is satisfying one of the equivalent conditions

1) M.MT = MT .M = In;

2) M is invertible and M−1 = MT .

4 Secure Outsourcing Using FHE

This section summarizes Sudarshan et al. scheme [26] for
secure outsourcing of large matrix multiplication compu-
tations on cloud. First, the key space is being generated at
client side, which will be utilized in further steps. Here, we
have considered the scientific computation as ’large ma-
trix multiplication’, which the client needs to outsource to
cloud server. Here the assumption taken is that the third

party or cloud server is untrusted. Client needs to per-
form problem transformation step for secure outsourcing.
Further, the computation inside cloud is performed. Af-
ter getting the computed result, client will retransform it
and get the original result for matrix multiplication prob-
lem. The complete description and steps involved in this
scheme are summarized as below:

Algorithm 1 Secure Outsourcing using FHE

1: Begin
2: Generate secret key pair: {H,Y }

where, H: is a Hadamard matrix [34] and
Y : is a diagonal matrix selected randomly.

3: Consider, M1 and M2 are two large matrices, for
which the multiplication needs to be computed, thus
client will outsource this computation problem to
cloud side.

4: Client computes,

M ′1 = H ×M1 × Y
M ′2 = Y −1 ×M2

5: Client sends M ′1 and M ′2 to cloud server.
6: Result′ ←M ′1 ×M ′2
7: The cloud server sends back the computed result to

client side.
8: After getting the computed result, client will retrans-

form it and get the original result for MM problem.
The procedure is given as below Algorithm

9: Result← H−1 ×Result′
10: End

5 Experimental Analysis

This section presents our experimental analysis.

5.1 System Specifications

Our system specifications are as below:

• Software specifications
OS Ubuntu 16.04 LTS, 64 bit; Python version
’Python 3.6.0’.

• Hardware specifications
RAM size 4 GB;
Processor Intel core i3 4030U CPU @1.90GHz × 4.

5.2 Our Results

We performed the experiments on varying sized secret key
pair, arbitrary large sized matrices M1 and M2 as input.
Problem parameters transformation/encryption, decryp-
tion and entire average execution time for executing the
protocol is analysed. The graph for encryption phase for
various sized input parameters is Figure 1.

The graph for decryption phase for various sized input
parameters is in Figure 2.
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Figure 1: The performance for encryption phase

Figure 2: The performance for decryption phase

The graph for overall algorithm execution for various
sized input parameters is in Figure 3.

Figure 3: The performance for overall algorithm

In above Performance graphs 1-3, the encryption, de-
cryption and overall execution time (in seconds) for vary-
ing experimental instances of secret key matrix pair size
dimensions is shown. The end results of execution perfor-
mance for varying key sizes is presented as Table 1.

Table 1: Execution performance

6 Proposed Scheme

In this section, we have proposed an efficient secure com-
putational outsourcing mechanism applicable for multi-
users. The system model and proposed mechanism steps
are given in subsections below.

6.1 System Model

The proposed system model is represented as in Figure 4.

Notations used are given in Table 2.
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Table 2: Notations used in proposed system

CS1: First cloud server
CS2: Second cloud server
ci: Ciphertexts (encrypted data of each customer/user Ui)
n: No. of users
αi: Private input corresponding to Ui
ψ: Probability density function
q: Prime order

RANDi: Random number for ith user
CFUN : Function circuit

R: Ring structure space
β: Final computed result

Figure 4: Proposed model

6.2 Protocol Steps

The proposed secure computational outsourcing protocol
executes in the below phases

Algorithm 2 Key Gen() and Set up

1: Begin
2: Perform sampling for ring element space vector ai ←
RNq , ∀ i = (1, 2, · · · , n); Ring element SKi ← ψ;

αi ← ψN (ψ represents: probability density function),
where

ψ =
∫ x
−∞ P (ξ)dξ

3: Key pairs of Ui: Public key (ai.SKi + 2αi) ∈ RNq ;
Private key SKi.

4: CS1 has its private no. asKCS1 & CS2 has its private
no. as KCS2.

5: Ui shares a random no. RANDi with CS1.
6: Each user Ui initiates protocol and sends
RANDi.SKi to CS2.

7: CS2 reckons KCS2.RANDi.SKi and sends back to
CS1.

8: CS1 can get KCS2.SKi by extracting RANDi.
9: End

∀i ∈ (1, 2, · · · , n), Ui uses Lattice based encryption

method to encrypt its own problem input αi. The sub-
steps involved in this are as Algorithm-3.

Algorithm 3 Lattice based Encryption

1: Begin
2: First Ui perform sampling as: ei ← ψN . where,
ψ is: probability density function(PDF), defined as

ψ =
∫ x
−∞ P (ξ)dξ

3: Next, each user Ui computes

ci0 ← < ui, ei > + αi ∈ Rq
ci1 ← < ai, ei > ∈ Rq

4: Further, it gives output as ciphertext,

ci = (ci0, c
i
1) ∈ RNq ; (N = 2)

5: End

CS1 stores all ciphertexts coming from user Ui(1 ≤ i ≤
n), then further steps are given in Algorithm-4.

Production of the result by cloud servers will follow as
steps of Algorithm-5.

6.3 Analysis of Proposed Scheme

Here, we have presented the correctness and security anal-
ysis of our proposed scheme.

• Correctness analysis:
The correctness analysis of given scheme is as follows.

Theorem 1. Due to Homomorphic properties of the
transformed ciphertexts, the given scheme is correct.

Let, P and Q are rings a function f : P → Q will be
ring homomorphism if ∀x1, x2 ∈ P .

– f(x1 + x2) = f(x1) + f(x2);

– f(x1 ∗ x2) = f(x1) ∗ f(x2).

• Security analysis:
The security analysis of proposed scheme can be anal-
ysed as below.

Theorem 2. As long as Lattice based encryption is
secure and cloud servers CS1 and CS2 are noncol-
luding, the given protocol is secure enough.
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Algorithm 4 Circuit Computation on Outsourcing

1: Begin
2: First, CS1 transforms the ciphertexts as ci → cTR1

i

where, cTR1
i = (c

iTR1
0 , c

iTR1
1 ) =

(KCS1.c
i
0,KCS1.(KCS2.SKi).c

i
1).

3: CS1 sends above cTR1
i to CS2.

4: After receiving cTR1
i , CS2 again transforms cTR1

i into

cTR2
i = (KCS2.KCS1.c

i
0,KCS1.(KCS2.SKi).c

i
1)

take, K = KCS1.KCS2

then, cTR2
i = (c

iTR2
0 , c

iTR2
1 ) = (K.ci0,K.SKi.c

i
1)

5: CS2 then reckons the ciphertext of result by trans-
formed ciphertext of every user’s private i/p.

6: Additive oprn. for each add. gate

⇒ cTR2
i

⊕
cTR2
j

⇒ (c
iTR2
1 − ciTR2

0 )
⊕

(c
jTR2
1 − cjTR2

0 )

⇒ (K.SKi.c
i
1 −K.ci0)

⊕
(K.SKj .c

j
1 −K.c

j
0)

⇒ (K.(SKi.c
i
1 − ci0)

⊕
K.(SKj .c

j
1 − c

j
0))

⇒ K.[(SKi.c
i
1 − ci0)

⊕
(SKj .c

j
1 − c

j
0)]

⇒ K.[αi + αj ]
7: Multiplicative oprn. for every mul. gate -

⇒ cTR2
i

⊗
cTR2
j

⇒ (c
iTR2
1 − ciTR2

0 )
⊗

(c
jTR2
1 − cjTR2

0 )

⇒ (K.SKi.c
i
1 −K.ci0)

⊗
(K.SKj .c

j
1 −K.c

j
0)

⇒ (K.(SKi.c
i
1 − ci0)

⊗
K.(SKj .c

j
1 − c

j
0))

⇒ K2.[(SKi.c
i
1 − ci0)

⊗
(SKj .c

j
1 − c

j
0)]

⇒ K2.[αi × αj ]
8: End

Algorithm 5 Production of Result

1: Begin
2: When CS2 performed gate by gate computation on

circuit CFUN , it gets some intermediate meta result,
which is encrypted by KCS1 and KCS2 of the cloud
servers CS1 and CS2.
If β = FUN(α1, α2, · · · , αn) and let’s θ is the no. of
multiplicative gates of CFUN .
then, β′ = Kθ+1.β = (Kθ+1

CS1.K
θ+1
CS2).β

3: To provide results for each user, and ensure that only
authorized user set must get final result [Assume, UA,
A ∈ (1, 2, 3, · · · , n) is authorized user set to access
result ], CS2 first sends β′ to CS1.

4: CS1 removes Kθ+1
CS1 and ties RANDA to compute β′A

= RANDA.K
θ+1
CS2.β

5: Then CS1 sends β′A to CS2.
6: CS2 finally removes Kθ+1

CS2 and gets βA = RANDA.β
7: Further CS2 sends it to authorized users set UA, A ∈

(1, 2, 3, · · · , n).
8: End

In proposed protocol, each user Ui encrypts its pri-
vate input αi with the help of its own public key,
which is being produced by triggering lattice based
encryption scheme. Further, Ui sends RANDi.SKi

to CS2. Then, CS2 reckons KCS2.RANDi.SKi and

Algorithm 6 Secure Results Reconstruction at Users’
side
1: Begin
2: For each UA, A ∈ (1, 2, 3, · · · , n), it successfully gets

the final result β by deposing RANDA.
3: End

sends back to CS1. Here, U ′is private key is SKi,
which is protected by RANDi. In the entire process,
the user’s private keys are not being revealed.

After transfering computed results, cloud ensures in
the protocol that only authorized user set must get
final result; (Assume, UA, A ∈ (1, 2, 3, · · · , n) is au-
thorized user set to access result.)

6.4 Experimental Simulation Results

This section presents the simulation results on virtual
cloud server. We used Microsoft Azure cloud server along
with Android Studio 3.0.1 software platform SDK to per-
form simulation on client-cloud outsourcing model. JDK
9.0.1 is used for backend interface development. The ma-
chine used for simulation has specifications as OS: Win-
dows 10 ; RAM size: 16 GB ; NVIDIA GeForce GTX 1080
GPU with octa core i7 CPU.

The experimental simulation results obtained are given
in Table 3.

In Table 3, we tested our scheme through various
client’s private data size and key size parameters etc. The
client’s private data can be in any form like integer, im-
age, text, pdf file, video file etc. We obtained the time
taken for encrypt private data, the time taken for up-
load operation on Azure cloud server and time taken to
download and decrypt data on client side. Inside cloud
scientific computational operations are being performed
on transformed parameters. The overall representation is
given in Figure 5.

6.5 Comparative Analysis

This section presents the comparison of our scheme with
existing schemes on several factors/parameters. The rep-
resentation is given in Table 4.

7 Conclusion and Future Work

When users have to compute some complex function,
which involves their private inputs then to perform out-
sourcing is the possible scenario from user side. There
exist hurdles in following two aspects: One is in the users’
or customers point of view, where they want to ensure the
privacy of its input parameters and results. Another is to
cloud servers point of view, where cloud entity is worried
about feasibleness of encrypted/transformed inputs and
operating on them.
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Table 3: Experimental simulation

Client data size Key size T.T.Encry() T.T.Upload−on−Cloud−Server T.T.Download−res−and−Decry()
500 kB 16 bits 2 sec. 2 sec. 2.4 sec.
1 mB 32 bits 2.6 sec. 2.4 sec. 2.8 sec.
2 mB 32 bits 3 sec. 3.2 sec. 3.2 sec.
50 mB 64 bits 6 sec. 6.4 sec. 5.8 sec.
100 mB 64 bits 9.4 sec. 8.8 sec. 9 sec.
500 mB 128 bits 19 sec. 19.2 sec. 19 sec.
1 GB 128 bits 32.2 sec. 32 sec. 32.4 sec.

Figure 5: The overall performance

Table 4: Comparison with related work
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In this paper, we have constructed a scheme for secure
outsourcing based on multi cloud servers. The computa-
tional complexity and security analysis is also given for
our proposed system. Finding an efficient, practical and
computationally secure outsourcing solution for various
specific scientific problems will be our further research
work.
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Abstract

Mobile technology is proving to offer unprecedented ad-
vantage to health professionals by providing a more effi-
cient transmission and access to health services. How-
ever, mobile devices are resource-constrained. This is
setback whenever storage and computation are required
on ehealth big data. To mitigate this drawback, mo-
bile computing is integrated with scalable cloud com-
puting. While this is an advantage on mobile user’s
side by enlarging the limited resources of the device, it
also gives rise to security and privacy concerns. In or-
der to overcome these challenges associated with security
and privacy, the data owner (hospital) encrypts data us-
ing Attribute Based Encryption (ABE) primitive due to
the fine-grained access control advantage it offers then
sends ciphertext to the cloud. To realize fast data ac-
cess, the resource-constrained device securely outsources
heavy computations to resource abundant cloud server
on its behalf with the guarantee that the server cannot
learn anything about plaintext. In this paper, a survey
of ABE with outsourced decryption of the existing works
that is applicable to resource-constrained device for ac-
cessing eHealth big data is provided.

Keywords: ABE; Big Data; Cloud Computing; eHealth;
Mobile; Outsource; Resource-Constrained

1 Introduction

Advances in technology have led to the generation of va-
riety of massive data from diverse sources. Consequently,
traditional techniques of storage and sharing is difficult to

implement. This is because the data is enormous, com-
plex and some in unstructured format. Cloud computing
is used to fill this gap. This is due to the scalability ad-
vantage it has over its traditional storage counterpart.
Therefore, this means a third party will be the custo-
dian of the data, for example a hospital can outsource its
eHealth big data to the cloud to be shared with the users
like government, insurance companies, patients, doctors
and other hospitals. Data access control is an effective
way to protect and preserve the privacy of eHealth big
data and achieve confidentiality. In this case the owner of
the data for instance has to encrypt the data using public
key encryption (PKE), outsources it to the cloud and the
intended receiver with valid decryption key correspond-
ing to the encryption key recovers the data. But there is
a limitation when encrypted data is to be decrypted by
many categories of users especially in eHealth big data
setting.

Identity Based Encryption (IBE) [54] scheme which re-
gards identities as string of characters was proposed as
an alternative to PKE to simplify certificate management
process, hence decrease communication overhead. Draw-
back to this scheme is that when the volume of data is
large and complex for example in the case of healthcare
big data, the computation cost is high and also time con-
suming [42]. In the year 2005, another new kind of IBE
known as Fuzzy Identity-Based Encryption (FIBE) was
proposed by Sahai and Waters [53]. In FIBE, identities
is regarded as set of descriptive attributes where a user
that has a private key for a given set of attributes can re-
cover the message. This was Attribute-Based Encryption
(ABE) at its cradle stage. Attribute-Based Encryption
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one of the public-key encryption flavors, proves to be ap-
plicable in securely accessing eHealth big data. It has
emerged to be a promising access control primitive for
cloud computing in the recent years. To access data in
cloud [60], the data owner has to provide expressive fine-
grained access control on how data is to be exchanged
with the users.

In ABE scheme, the receiver’s private key can decrypt
a certain ciphertext only if the associated attributes and
access policy correlate. There are two kinds of ABE
schemes: Key-Policy ABE (KP-ABE) [4, 21, 31, 47] and
Ciphertext-Policy ABE (CP-ABE) [6,20,62]. In KP-ABE
scheme, ciphetexts are labeled with sets of attributes and
access policies of this attributes are associated with end
user’s private keys. While in CP-ABE scheme, every ci-
phertext is associated with an access policy, and every end
user’s private key is associated with a set of attributes.
CP-ABE is regarded as the suitable technology for data
access control in cloud storage system because the the
data owners defines the access policy [33]. ABE is one of
the powerful and most important technology for realizing
fine-grained access control of data in the cloud. However,
in the majority of ABE schemes, the major drawback is
the inefficiency as the size of ciphertext and decryption
overhead grows with the complexity of the access pol-
icy. This is a setback to users using resource-constrained
devices. To overcome this problem and therefore accom-
modate these devices, secured partial decryption should
be carried out by the cloud.

1.1 Motivation

The emergence of smartphones and social media have fur-
ther extended the usage of mobile devices that people
carry these devices everywhere they go. Users e.g. pa-
tients can communicate with the physicians and obtain
the information they require anywhere anytime without
being in hospital physically. This not only saves time but
also serves well during emergencies. While this is an ad-
vantage, the device lack in abundant resources. Big data
is voluminous and therefore cannot be accommodated by
mobile device which calls for assistance from untrusted or
semi trusted unlimited resource cloud server platform for
efficient storage and processing of the data. This poses
security and privacy challenges as the data is stored by a
third party which is outside the data owner’s view.

To protect the data from leakage, the owner has to
encrypt and define expressively how the data is to be ac-
cessed and shared by various users before he offloads to
the cloud. When the mobile user with the required cre-
dentials wants to recover the message from the cloud, he
has to borrow power from the cloud server to perform
computational-intensive tasks on his behalf without the
server jeopardizing the privacy of data. The overhead on
end user’s side is reduced significantly [22, 41]. In this
paper, extensive review of secure ABE technologies with
outsourced decryption suitable for resource-constrained
devices to preserve the privacy of eHealth big data in

cloud is provided. We will first discuss the characteristics
that forms eHealth big data, then define eHealth and secu-
rity issues, finally we will give comprehensive outsourced
decryption technologies, proposed future work and con-
clusion. This work can serve as a guide to the beginners
in understanding the fundamental issues in security and
performance of ABE primitive with outsourced decryp-
tion.

2 eHealth

eHealth paradigm envisages the transfer of health re-
sources and health care by electronic means. It includes
information and data sharing between patients and health
service providers, hospitals, health professionals and
health information networks, electronic health records,
telemedicine services, portable patient-monitoring devices
and operating room scheduling softwares [50]. eHealth
an implementation of information communication tech-
nology is currently one of the major sectors where big
data explosion is experienced [38].

2.1 eHealth Big Data

Big Data is defined using 5V’s: Volume, Velocity, Vari-
ety, Value and Veracity. This data originates from dif-
ferent multiple sources such as networked sensors, mobile
devices, web logs, call centers, smartphones and social
media sites such as facebook. A forecast by IDC Digi-
tal Universe for 2012-2020 reveals that digital data will
swell by almost half, that is from 0.8 zettabytes to 40
zettabytes [24]. According to [26], it anticipates that by
the year 2020 80% of the US healthcare service providers
will have implemented Electronic Health Record (EHR)
systems, 80% of the general population will have adopted
Personal Health Record (PHR) systems, while 80% of
PHR and EHR systems will be connected using Health
Information Exchange (HIE) systems hence voluminous
amount of the data will be generated. Health big data
according to [37] stem from pre-hospital, in-hospital and
post-hospital.

The healthcare system data volume in USA hit 150
exabytes in 2011 [1] and its projected to increase more
and the drift is due to real-imaging, wearable computing
devices etc. Genomic-driven study, probe-driven treat-
ment and health management are the two major sources
that generates massive amount of ehealth big data. Due
to huge volume of healthcare big data (terabytes to
petabytes) and its complexity, it becomes hard to store
them in traditional storage. An effective alternative is to
store them in cloud owing to the elastic scalability and
computation advantage provided by cloud. This means a
third party will be the custodian of the data. According
to Arora et al. [2], since the cloud servers and data owners
are not within the same trusted domain, then the biggest
concern when big data is stored in third party is security
and privacy as cloud storage is untrusted or semi-trusted.
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2.2 Big Data Characteristics in eHealth

According to Gartner [17], big data is high-volume, high-
velocity and high-variety information assets demanding
cost effective, innovative forms of information processing
to enhance insight and decision making. IBM added the
fourth “V“ (veracity), while Oracle added the fifth “V“
(value).

1) Volume: Refers to massive amount of data generated
from different sources in healthcare industry [46].
For example the ehealth big data can be generated
by medical sensors, doctors, other hospitals, insur-
ance companies, government etc. Utilizing Electronic
Health Records (EHR) and its significant growth of
the correlated healthcare related data generate in-
creasing volume of health information. In 2012, the
digital healthcare data in the entire universe was es-
timated to be equivalent to 500 Petabytes and its
projected to attain 25,000 Petabytes by 2020 [28].

2) Velocity : Velocity is needed by healthcare providers
and consumers for timely and proper decision mak-
ing. It refers to the rate at which ehealth big data is
generated, stored, analyzed and apportioned to dif-
ferent healthcare providers and consumers. The sys-
tem should be efficient and secure as patient’s data
is critical.

3) Variety : It refers to different forms of ehealth big
data. This can be in structured form e.g. EHR
which can be easily stored by machine, unstructured,
or semi-strucured can be inform of prescription, doc-
tor’s notes, images, x-ray etc.

4) Value: Refers to extracting meaningful data from
eHealth big data. This takes place during process-
ing of healthcare data. Extracting desired data can
be used for example in research to curb the future
outbreak of diseases.

5) Veracity : Refers to ehealth data with different qual-
ity, relevance and meaning. Since we have different
forms of eHealth big data it follows that we will also
have different quality of data. The quality of data has
direct implication on the life of the patient. For that
matter, eHealth big data quality should be reliable.

2.3 Sources of Big Data in eHealth

According to Iroju et al. [46] healthcare data is gen-
erated from:

• Biometric Generated Data: Biometric data is
the record of data that uniquely identifies peo-
ple. It originates from individuals‘ bodily char-
acteristics such as facial scans, genetics, retinal
scans, heart rate, blood pressure.

Figure 1: Sources of eHealth big data

• Transactional Generated Data:These include
data emanating from healthcare individual
claims and billing records. Examples include
charges levied records on patients. They can be
in semi structured or structured format.

• Publication Generated Data: Refers to data
from health researches, medical science refer-
ence materials and government proposals data.
Health research include exploratory research,
descriptive research, explanatory research, and
emancipatory research.

• Machine Generated Data: Refers to data that
are generated by machines used in the health-
care system. Examples include data coming
from remote sensors, wearable devices, x-ray
machines, ECG machine, anesthesia machines
etc.

• Human Generated Data: Refers to data pro-
duced by human beings in the healthcare sys-
tem. It comprises unstructured and semi struc-
tured clinical data such as case prescription
notes, hospital admission records, laboratory re-
sults, discharge summaries and electronic mails.
Digitization of health records such as the use of
structured Electronic Health Record (EHR) has
also resulted to voluminous data.

• Epidemological Generated Data: These data in-
clude vital statistical data, causes of diseases,
impacts, identify disease risk factors, health sur-
veys and targets for preventive healthcare, pat-
terns such as disease distribution in population
and probe these disease causes.

• Behavioural Generated Data: Refers to data
generated from social intercourses and commu-
nication tools such as websites and social media
sites such as Twitter, Facebook and WhatsApp.

Figure 1 provides a summary of the sources of eHealth
big data.
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2.4 Information Security and Privacy for
eHealth Big Data

2.4.1 eHealth Privacy

Safeguarding personal health information from disclosure,
loss, unauthorized access, modification or used without
patient’s consent [49]. eHealth systems should be build
with privacy as a priority [42]. Normally privacy is judged
from the harm it causes if an individual information goes
public [43]. eHealth data that demands privacy is divided
into:

1) Highly risk data: Data that can cause harm to an
individual.

2) Restricted data: Data covered by state or federal leg-
islation.

3) Confidential Data: Example is patient’s ID.

2.4.2 Confidentiality

Confidentiality makes certain that healthcare information
provided to healthcare professions cannot leak to the third
party without owner’s consent. Confidentiality seeks ”non
inteference of information and protective actions of infor-
mation such as security measures” [13].

2.4.3 Integrity

This ensures that the data/information remains un-
changed. Data should only be modified by those who
are authorized to do so [48]. Loss of data, data breach
and the correctness of the data are the concerns as far as
integrity of data is concerned when data is outsourced to
the cloud.

2.4.4 Availability

The presence of eHealth information to authorized users
when it’s needed [45]. This permits health professionals
to obtain accurate and timely health information that will
add value to the patient treatment [48].

2.4.5 Authentication

Sources of eHealth data needs to be determined before
its used to confirm its true originality [14]. The moment
authentication process is established, it should be clearly
stated what data is permitted to be accessed and the re-
quirements for one to access them.

2.5 Access Structures [5]

These are set of qualified families that can construct a
secret. Let A be the universe of attributes. A collection
P ⊆ 2A\ {∅} is monotone if ∀B,C: if B ∈ P and B ⊆
C,then C ∈ P. An access structure is a collection P of
non-empty subsets P ⊆ 2A\ {∅}. The sets in P are called
authorized sets, and the sets not in P are unauthorized
sets.

Figure 2: Secure eHealth big data access for resource-
constrained devices in cloud computing

Resource-constrained device user Server

INPUT:(PK, SKχ)

OUTPUT:(TKχ, RKχ)

Transmit TKχ

-

Transformation of ciphertext CT

INPUT:(PK, TKχ, CT )

OUTPUT:CT ′

Returns CT ′.

�

Takes (PK,RKχ, CT, CT ′)

Retrieves message m

Figure 3: Outsourced decryption primitive

2.6 Bilinear Maps

Let G,Gτ be two multiplicative cyclic groups of prime
order p. Let g, g1 be G generators and e be a bilinear
map; e: G × G → GT . Bilinear map e has the following
properties:

1) Bilinearity : ∀g, g1 ∈ G and a, b ∈ Z∗p we have

e(ga, gb1) = e(g, g1)ab = e(gb, ga1 ).

2) Non− degeneracy : e(g, g1) 6= 1.

3) Computability: There is an efficient algorithm to
compute e(g, g1).

2.7 Complexity Assumptions

The Decisional Bilinear Diffie-Hellman (DBDH) assump-
tion: Let x, y, z, c ∈ Zp be randomly chosen and g ∈ G
be a generator. The DBDH assumption [53] holds in G
if no probabilistic polynomial-time algorithm can distin-
guish the tuples (g, gx, gy, gz, e(g, g)xyz) from the tuple
(g, gx, gy, gz, gc) with non-negligible advantage.
Discrete Logarithm (DL) Assumption: Let (p,G1,Gτ , e)
be a prime order bilinear group system. Given
(p,G1,Gτ , e, g, gx), where g ∈ G and x ∈ Z∗p are uni-
formly chosen randomly, the Discrete Logarithm problem
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is to compute x. The Discrete Logarithm assumption [14]
in the prime order bilinear group system (p,G1,Gτ , e) is
that no probabilistic polynomial-time (PPT) algorithm A
can solve the DL problem with non-negligible advantage.
The advantage of A is defined as

Pr[A(p,G1,Gτ , e, g, gx) = x],

where probability space is over g, x chosen randomly and
random bits consumed by A.

Decisional Bilinear Diffie-Hellman Exponent (DB-
DHE) assumption: Let α, t be randomly chosen and
g ∈ G be a generator. The decisional q-DBDHE assump-
tion [8] is that no probabilistic polynomial-time algorithm

AD can distinguish the tuple e(g, g)α
q+1 ∈ Gτ from a ran-

dom element C ∈ Gτ with more than a non-negligible
advantage provided ε=(g, gq, gq+2,...,g2q, g

t), where gI is

denoting gα
I

. Advantage of algorithm BD solving deci-
sional q-BDHE is:

|Pr[BD(ε, V = e(g, g)α
q+1

) = 0]− Pr[BD(ε, V = C) = 0]|
≥∈ .

Decisional modifed Bilinear Diffie-Hellman (MBDH) as-
sumption: Suppose a challenger BD randomly se-
lects α, β, γ, z ∈ Zp. Decisional modified bilin-
ear Diffie-Hellman (MBDH) [65] is that no probabilistic
polynomial-time algorithm AD can distinguish the tuple
(g, gα, gβ , gγ , (g, g)αβ/γ) from (g, gα, gβ , gγ , (g, g)z) with
non-negligible advantage.

2.8 Formal Structure for Generic ABE

The intuition to this basic ABE is that the intended user
also referred to as legitimate user with the given set of
attributes specified in the access policy at the time of
encryption can access the data.

An ABE consists of four basic algorithms [53] as fol-
lows:

• Setup: This is a probabilistic algorithm, executed by
trusted attribute authority. Takes as input security
parameter γ and outputs a pair (PK,MSK). Where
PK is public parameter while MSK is master secret
key.

(PK,MSK)← Setup(1γ).

• KeyGen: This algorithm is executed by trusted at-
tribute authority to produce secret/private key. The
input to the key generation algorithm is a set of at-
tributes χ, master secret key MSK and public key
PK. It yields private/decryption key SKχ.

SKχ ← KeyGen(χ,MSK,PK).

• Encrypt : This is a probabilistic algorithm, executed
by data owner (sender). Takes as input the message
m to be encrypted, the set of attributes χ and public
key PK. It yields as output ciphertext CT.

CT ← Encrypt(PK,χ,m).

• Decrypt : This algorithm is deterministic and its is
executed by the intended user/decryptor. Takes as
input ciphertext CT, public key PK, and private key
SK satisfied by the set of attributes. It returns as an
output a message m.

m← Decrypt(PK,SKχ, CT ).

Correctness.

m← Decrypt(Encrypt(PK,χ,m), PK, SKχ).

3 ABE with Outsourced Decryp-
tion for eHealth Big Data

3.1 Formal Structure for ABE with Out-
sourced Decryption

The intuition of the ABE with outsourced decryption
primitive is that an authorized mobile user that possesses
a given set of attributes satisfying the access structure
can securely access the data. The hospital encrypts the
data and specifies the access policy then sends it to the
cloud. When a mobile device user having required set of
attributes wants to access the data it will first sends a
transformation key to the proxy to perform heavy com-
putation overhead such as compute pairings on his/her
behalf. Transformed ciphertext will then be sent to the
end user. Limited-resource device user will perform final
decryption. Using this primitive improves performance of
resource-constrained device. The complete system is as
shown in Figure 2.

Attribute Based Encryption with outsourcing decryp-
tion for eHealth big data system has the following five
entities:

1) Trusted Attribute Authority : This is the only trusted
entity. It generates public and private keys and
parameters for Attribute Based Encryption scheme.
Public key is used for encryption of data and pri-
vate key is used for decryption to recover the origi-
nal message. Resource-constrained device users also
receive from trusted attribute authorities their at-
tributes that corresponds to decryption keys.

2) Hospital : It’s is the owner of the data. Prior to out-
sourcing the data to the cloud, it defines how data
is to be accessed by authorized users then encrypt it
under given access policy.

3) eHealth cloud : It is semi-trusted or untrusted en-
tity. it has unlimited resources and therefore pro-
vides storage facilities, high computation power and
access for eHealth big data.

4) Proxy : It interacts with resource-constrained device
users. It transforms efficiently using blinding key
the encrypted data into a simple ciphertext without
learning the plaintext of the data.
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5) Resource-constrained device users: Authorized enti-
ties possessing a set of attributes that satisfies the
access policy of the encrypted data can decrypt and
recover the message. They receive decryption keys
that corresponds to their attributes from Trusted At-
tribute Authorities. In our setting users can be gov-
ernment, medical research organizations, insurance
companies, other hospitals etc.

An ABE with outsourced decryption has the following
basic algorithms [22,36]:

• Setup: This is a randomized algorithm, executed
by trusted attribute authority. Takes security pa-
rameter η as input and produces as output a pair
(PK,MSK). Where PK is public parameter while
MSK is master secret key.

(PK,MSK)← Setup(1η).

• KeyGen: This is randomized algorithm executed
by trusted attribute authority to yield private key.
The input to the key generation algorithm is a
set of attributes χ, master secret key MSK and
public parameter PK. It produces as output pri-
vate/decryption key SKχ.

SKχ ← KeyGen(χ,MSK,PK).

• Encrypt : This is a probabilistic algorithm, executed
by the owner of the data (sender). Takes a message
m to be encrypted, the set of attributes χ and public
key PK as inputs. It yields as ciphertext CT output.

CT ← Encrypt(PK,χ,m).

• Decrypt : This algorithm is deterministic and its is
executed by the intended data user/decryptor. Takes
ciphertext CT, public key PK, and private key SK
satisfied by the set of attributes as inputs. Returns
as output message m.

m← Decrypt(PK,SKχ, CT ).

• Transformout: This algorithm is executed by
resource-constraint user as shown in figure 3. It takes
transformation key TKχ and ciphertext CT as input.
It returns CT ′.

CT ′ ← Transformout(TKχ, CT ).

• Decryptout: The algorithm is executed by intended
resource-constrained device user. It takes retrieving
key RKχ and transformed ciphertext CT′ as input.
Returns message m.

m← Decryptout(RKχ, CT
′).

Correctness.

1) Decrypt(PK,SKχ,Encrypt(PK,m,A)) = m

2) Decryptout(PK,RKχ,Transformout(Encrypt
(PK,M,A),PK,TKχ))=m

3.2 Adversary Models

While proposing any system, security is the primary con-
sideration. Users of the system should be convinced that
it is secure enough to trust their data into it. Parties in-
volved in the system, rarely trust each other but all have
one common thing, they all trust the protocol proposed.
Accessing the contents to which they are not authorized
to is the main objective of any adversary. They may col-
lude with others or work independently [15]. Some of the
system threats in ABE with outsourced decryption origi-
nate from [15,22,29,32];

1) Semi-trusted/untrusted cloud servers colluding with
unauthorized users: It is assumed that the servers
provides their services smoothly but may at times
be curious of leaking sensitive information such as a
patient data to illegitimate users.

2) Attribute authorities (AA): AA may willingly vio-
late data owners by conspiring with the outsiders
where they issue them with keys to enable them ac-
cess unauthorized data.

3) Legitimate users colluding with each other : Autho-
rized users can combine their attributes to access
unauthorized data which individually could not ac-
cess.

4) Replay attacks: Legitimate users can re-submit the
previous tokens to the servers to obtain unauthorized
data.

5) Active attacks: Unauthorized users may introduce
malicious data into the cloud to harvest some data
or corrupt them.

6) Servers colluding with authorized users: Cloud server
may collude with authorized users to obtain unau-
thorized data for the purpose of using them for their
malicious end.

3.3 Security Models

Definition of security of any cryptosystem is based on
what is to be achieved and a particular attack. There
are three known security models common to all cryp-
tosystems. In order of security strength they are adap-
tive chosen ciphertext attack (CCA2) [52] (stronger), non-
adaptive chosen ciphertext attack (CCA1) [44] and chosen
plaintext attack (CPA) [19]. Where CCA2 security model
is more secure.

Security goals: To realize fully the benefits of ABE with
outsourced decryption for eHealth big data, the fol-
lowing security goals should be met [30,41,55]:

1) Fine-grained access control : Hospital (owner of data)
should be in a position to safeguard its sensitive in-
formation using strong security measures. Only legit-
imate users with the set of attributes defined in the
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access policy, manages to retrieve the stored data in
the cloud.

2) Efficient encryption/decryption: Legitimate users
should be able to access the stored information with-
out delay as the health big data is so sensitive as it
deals with people’s lives.

3) Collusion resistance: Since data custodian is the
third party which is semi-trusted / untrusted in na-
ture, collusion among different unauthorized parties
should be thwarted for example collusion between
cloud and illegitimate users to acquire private keys
to access unauthorized data which individually could
not access should be prevented.

4) Confidentiality of data: eHealth big data should not
get leaked to the third party without owner’s ap-
proval.

5) Convenience: With the proliferation of mobile de-
vices which is resource-constrained in nature, and
which are incapable to finish decryption indepen-
dently or consumes much time to finish decryption,
utilizing outsourcing decryption enables the legiti-
mate users to access a bulk of eHealth data any-
where anytime since heavy computations is offloaded
to cloud.

6) Unidirectional : The main property of outsourced de-
cryption is unidirectionality. This means the server
has capability only to transform original (e.g. alice’s)
ciphertext to another (e.g. Bob’s) ciphertext and not
in reverse direction.

7) Public verifability : Information should be avail-
able that enables involved parties i.e users to con-
firm/verify the genuineness of original ciphertext and
the transformed ciphertext.

8) Immediate revocation: Mischievous/malicious users
should easily and completely be revoked from all fu-
ture data access.

9) User/ciphertext anonymity : Disclosure of user’s
identity or key privacy also referred to as ciphertext
anonymity should not be revealed. It should hide
users/ciphertext identities.

10) Scalability : With the increase of legitimate users,
the system efficiency is still guaranteed. The perfor-
mance of the system cannot be affected by number
of legitimate users.

4 State-of-the-art of ABE with
Outsourced Decryption for
Resource-Constrained Devices

The leading efficiency drawback in the vast majority of
ABE is the increase in size of the ciphertext and the de-

cryption cost (computational cost) with the increase in
complexity of the access policy. The applications execut-
ing in mobile devices which are resource-constrained in
nature in terms of battery life, computational resources,
storage, and bandwidth may have to hold on for a long
time or even abort before execution to finality. Using
these devices to access eHealth big data is not faster
enough as it is costly due to bilinear pairing operations
involved. To curb this limitations, the remedy is to adopt
mobile cloud computing where heavy computations are
offloaded to the cloud [18,64].

The first ciphertext-policy attribute-based PRE (CP-
ABPRE) scheme, in which a cloud server is authorized to
transform a ciphertext under a specified access structure
(represented only as AND gates on positive and negative
attributes) into the one under another access structure
was proposed in 2009 [35]. In this scheme, the user suc-
cessfully decrypts the ciphertext if and only if the set of
positive and negative attributes are embedded in the ac-
cess structure.

To minimize the number of pairing operations on end
users side and hence reduce decryption overhead, ABE
with outsourced decryption schemes is proposed where
intensive computational tasks is outsourced to cloud ser-
vice providers [33, 34, 61]. The schemes proposed by
Green et al. [22] and De et al. [12] provides fine-grained
access control solution to the lightweight devices such
as mobile phones with constrained computing resources
which independently cannot successfully execute basic en-
cryption/decryption while protecting sensitive data out-
sourced to the public cloud [32]. Scheme of [22] achieved
CPA-security which was later extended to achieve the
stronger RCCA-security in random oracle model. With
the provision of outsourced decryption, heavy computa-
tions and storage can be offloaded and the light computa-
tions be performed by resource-constrained devices effec-
tively and efficiently. Generally in [22], the key generating
algorithm is designed to output two key pair to the data
user as follows:

1) A short El Gamal kind private key known as retriev-
ing key rk.

2) Its paired key known as transformation key tk, which
is send to the server and its publicly known.

In this scheme a key for blinding (ie transformation key)
tk is sent to the third-party (server) for translation of any
ciphertext CT satisfied by end user’s attributes or access
policy into a simpler ciphertext CT′. The end user incurs
minimal overhead to recover plaintext from transformed
ciphertext. The major drawback to this technique is that
a ciphertext can be mutated on the transit therefore mak-
ing the user unable to realize and detect the change. For
the case of eHealth it can lead to wrong diagnosis hence
cause fatal consequences.

In addressing the same ABE computational problem,
where cost grows linearly with respect to complexity of
the number of attributes or ciphertext policy and which
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Table 1: Comparison of the schemes characteristics with outsourced decryption

Scheme
Characteristics

Fine-grained access Efficiency Collusion resistance Confidentiality Unidirectionality Verifiability Immediate revocation Scalability

Zhou [64]
√ √ √ √ √

× ×
√

Li [34]
√ √ √ √ √

×
√ √

Lai [29]
√ √ √ √ √ √

×
√

Green [22]
√ √

×
√ √

× ×
√

Li [32]
√ √ √ √ √ √

×
√

Jiguo 16 [33]
√ √ √ √ √

×
√ √

Lin [36]
√ √

×
√ √ √

×
√

Mao [41]
√ √ √ √ √ √

×
√

Jiguo 17 [27]
√ √

×
√ √ √

×
√

Zechao [39]
√ √

×
√ √ √

×
√

Abbreviations:
√

: Scheme supports the corresponding characteristic, ×: Scheme does not support the corresponding
characteristic.

Table 2: Comparison of the security models of ABE
schemes with outsourced decryption

Scheme Security Model Complexity assumption

Zhou [64] IND-CPA adaptive Co-DBDH

Li [34] RCCA selective DBDH

Lai [29] RCCA selective DL

Green [22] CPA selective Decisional q-BDHE

Li [32] RCCA selective DBDH

Jiguo 16 [33] CPA selective DCDH

Lin [36] IND-CPA adaptive DL

Mao [41] IND-CPA selective Generic group

Jiguo 17 [27] IND-CPA selective DL

Zechao [39] IND-CPA selective DON’T EXIST

Abbreviations: DBDH: Decisional Bilinear Diffie-
Hellman, DL: Discrete Logarithm, q − BDHE:
Decisional Bilinear Diffie-Hellman Exponent,
Co−DBDH: Co-Decisional Bilinear Diffie-Hellman,
DCDH-Divisible Computation Diffie-Hellman,
IND − CPA:Indistinguishable Chosen Plaintext
Attack, RCCA:Replayable Chosen Ciphertext
Attack.

is a bottleneck to resource-constrained devices such as mo-
bile devices, Zechao et al. [39] proposed a new CP-ABE
scheme known as Offline/online attribute-based encryp-
tion with verifiable outsourced decryption protocol. In
this scheme, offline/online technique is combined with the
outsourced verifiable computation technique using bilin-
ear groups, which supports both offline/online generation
of key and encryption, as well as the verifying outsourced
decryption. Heavy computation during key generation

is executed offline, and encryption can be split into two
phases offline and online where heavy tasks is executed of-
fline and lightweight tasks are executed online efficiently.
On the other hand, decryption workload is offloaded to
the server. To overcome the disadvantage of complex-
ity, Song et al. [40] extended the scheme of Emura et
al. [16] scheme. In [40], an alternative technique is pro-
posed where decryption process is made faster by making
use of only a constant number of bilinear operations. The
decryption cost and ciphertext length are decreased sig-
nificantly in comparison with previous protocols. While
addressing the same issue of defining the access struc-
ture policy and allowing the owner to outsource inten-
sive computation tasks to cloud server providers, Yu et
al. [61] integrated techniques of Attribute-Based Encryp-
tion (ABE), proxy re-encryption and lazy re-encryption.
In this scheme, the data owner enforces a unique access
structure on each user. While executing this protocol, the
cloud servers is prevented from learning about the under-
lying plaintext.

The bilinear pairings computation is considered to be
the most costly operation experienced in pairing-based
cryptographic protocols construction. In order to exe-
cute the protocol with pairing and hence accommodate
devices with limited resources, Benot et al. [11] proposed
secure delegation of elliptic-curve pairing by resource-
constrained device to a more powerful device. Pairing
e(X,Y ) for example is delegated to a more powerful de-
vice (for instance a PC). Delegation is done in such a way
that a powerful device cannot learn about the points X
and Y . To verify the output and confirm whether the ter-
minal is cheating, the resource-constrained device either
yields the correct output or nothing with overwhelming
accuracy. However, the drawback to this scheme is that
the resource-constrained device restricts itself to a simple
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Table 3: Comparison of the storage overhead of schemes with outsourced decryption

Scheme
Length of the Key Ciphertext

Public Key Master Key Private Key Transform Key Retrieval Key Original ciphertext Transformed ciphertext

Zhou [64] 2|G|+ |Gτ | |G|+ |Zp| (2N + 3)|G| (2N + 3)|G| |Zp| (2N+1)|G|+ |Gτ | (4N+2)|G|+ |Gτ |

Li [34] (N + 4)|G| |Zp| (2N+5)|G| 2N|G| 2|G| (N+2)|G|+ |Gτ | 2|G|+ 2|Gτ |

Lai [29] (N + 5)|G|+ |Gτ | |Zp| (N + 2)|G| (N + 2)|G| |Zp| (4N+3)|G|+ 2|Gτ | |G|+ 4|Gτ |

Green [22] 2|G|+ |Gτ | |Zp| (N + 2)|G| (N + 2)|G| |Zp| (2N+1)|G|+ |Gτ | 2|Gτ |

Li [32] (N + 4)|G| |Zp| (2N+3)|G| (2N+3)|G| |Zp| (N+2)|G|+ |Gτ | |Gτ |

Jiguo 16 [33] 2|G|+ |Gτ | |G|+ |Zp| (2N + 3)|G| (2N + 3)|G| |Zp| (2N+4)|G|+ |Gτ | 5|Gτ |

Lin [36] (N + 4)|G|+ |Gτ | |Zp| (N + 2)|G| (N + 2)|G| |Zp| (2N+2)|G| |Gτ |

Mao [41] (N + 4)|G|+ |Gτ | |Zp| (N + 2)|G| (N + 2)|G| |Zp| (2N+2)|G| |Gτ |

Jiguo 17 [27] (N + 5)|G|+ |Gτ | (N + 1)|Zp| 2|G| 2|G| |Zp| 5|G|+ 2|Gτ | |G|+ 4|Gτ |

Zechao [39] 5|G|+ |Gτ | 5|G|+ |Gτ |+ |Zp| (2k + 5)|G|+ 3k|Zp| (2k + 5)|G|+ 3k|Zp| |Zp| (1 + 3l)|G|+ 3l|Zp| 3|G|+ |Gτ |

Abbreviations: N : Attribute size, |G|: bit length of an element in G, |Gτ |: bit length of an element in Gτ , |Zp|: bit
length of an element in Zp.

curve or provided field operations. Not flexible enough to
support complex curves.

Muhammad et al. [3], proposed attribute-based en-
cryption with encryption and decryption outsourcing that
reduces the computational load on both the host and the
users using devices that are computationally resource-
constrained (e.g.. mobile devices). The scheme is com-
prised of two proxies which are independent and can-
not collude, one on the host side and the other one on
the user’s side. In the former, data owner is allowed to
outsource cryptographic creation policy to semi-trusted
proxy. The proxy is unable to learn about encrypted mes-
sages and is enforced to encrypt the messages based on
the policy specified on the attributes. While in the latter,
the heavy computation overhead during decryption is re-
duced by allowing a user to offload the verification policy
onto another semi-trusted proxy where it borrows power
from the proxy to verify the policy using the user’s key
transformation attributes. This scheme is provable secure
under the generic group model.

To ensure the server legitimately executes outsourced
decryption, a number of schemes have been proposed [27,
29, 36, 41, 59]. Lai et al. [29] and Mao et al. [41] sepa-
rately introduced verifiability primitive in the outsourced
decryption. To accomplish this, an extra instance is added
to the existing ABE in encryption/decryption algorithm
phases. A drawback to the scheme is that owner of data
has to perform an extra work of encrypting the random
message then compute checksum value corresponding to
two messages. As a result, computation and communi-
cation overhead are duplicated. To overcome this draw-
back, Lin et al. [36] proposed a more efficient ABE with
verifiable outsourced decryption based on an attribute-
based key encapsulation mechanism, a symmetric-key en-

cryption scheme and a commitment scheme in generic
model. The scheme in [36] can be considered both in Key-
Policy Attribute-Based Encryption (KP-ABE) and also in
Ciphertext-Policy Attribute-Based encryption (CP-ABE)
settings. Solution to checking the integrity of outsourced
data while maintaining privacy and secrecy of the stored
data was proposed by Yadav et al. [59]. In this scheme,
secure operations in data storage can be augmented to
provide remote integrity checking. It is carried out by
computing just once the hash of data, and therefore mo-
bile user does not need to posses outsourced data. How-
ever, from all this primitives the number of the attributes
grows linearly with the length of the ciphertext and the
size of costly pairing computations. This greatly affects
outsourced CP-ABE scheme by limiting verifiability. To
avoid this, Jiguo et al. [27] proposed Verifiable Outsourced
Decryption of Attribute-Based Encryption with Constant
Ciphertext Length that saves the communication cost.

Avoiding the distruption of the medical information
system while simultaneously achieving fine-grained, pri-
vacy and confidentiality properties, Junbeom et al. [23]
proposed a scheme that is key escrow resilient and which
allows the partial decryption of the encrypted medical
data by device controller without leaking any private in-
formation to the controller. This improves computational
efficiency of the medical devices where most of the labori-
ous decryption tasks is delegated to the device controller.
However, the schemes do not achieve checkability on the
output returned, therefore there is no guarantee of the ac-
curacy of the partial decrypted ciphertext. To provide a
solution to this, a fine-grained, multiparty access control
with outsourcing decryption, was proposed by Qinlong et
al. [51] where Cloud Service provider (CSP) can transform
original ciphertext defined under access policy to another
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Table 4: Comparison of the computation cost of schemes with outsourced decryption

Scheme
Computation cost

Access structure

Encrypt Transformout Decrypt Decryptout

Zhou [64] (2|Act|+1)G + 2Gτ (2|Act|+ 1)G DONT EXIST 2|Act′ |Cp + 4Gτ Threshold

Li [34] Cp + (2|Act|+ 3)G + 2Gτ 2(|Act′ | − 1)Cp + 2|Act′ |Gτ DONT EXIST 2Cp + 3Gτ (t,n)-Threshold

Lai [29] (8|Act|+ 10)G + 4Gτ + 2H 4(|Act′ | − 2)Cp + (4|Act′ | − 2)Gτ 4(|Act′ | − 1)Cp + 4Act′Gτ 4Gτ LSSS

Green [22] (4|Act|+ 1)G + 3Gτ + |Act|H (|Act′ |+ 2)Cp + 3(|Act′ | − 1)G + (|Act′ |+ 1)Gτ DONT EXIST 2Gτ LSSS

Li [32] Cp + (2|Act|+ 3)G + 2Gτ 2(|Act′ | − 1)Cp + 2|Act′ |Gτ DONT EXIST 2Gτ Threshold

Jiguo 16 [33] (2|2Act′ |+ 6)G + 3Gτ + 2H 2Cp + 2Gτ DONT EXIST 6Gτ Tree

Lin [36] 4(|Act′ |+ 6)G + Gτ + 2H 2(|Act′ | − 1)Cp + 2(|Act′ | − 1)Gτ 2(|Act′ | − 1)Cp + 2Act′Gτ Gτ LSSS

Mao [41] (2|Act′ |+ 8)G + 3H 2(|Act′ | − 1)Cp + 2(|Act′ | − 1)Gτ 2(|Act′ | − 1)Cp + 2Act′Gτ Gτ LSSS

Jiguo 17 [27] (2|Act′ |+ 6)G + 4Gτ + 2H 4Cp + 2Gτ 4Cp + 4Gτ 4Gτ non-monotonic AND gate

Zechao [39] (3|Act′ |+ 1)G + 2H 4Cp + Gτ 4Cp Gτ LSSS

Abbreviations: |Act|: Attributes size that belongs to original ciphertext, |Act′ |: Attributes size that belongs to
transformed ciphertext, Cp: Bilinear pairing operation, G: Group, Gτ : Target group, H: Hash function.

simpler ciphertext by making use of attribute-based proxy
re-encryption. According to Qinlong et al. [51], the user
utilizing symmetric encryption algorithm encrypts data
with random data encryption key. The data encryption
key is then encrypted by employing access policy. To re-
duce computation cost, most of decryption operations are
delegated to the CSP. To ensure the output returned from
the service provider is correct, checkability is provided
to guarantee accurateness of the outsourced/partial de-
crypted ciphertext. A major drawback to this scheme is
inefficiency and its inflexibility when the owner of data for
example hospital needs to select some but not all of the
data are to be published by particular users. To overcome
this, Weng et al. [57] proposed a scheme that insures that
only ciphertexts which satisfies a stated condition can be
re-encrypted. Keywords are the only conditions utilized
in this scheme, on the other hand it is not practical in
real life applications.

Realizing data privacy is the primary focus when de-
signing any cryptographic scheme. To achieve both for-
ward security and backward security, Xiao et al. [58] pro-
posed a scheme that supports efficient outsourced de-
cryption, user revocation and dynamic entry/exit of at-
tribute authorities. In their schemes, user revocation
is only related to revoked user. To improve efficiency
of accessing remote data and preserve the privacy of
the user’s identity, Wang et al. [56] proposed the first
anonymous distributed fine-grained access control pro-
tocol with verifiable outsourced decryption in the pub-
lic cloud which is multi-authority in nature. Later, Ca-
menisch et al. [10] proposed scheme is employed which
in addition to anonymity employs pseudonym technique
where legitimate user’s public/private key pair corre-

sponding to pseudonym is generated.

Generation of private key for user’s policy can also in-
crease computation overhead. To reduce such local over-
head, Li et al. in [32] proposed a scheme where attribute
authority can outsource partial private key generation
to a key generation service provider (KGSP). From this
scheme, constant efficiency is achieved at both attribute
authority and user’s end side. In order to avoid incorrect
output, checkability is performed on the outcome returned
from KGSP.

ABE computational overhead from exponentiation at
user’s end side can be relieved by adopting the traditional
approach to utilize server-aided techniques [7,25]. But the
notable common drawback to these schemes is that by di-
rectly utilizing this schemes in ABE, it may not work effi-
ciently [32], and to mitigate this challenge, Zhou et al. [64]
proposed the ABE scheme which allows secure outsourc-
ing of both the encryption and decryption to cloud service
providers.

To bring data close to the user, fog computing [9]
was proposed which is an extension of cloud computing.
The work related to CP-ABE in fog computing with out-
sourced decryption have been proposed [63,65]. A system
with both outsourced encryption and decryption capabili-
ties in fog computing using CP-ABE was proposed in [63].
In this scheme the workload operations of encryption and
decryption are offloaded to the fog nodes.Therefore the
computation operations on the data owner’s side during
encryption and also on users side during decryption are
not relevant to the attributes size in the access structure
and private keys respectively. Since the update concen-
trates only on the ciphertext associated with the cor-
responding updated attribute, the cost incurred by at-
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tribute update is minimal and hence efficient.

5 Performance and Security Anal-
ysis Comparisons

In this section, comparisons is made of the existing
works to analyse the goals and the efficiency costs of
the schemes. Table 1 features the comparisons of goals
achieved by respective schemes, whereas Table 2, Table
3 and Table 4 highlights comparison of security models
with their complexities, efficiency cost from storage per-
spective and computation efficiency cost for the corre-
sponding schemes against one another respectively. We
have used the following notations: N : Attribute size; G:
Group; Gτ : Target group; |G|: bit length of an element in
G; |Gτ |: bit length of an element in Gτ ; |Zp|: bit length
of an element in Zp; H: Hash function; |Act|: Attributes
size that belongs to original ciphertext; |Act′ |: Attributes
size that belongs to transformed ciphertext; Cp: Bilinear
pairing operation.

From the output of Table 1 it can be seen that since
each scheme is constructed to realize a given security goal,
therefore none of the schemes can achieve all the goals
concurrently. However, it shows that all the schemes
supports fine-grained access, efficiency, unidirectional-
ity, confidentiality and scalability characteristics while
schemes [29, 32, 34, 41, 64] supports collusion resistance.
Verifiability is supported by schemes [27,29,32,36,39,41]
whereas schemes [33,34] supports immediate revocation.

Regarding the comparisons of security models as de-
picted by Table 2, it shows that more than half of the
models are selective except schemes [36, 64] which are
adaptive. Selective security means the initialization phase
comes prior to setup algorithm. In this case, the adversary
initially provides the challenger with access structure.

Consequently, in Table 3, compared to other schemes
Jiguo et al.’s scheme [27] is ideal in terms of key length,
while Lin et al.’s scheme [36] and Mao et al.’s scheme [41]
are ideal in terms of ciphertext length. While in Table
4, half of the schemes do not have decrypt algorithm and
among their counterparts which have decrypt algorithms,
Zechao et al.’s scheme [39] has an ideal computation cost.

6 Proposed Future Work

6.1 Accelerating the Efficiency of
Attribute-Based Encryption Schemes
without Using Outsourced Decryp-
tion

Nearly all the existing ABE schemes utilize bilinear pair-
ings as a building block for a useful algorithm construc-
tion. However, bilinear pairing has high computational
overhead, which makes algorithms complex, costly and
therefore inefficient. Building pairing free algorithms or

reducing the bilinear pairing size operations improves effi-
ciency by simplifying computation complexity in resource-
constrained devices. In addition, employing technologies
like lattice to build an ABE scheme can also improve the
computational efficiency for resource-constrained device
users.

6.2 Reducing Communication Cost

In ABE with outsourced decryption, the resource-
constrained users usually sends a transformation key to
the unlimited-resource server (proxy) to simplify the ci-
phertext. The original message is then recovered from the
simple ciphertext by the user. This increases the commu-
nication overhead between user and proxy. To minimize
the overhead, ABE schemes that does not require the user
to send the blinding (transformation) key to the proxy be-
fore performing final decryption should be built.

7 Conclusion

With the proliferation of mobile devices and develop-
ment of easy to use application softwares, ABE schemes
with outsourced decryption is gaining popularity due
to advantages it has that supports devices with limited
resource capabilities. By utilizing this primitive, en-
crypted eHealth big data stored in the unlimited resource
cloud can now be accessed by resource-constrained devices
where the user has to request a cloud server to perform
heavy computations overhead on his/her behalf without
learning about the plaintext of the data stored. This pa-
per provides a survey of ABE schemes with outsourced
decryption by reviewing the characteristics of eHealth big
data, sources of eHealth big data, design structure, inves-
tigating adversary and security models and finally com-
paring efficiency costs for various existing schemes.

Lastly, based on this survey, the future work was pro-
posed to provide roadmap to the solution of the problem
encountered during outsourcing decryption.
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Abstract

Cloud computing allows users to store their data remotely.
Users can enjoy cloud applications on-demand without
the burden of maintaining personal hardware and man-
aging software. Although its advantages are clear, cloud
storage requires users to relinquish physical possession of
data, and thus, it poses security risks with regard to the
correctness of data. In this paper, we propose a new cloud
scheme to enhance data security, thereby addressing the
aforementioned issue whilst achieving a secure cloud stor-
age service and dependability. A secret image is encrypted
by using the Advanced Encryption Standard (AES) algo-
rithm. Then, the encrypted image is embedded into the
host image via a steganography technique, which com-
bines Discrete Wavelet Transform (DWT) and Singular
Value Decomposition (SVD) to obtain the stego image.
To preserve data integrity, a hash value is generated for
the stego image using the Secure Hash Algorithm 2 (SHA-
2) prior to storing the image in the cloud. After the image
is retrieved from the cloud, its hash value is generated us-
ing the same algorithm (i.e. SHA-2). Both hash values
are then compared to verify whether the data stored in
the cloud are changing and to obtain the secret image.
The proposed scheme is proven to be secure and highly
efficient through an extensive security and performance
analysis.

Keywords: Cloud Computing; Cryptography; Steganogra-
phy; Hash Function

1 Introduction

The cloud computing paradigm allows on-demand net-
work access to a shared set of computing resources (e.g.
storage, servers, networks, services and applications) that
can be provided immediately [3]. Cloud computing is
characterized by five important features, three service
models and four deployment models [6]. Its important
features are wide network access, location-independent re-

source pooling, on-demand service, measured service and
rapid resource elasticity. Meanwhile, the service mod-
els are software as a service, infrastructure as a service
and platform as a service, whereas the deployment mod-
els include a public cloud, private cloud, hybrid cloud and
community cloud [4].

Enterprises and individuals can use the data centre of
the cloud for storage without additional burden. Data can
be stored and accessed remotely anywhere and anytime.
Users can be relieved of the burden of storing and main-
taining local information through data outsourcing [17].
However, security issues are key concerns in the cloud,
which limit its adoption among organizations. Traditional
mechanisms for handling security issues are unsuitable for
cloud storage due to its virtual nature [2].

Therefore, the privacy, integrity, security and confiden-
tiality of stored data should be considered in cloud com-
puting. Novel methods should be developed and applied
to fulfil all the aforementioned requirements. The best
approach is to encrypt data before outsourcing them to
cloud computing. For example, the owner allows out-
siders to see the outline of his/her data, but only autho-
rized users can recover these data. Such robust demands
necessitate the search for encryption solutions for multi-
media [19].

Steganography is used with cryptography to verify the
confidentiality of data. In this special branch of data hid-
ing, a message is embedded into a cover image based
on a shared key, thereby producing a stego image [8].
Steganography methods can be grouped into spatial do-
main and transform domain methods. In spatial domain
methods, the original image levels are modified to encode
the secret information. Although these methods achieve
a higher payload, they are weak to image processing ma-
nipulations and statistical attacks, including image com-
pression, image cropping and noise attacks. In transform
domain methods, the image is first changed from the spa-
tial domain to the frequency domain. Then, the image
coefficients are altered to hide secret data. Transform do-
main methods have a lower payload than spatial domain
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methods, but are robust against statistical attacks. Ex-
amples of these methods are discrete wavelet transform
(DWT), discrete Fourier transform and discrete cosine
transform [11].

Cryptography and steganography work hand-in-hand.
A message is scrambled via cryptography, such that it
cannot be understood. Then, steganography is performed
to hide the message and make it invisible. For exam-
ple, an encrypted message may arouse the suspicion of
the receiver, whereas an imperceptible message will not.
Steganography can be useful when using cryptography
is illegal. Under such condition, steganography can en-
able secretly sending a message. However, the manner
in which cryptography and steganography are evaluated
varies. Cryptography fails when the ’enemy’ notices that
a message exists in the steganography medium; by con-
trast, steganography is considered a failure when the ’en-
emy’ is able to reveal the content of the encrypted mes-
sage [10].

In addition to data confidentiality, integrity is also a
key issue in cloud computing. Data can either be manip-
ulated or lost due to accidental or intentional malicious
activities, which can be terrifying for the user and embar-
rassing for the cloud service provider. The cloud provides
’multi-tenancy’; that is, cloud resources will be shared and
utilized by multiple users. Consequently, adversaries can
take advantage of the vulnerabilities in the cloud. Ad-
ministration errors, such as failures in data migration or
backup/restore process, can also damage data. Accord-
ingly, data integrity is a core issue in outsourcing data
over cloud storage [21].

In the current paper, a novel secure cloud storage sys-
tem is proposed to ensure high data confidentiality and in-
tegrity levels. The Advanced Encryption Standard (AES)
method is used to encrypt a secret image. Then, the en-
crypted image is embedded into the cover image using
the hybrid steganography scheme DWT - singular value
decomposition (SVD) to get the stego image and verify
the confidentiality of the data. Thereafter, a hash value
for the stego image is generated using the Secure Hash
Algorithm 2 (SHA-2) before the stego image is stored in
the cloud to maintain data integrity. After the image is
retrieved from the cloud, the same algorithm (i.e. SHA-
2) is used to generate its hash value. Both hash values
are then compared via a verification process to validate
whether the data stored in the cloud are altered and to
obtain the secret image. The novel contributions of this
paper are as follows.

1) An image is decomposed into four frequency sub-
bands (LL, LH, HL and HH) using DWT in informa-
tion hiding. The HL frequency sub-band, which rep-
resents mid-frequencies, is selected. This sub-band is
robust against various geometric and filtering noises.
Therefore, inserting the secret image into the HL sub-
band does not change the original image data and the
appearance of the image is maintained at a high level.

2) The SVD of an image provides three singular matri-

ces (U, S and V). S is a diagonal matrix, whereas
U and V are orthogonal matrices. The secret image
information will be inserted into the singular values
in the S matrix of the original image. The original
image will not be misrepresented, even if the singular
values are altered. Consequently, the secret image is
inserted into the original image using SVD.

3) A secure and efficient scheme that can achieve data
confidentiality is developed using the AES algorithm.

4) An efficient data integrity verification process is pro-
posed for this scheme using the SHA-2 hash function.

The remaining parts of the paper are organized as fol-
lows. Preliminaries regarding the study are provided in
Section 2. Related works are presented in Section 3. The
proposed scheme is described in detail in Section 4. The
experimental results are discussed in Section 5. Finally,
concluding remarks for the paper are given in Section 6.

2 Preliminaries

2.1 SVD

SVD is used in various image-processing applications, in-
cluding stenography, image watermarking and data com-
pression. It is also adopted to solve various mathematical
problems [13]. Matrix SVD is decomposed into three ma-
trices (U, S and V). S is a diagonal matrix, whereas U
and V are right and left singular matrices. The singu-
lar S matrix includes intensity-related image information.
The orthogonal U and V matrices comprise geometric im-
age information. The equation for the decomposition of
matrix SVD is as follows:

SV D = s1UIV
T
I + s2U2V

T
2 + · · · + srUr, (1)

where the rank of matrix SVD is indicated by r. UI , U2,
· · · , Ur and VI , V2, · · · , Vr are the columns of the left and
right singular values, respectively; whilst s1, s2, · · · , sr
are the scalar singular values of the diagonal matrix [7].

2.2 DWT

DWT has recently received considerable attention in
various signal-processing applications, including image
steganography, because of its capability to provide the
necessary data for the analysis and synthesis of signals
and to reduce computation time. DWT can detect por-
tions of the host image where secret data are success-
fully hidden. DWT exhibits an advantage over other ap-
proaches because it allows the signal to be reconstructed
by applying inverse DWT to frequency bands [16]. DWT
is a frequency domain technique. In this approach, the
cover image is first transformed into the frequency do-
main. Then, its frequency coefficients are modified ac-
cording to the transformed coefficients. DWT hierarchi-
cally decomposes an image in single-level decomposition,
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thereby providing the spatial and frequency descriptions
of the image. The image is decomposed into three di-
rections: diagonal, vertical and horizontal. DWT then
decomposes the image into four frequency bands: LL,
HL, LH and HH. LL represents low-frequency bands, HL
and LH represent mid-frequency bands and HH repre-
sents high-frequency bands. The LL band presents ap-
proximate details, the HL band gives horizontal details,
the LH band provides vertical details and the HH band
highlights the diagonal details of an image [12].

2.3 Cryptography Algorithms

2.3.1 AES

A user can upload his/her personal data and share them
with others in cloud computing. However, if privacy is
not secure, then users may not use this cloud service even
if the demand is strong [14]. To guarantee data protection
in cloud computing, cryptography techniques are adopted
as common solutions [15]. Among these techniques, AES
is considered the block encryption standard. An AES
encryption system is symmetric. This algorithm has dif-
ferent key lengths, i.e. 128, 196 and 256 bits. Packet size
is 128 bits. The AES algorithm exhibits good flexibility,
and thus, it is extensively used in various hardware and
software.

2.3.2 Cryptographic Hash Functions

Cryptographic hash functions are fundamental tools in
modern cryptography. These tools are used to ensure
data integrity when information is transferred over in-
secure networks. The Secure Hash Algorithm (SHA)
is considered one of the best cryptography hash func-
tions [9]. SHA, which was developed by the National Se-
curity Agency, is typically divided into three sub-families:
SHA-0, SHA-1 and SHA-2. Data are organized into blocks
of bits during hashing with SHA. The number of bits is
locked for a specific algorithm. In particular, the SHA-
0 and SHA-1 families divide data into 512 bit blocks
for processing. By contrast, the algorithm used by the
SHA-2 family has varying digest sizes, which are distin-
guished as SHA-224, SHA-256, SHA-384 and SHA-512.
The processing block bit size is variable for the SHA-
2 family. In particular, the processing block size of the
SHA-224 and SHA-256 sub-families are 512 bits, whereas
that of the SHA-384 and SHA-512 sub-families are 1024
bits [18]. This paper uses SHA-512 to guarantee data
integrity when transferring information over unprotected
networks.

3 Related Works

El-Makkaoui et al. [5] presented an enhanced encryption
scheme, called Cloud (RSA), based on the Rivest-Shamir-
Adleman (RSA) algorithm. Cloud (RSA) uses two dis-
crete keys: evaluation and private keys. The evalua-

tion key ev = (M) is used to implement operations on
encrypted data through a third party. The private key
pr = (M, e, k), which is known only to the data owner,
is used to encrypt and decrypt data. The safety of the
private key is based on two factors:

1) The problem of determining the prime factorization
of (M);

2) The eth root problem of Cloud (RSA).

Even if the factorization of (M) is given, decrypting the
ciphertext encrypted using the Cloud (RSA) encryption
scheme is extremely difficult because (e and k) are pri-
vate. Mandal et al. [10] proposed a crypto-stego method,
in which the steganography technique embedded private
data by using a pixel-mapping method. The encryption
and decryption process uses a genetic algorithm, which
features crossover and mutation operations. Cryptogra-
phy and steganography also use a secret key, which is gen-
erated by combining certain features of the cover image
and the secret key of the user. Bhandari et al. [1] proposed
a scheme called hybrid encryption (RSA) along with AES
by enhancing the security standard of the RSA algorithm.
Wang et al. [19] presented degradation and encryption
techniques for Portable Network Graphics (PNG). In par-
ticular, the prefix and noise generation techniques were
improved for PNG degradation. In addition, a modified
generalized Feistel scheme was developed for encrypting
PNG.

Although existing systems have achieved confidential-
ity, they remain unsuccessful in preserving data integrity.
Consequently, a secure system should be developed to
achieve effective performance by maintaining confidential-
ity with data integrity.

4 Proposed Scheme

The basic concept of the proposed scheme is described in
Section 4.1. The encrypted secret image is presented in
Section 4.2. The steganography method is discussed in
Section 4.3. Finally, integrity check using the SHA-512
hash function is presented in Section 4.4.

4.1 Basic Concept

Once log in is successful, the data owner will select the
secret image and store it on the cloud server. The se-
cret image selected by the owner will be encrypted using
the AES algorithm. Then, the encrypted image will be
embedded into the cover image using the hybrid steganog-
raphy scheme DWT-SVD to get the stego image. There-
after, SHA-2 is used to generate the hash value of the
stego image before it is stored in the cloud to maintain
data integrity. The hash value of the image is also gen-
erated using SHA-2 after the image is retrieved from the
cloud. Both hash values are compared using the verifi-
cation process to validate whether the data stored in the
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cloud are altered; then, the secret image is obtained. The
proposed system is illustrated in Figures 1 and 2.

Figure 1: Process of the encrypting and embedding algo-
rithm

Figure 2: Process of retrieving the secret image algorithm

4.2 Secret Image Encryption

The colour image comprises a set of pixels. Each pixel has
three main components: red (R), green (G) and blue (B).
Each component is represented by 8 bits. The colour com-
ponents of the secret image are individually encrypted.
All the RGB components are mixed to produce the colour
image. The encryption and decryption algorithms of the
secret image are presented as in Algorithms 1 and 2.

Algorithm 1 Encryption process

1: The colour components (R, G and B) of the secret
image are extracted.

2: The AES algorithm and different keys are used to
encrypt each colour component.

3: All the components are combined to obtain the final
encrypted image.

Algorithm 2 Decryption process

1: To extract the encrypted image, the stego image is
retrieved from the cloud and further decomposed into
different colour components.

2: The AES algorithm and the respective keys are used
to decrypt the colour components.

3: All the components are combined to obtain the de-
crypted image.

4.3 DWT-SVD-based Image Steganogra-
phy

The algorithms used for the DWT-SVD-based image
steganography scheme are presented as in Algorithms 3
and 4.

Algorithm 3 Embedding Algorithm

1: The cover and encrypted images are decomposed into
sub-bands using DWT.

2: SVD is performed on the HL sub-band to transform
the cover and encrypted images.

3: The encrypted image is embedded into the host im-
age.

4: Inverse SVD is performed on the embedded image.
5: Finally, inverse DWT is applied to get the stego im-

age.

Algorithm 4 Extraction Algorithm

1: The stego image using DWT is decomposed into sub-
bands.

2: SVD is performed on the HL sub-band of the decom-
posed stego image.

3: Extraction is applied to the resultant SVD image.
4: Inverse SVD is performed on the resultant image.
5: Finally, inverse DWT is performed to get the en-

crypted image.

4.4 Integrity Check Using the SHA-512
Hash Function

The SHA-512 hash function is used to eliminate the clash
between two hash values to achieve data integrity. Firstly,
the hash value of the stego image is precomputed. Subse-
quently, the stego image is sent to the cloud and the com-
puted hash value is stored in the local repository. When
the clients want to verify data integrity, the file is retrieved
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from the cloud and the hash value of this file is recom-
puted. Then, the values are matched. The file is intact
if the precomputed and recomputed hash values match.
If these values do not match, then the file has been tam-
pered with and its integrity has been compromised. The
algorithm of data integrity is described as in Algorithm 5.

Algorithm 5 Data Integrity Algorithm

1: The stego image is sent to the cloud after computing
its hash value.

2: The computed hash value of the stego image is stored
in the secured local repository.

3: After the stego image is downloaded from the cloud,
its hash value is recomputed.

4: The hash values are matched to obtain data integrity.

5 Experimental Results

The images used in this experiment are offered in Sec-
tion 5.1. The results of the encryption-based AES algo-
rithm are discussed in Section 5.2. Finally, the robustness
test for the proposed scheme is explained in Section 5.3.

5.1 Cover and Secret Images

The sizes of the cover and secret images used in the ex-
periments are 512× 512 and 256× 256, respectively. The
original and secret images are shown in Figures 3(a) and
3(b), respectively.

Figure 3: Cover and secret images

Several quality measures, such as peak signal-to-noise
ratio (PSNR), mean square error (MSE) and normalized
correlation (NC), are used to evaluate the performance of
the stego and extracted images [12].

PSNR is a metric used to check the perceptual simi-
larity between the original and stego images. It can be
defined as follows:

PSNR = 10 log
2552

MSE
, (2)

where MSE is calculated between the host image A and
the stego image As as follows:

MSE =
1

MM

M∑
i=1

M∑
j=1

(A−As)
2. (3)

The stego image appears nearly identical to the host
image when good imperceptibility is achieved. That is,
the host image is unaffected by the embedding process. A
PSNR above 40 dB indicates good perceptual fidelity. In
the experiment, PSNR is above 40 dB, thereby indicating
the effectiveness of the proposed scheme.

NC is used to evaluate the feasibility of the extracted
secret image. The similarity between secret images is rep-
resented by the number of mismatched data between the
inserted and extracted secret images. NC for valid se-
cret images, which represents the characteristics of the
extracted secret image, is defined as

corr(d, d∗) =

∑N
i=1(di − d̄)(d∗i − d̄)√∑N

i=1(di − d̄)
√∑N

i=1(d∗i − d̄)
, (4)

where (di), d
∗
i ) are the original and modified data, whilst

d is the mean of the original data.

5.2 Results of the Encryption-based AES
Algorithm

The image encryption process using the AES of the se-
cret image obtained as a colour image is offered in Fig-
ure 4(a). The encrypted image is produced by combining
all the colour components, as shown in Figure 4(b). In
Figure 4(c), the decrypted image based on the AES algo-
rithm is shown.

Figure 4: Encrypted and decrypted secret image

The response time of the cryptographic performance
in terms of encryption and decryption is highlighted in
Table 1.

Table 1: Cryptographic performance

Response time (s)
Size (KB) Encryption Decryption performance

256 0.4375 0.5227

The preceding experiment showed that the speed of
the cryptographic performance depends on the response
time of the encryption and decryption processes. In ad-
dition, the results demonstrate that the decrypted image
is similar to the secret image, and thus, the AES algo-
rithm performs effectively. This algorithm also exhibits
good manoeuvrability for image encryption based on this
finding.
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5.3 Robustness Test of the Proposed
Method

The stego and extracted images are shown in Figures 5(a)
and 5(b), respectively. The NC of the extracted image is
0.9968.

Figure 5: Stego and extracted images

The reliability test for the proposed method is illus-
trated in Figure 6. The extracted secret image is shown
in Figure 6(b) if the fruit image shown in Figure 6(a) is
used for detection. Therefore, the secret image cannot be
detected using a random reference image.

Figure 6: Reliability test

Tables 2 and 3 present the comparison results between
the NC and PSNR of the proposed scheme and that of
pure SVD. The proposed scheme achieves better result
than pure SVD for numerous attacks, including Gaussian
noise m = 0, v = 0.001; speckle; compression QF 60%;
rotation by 10 (clockwise); shifting attack and average
filtering.

Our scheme exhibits stronger anti-interference perfor-
mance and higher stability than pure SVD when facing
various malicious attacks. Efficiency in terms of compu-
tation time for embedding and extraction (in seconds) is
presented in Table 4.

6 Conclusion

The security of data stored in the cloud is a signifi-
cant issue. Cryptography techniques have been used in
cloud computing to guarantee the confidentiality of pri-
vate data. However, attackers have numerous chances
to break through the security provided by cryptography
techniques. In this work, a data security system that com-
bines cryptography and steganography techniques is pre-
sented to achieve multi-layer security. Firstly, the AES
encryption method is used to encrypt the secret image.

Secondly, the hybrid steganography scheme SVD-DWT
is applied to hide the encrypted secret image within the
cover image to ensure the confidentiality of the data.
Thirdly, a hash algorithm is used for the hidden file be-
fore and after it is downloaded from the cloud to verify
data integrity. As shown in the simulation results, the
proposed system provides high-quality image in terms of
PSNR. In addition, the system reduces suspicion over the
presence of hidden information in an image.
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Abstract

Ad hoc On-demand Distance Vector routing protocol is
one of the most popular reactive protocol used for Mo-
bile Ad hoc Network, is target of many denial-of-Service
attack types. Whirlwind attacks uses a malicious node
to make one routing-loop on the discovered route. All
data packets are dropped due to they over time-life.
This article proposes a mechanisms to manage and pro-
vide digital certificates (DC) for Mobile Ad hoc Network
(MANET) without public key infrastructure. A digital
certificates authentication mechanism secure that only
“friendly” nodes to collaborate in the route discovery pro-
cess, goal is to prevent malicious nodes that joined the
discovered route, such as Whirlwind. A new routing pro-
tocol named AODVDC by integrating our solutions into
AODV routing protocol. Using NS2, we evaluate the se-
curity performance using scenario where there are nodes
move ramdomly and Whirlwind attacks, compared with
related protocols. The simulation results showed that our
approach has better performance in terms of packet de-
livery ratio, routing load and route discovery delay com-
pared to related works under attack scenario.

Keywords: AODV; AODVDC; MANET; Network Secu-
rity; Whirlwind Attacks

1 Introduction

Mobile Ad hoc Network (MANET [8]) is a special wire-
less, the advantages such as flexibility, mobility, every mo-
bile node acts both as a host and as a router. Routing
is the main service provided in network layer, the source
node using the route to the destination is discovered and
maintained. There are many routing protocols are rec-
ommended to MANET, they are classified into proac-
tive, reactive, and hybrid routing [2]. Ad hoc On-demand
Distance Vector (AODV [16]) routing protocol is one of

the most popular reactive protocol used for Mobile Ad
hoc Network, is target of many denial-of-Service attack
types [17], such as Blackhole [4, 9], Sinkhole [5], Gray-
hole [7], Flooding [20], Wormhole [3] and Whirlwind [15].

We focus on Whirlwind attacks type and prevention
solution, this attack type target is to make routing-loop
which is done with two phases:

Phase 1: Malicious nodes try to set up a routing-loop in
the discovered route from source to destination node
when receiving route request packet (RREQ) from
any source node NS by using the fake route reply
packet (FRREP).

Phase 2: If attacking is successful, all data packets from
source to destination node are taken into data whirl-
wind and automatically dropped due to over time-
life.

In Figure 1(a), source node N1 discovers a new route
to destination node N5 by broadcasting of RREQ to its
neighbor nodes named N2. Intermediate node N2 is not
destination node, it therefore continue broadcasts RREQ
packet to its neighbors named N3 and save reserve route
to source N1, this process repeats at N3 and N4 until
node N5 receives the route request packet. When re-
ceiving RREQ packet from node N4, destination node
N5 sends unicast of RREP packet to source on route
{N5 → N4 → N3 → N2 → N1}. As a result, source
node N1 discovers route to destination in following direc-
tion {N1 → N2 → N3 → N4 → N5}. Figure 1(b) shows
that malicious node M appears in network topology for
Whirlwind attack behavior, it is neighbor of both N2 and
N3 nodes. When receiving the first RREQ packet from
node N2, M adds a entry to destination into its routing
table (RT) with minimum cost and next hop (NH) is N2.
When receiving the second RREQ packet from N3, M
adds a entry to source N1 into its RT with lowest cost
and NH is N3, concurrently sends unicast of FRREP to
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source N1 in direction {M → N3 → N2 → N1}. As a
result, N3’s RT has route information to destination via
NH is M with the lowest cost. The destination node N5

also sends a RREP packet to source node on direction
{N5 → N4 → N3 → N2 → N1}. When receiving the
RREP packet from node N4, node N3 see that the cost
to destination is not cheaper than the existing route, the
RREP packet is therefore dropped. The results is exist
routing-loop on discovered route from N1 to N5 including
nodes named N2, N3, and M . All data packets from N1 to
N5 node are taken into data whirlwind and automatically
dropped due to over time-life.

N1

Source

N2 N3 N4 N5

Destination
RREQ RREP

(a) Normal

N1

Source

N2 N3 N4 N5

Destination

M

RREQ

RREP

Routing
loop

(b) Attacks

Figure 1: Description of whirlwind attacks [15]

This article proposes a mechanisms to manage and pro-
vide digital certificates for MANET without public key in-
frastructure (PKI) because MANET is no infrastructure.
In addtion, digital certificates authentications mechanism
allows only “friendly” node to collaborate in the route dis-
covery process. The remainder of this article is structured
as following: In the next Section, we review some related
works for security base on digital signature. Section 3
mechanism to manage and provide the digital certificate.
Section 4 shows how to authenticate preceding node’s DC
when an node receiving the control route packets. Sec-
tion 5 shows the evaluation results by simulation; Finally,
conclusions and future works.

2 Related Works

There are some related works to increase security level
for AODV routing protocol based on digital signature or
one-way hash [12]. Zhou [24] described a solution to dis-
tribute the CA role among n nodes of the network us-
ing (n, k + 1) threshold cryptography scheme. In this
scheme the private key is divided into n partial shares
(S1, S2, · · · , Sn) where at leastk+1 of n are partial shares
which are needed to generate a secret S. The advantage is
its increased availability, since any k+1 among n nodes in
the local neighborhood of the requesting node can issue or
renew a certificate. And any node, which does not have
a private share yet, can obtain a share from any group of
at least k + 1 nodes which has already a share [1].

Zhang described a solution named IKM (id-based key
management) as a novel combination of ID-based and

threshold cryptography. IKM is a certificateless solution
in that public keys of mobile nodes are directly deriv-
able from their known IDs plus some common informa-
tion. It thus eliminates the need for certificate-based au-
thenticated public-key distribution indispensable in con-
ventional public-key management schemes. IKM features
a novel construction method of ID-based public/private
keys, which not only ensures high-level tolerance to node
compromise, but also enables efficient network-wide key
update via a single broadcast message [23].

Zapata in [22] recommended SAODV is improved from
AODV to prevent impersonation attacks by changing hop-
count (HC) and sequence number (SN) values of route dis-
covery packet. However, SAODV only supports authen-
tication from end-to-end without authenticating hop-by-
hop, hence, intermediate node can’t certify packet from
the preceding node. Addition, because SAODV does not
have a mechaism for authentication intermediate node
and public key management, malicious nodes can easily
join a route by using fake keys.

Sanzgiri [18] recommended ARAN protocol, different
from SAODV, route discovery packet (RDP) in ARAN is
signed and certified at all nodes. ARAN supplemented the
testing member node mechanism, thus, malicious can not
pass over security by using fake keys. Structure of RDP
and reply route (REP) packets of ARAN is not available
with HC to identify routing cost; this means ARAN is
unable to recognize transmission expenses to the desti-
nation, ARAN argued that the first REP received is the
route packet with the best expenses.

Li [10] recommended SEAODV using certification
scheme HEAP with symmetric key and one-way hash
function to protect route discovery packet. By simula-
tion, the authors has shown that SEAODV is more secu-
rity with lower communication overhead.

3 Digital Certificates Manage-
ment and Providing Model

This section describes the digital certificates structure
based X.509 and mechanism to manage and provide the
Digital Certificate for MANET without PKI. For this ap-
proach, we assumptions that each node has a unique iden-
tifier and a pair of keys: a private key and a public key.
Set of symbols in Table 1 are applied for the presentation.

Table 1: Description of symbols

Variable Descriptions

Nδ Node labeled δ
kNδ+, kNδ - Public and private keys of node Nδ
En(v, k) Encrypting v using key k
De(v, k) Decrypting v using key k
H(v) v is hashed by SHA1 [14] function
IPNδ Address of node Nδ
DCNδ Digital Certificate of node Nδ
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3.1 Digital Certificates

Digital certificates are used to certify the identities of
nodes in MANET, it is provided for node automatically
from certificate authorities (CA) before nodes collaborate
to the discovery route process. We uses a X.509 certificate
template, has the structure as Figure 2. Where,

1. Version

2. Serial Number

3. Signature Algorithm

4. Issuer Name

5. Validity Period

6. Subject Name

7. Public Key (PK)

8. Certificate Signature (CS)

Figure 2: DC structure based on X.509 [13]

1) Certificate version;

2) The unique serial number that is assigned by the CA;

3) The public key cryptography and message digest al-
gorithms that are used by CA;

4) The name of the issuing CA;

5) The certificate’s start and expiration dates. These
define the interval during which the certificate is
valid, although the certificates can be revoked before
the designated expiration date;

6) The name of the subject of the certificate;

7) The public key and a list of the public key cryptog-
raphy algorithms;

8) The CA’s digital signature, which is created as the
last step in generating the certificate by encrypting
the hash value of all X.509 certificates attributes with
of CA private keys as Formula 1.

CS ← En(H(DC.AllF ields\{CS}), kNCA−). (1)

Algorithm 1 shows steps to authenticate DC of the
packet RREQ (or RREP) if Ni node receiving the packet
from preceding node Nj . Node Ni uses the public key
(kNCA+) of certificate authorities to decrypt the CS field
value of packet RREQ (or RREP). If the value after de-
cryption is coincident with the hash value of all fields
(excepted CS) for DC then DC is valid, on the contrary
then DC is invalid.

3.2 Digital Certificate Management

We setup a reliable node named NCA acts as certificate
authorities to provide DC for all member nodes. In NCA
exists a Digital Certificate Database (DCDB) of all nodes

Algorithm 1 Checking Digital Certificate

Input: RREQ or RREP packet; Output: True if DC is
valid; Else return False

1: Boolean IsValidDC(Packet P)
2: Begin
3: val1 ← De(P.DC.CS, kNCA+);
4: val2 ← H(P.DC.AllF ields\{CS});
5: Return (val1 == val2);
6: End

as Table 2. Each record in DCDB consists of: Nodes ad-
dress, OK field controlling the node certificated with DC
and its Digital Certificates. Where, all attributes (except
OK field) are updated by administrators to ensure that
only “friendly” nodes are provided with DC.

Table 2: Digital certificate database

Nodes OK Digital Certificate

IPN1
yes DCN1

IPN2 yes DCN2

IPN3
no DCN3

... ... ...
IPNn yes DCNn

3.3 Digital Certificate Providing

We propose a digital certificate providing model which
secure that

1) Malicious node can not action as CA node to provide
DC to member node;

2) Only the valid member node receives the DC from
CA node.

There are two DCP and DCACK packets are used to pro-
vide the Digital Certificates for all nodes. They have the
structures similar as RREQ and RREP packets, DCP
packet has a new field named DC to store the digital
certificate, DCACK has two new fields named ACK and
KEY, they save acknowledge information and public key
from member node. The steps to provide the DC for all
nodes following:

• The first, administrators update DC of “friendly”
nodes to DCDB. Member nodes can not to collab-
orate in the route discovery process until they have
received DC from NCA.

• The second, periodically after TDC time interval,
node NCA checks all nodes are provided with DC
by using the DCDB information. If exist node Nδ
that it is not provided with DC (OK = False), NCA
broadcasts the DCP packet to provide the DC for
Nδ.
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• Continuous, when receiving DC, node Nδ sends
DCACK packet back to NCA to confirm that member
node already receives DC if DCP packet is sent by
NCA and sent for it.

• Finally, when receiving packet DCACK , NCA checks:
If the packet is sent by Nδ, NCA updates OK value
is true to DCDB, else this process is fail.

3.3.1 Broadcasting DCP Packet and Saving DC

Node NCA provides a DC for node Nδ by broadcasting
DCP packet, is improved from algorithm broadcasting
RREQ packet of AODV following:

1) Generating DCP packet: Node NCA creates DCP
with DCNδ and broadcasts it to all its neighbors as
Formula 2.

NCAbroadcasts : DCP ← {RREQ∗ +DCNδ}. (2)

Where RREQ∗ is the original RREQ packet of
AODV protocol and DC is Nδ ’s Digital Certificate.
CS field value in DC that it is calculated as For-
mula 3.

DC.CS ← En(DC.CS, kNδ+). (3)

2) Checking DCP and saving DC: When node Nδ re-
ceives the DCP packet, it tests that DCP is sent by
NCA and provided DC for Nδ. If all the conditions
are satisfied, Nδ saves DC into its cache and uni-
casting the DCACK packet to confirm for NCA. On
contrary, the packet is dropped, see in Algorithm 2.

Algorithm 2 Testing and Saving Digital Certificate;

Input: DCP packet; Output: True if DC is saved suc-
cessful; Else return False;

1: Boolean TestAndSaveDC(DCP P)
2: Begin
3: val1 ← De(P.DC.CS, kNδ−);
4: val2 ← De(val1, kNCA+);
5: If val2 != H(P.DC.AllF ields\{CS}) Then
6: Dispose(P) and Return False;
7: Else
8: P.DC.CS ← val1;
9: SaveToCache(P.DC);

10: Sends DCACK packet back to NCA;
11: Return True;
12: End

We clearly see that malicious nodes can easily receive
DCP packet come from the NCA node because they are
sent in the form of a broadcast. However, the malicious
node can not decrypt the contents of the certification in
DC of DCP packet because it does not know the secret
key of Nδ node. If exists any change in the DC packet
resulting in command 5 in Algorithm 2 is true, the DCP
packet is canceled, the DC proveding process is fail.

3.3.2 Replying the DCACK Packet

Member node Nδ sends a DCACK packet back to con-
firm for NCA, this algorithm is improved from unicasting
RREP packet algorithm of AODV following:

1) Generating DCACK packet: After saving DC success-
fully, node Nδ unicasts confirmation packet DCACK
to back NCA as Formula 4.

Nδunicasts : DCACK ← {RREP ∗ +ACK +KEY }
(4)

Where RREP ∗ is the original RREP packet of
AODV routing protocol and ACK field is calculated
by Formula 5, KEY field value is its public key.

DCACK .ACK ← En(En(H(IPNca), kNδ−), kNca+))
(5)

2) Checking DCACK and updating DCDB: When node
NCA receives the DCACK packet, it tests DCACK
packet is sent by Nδ and it is target node. If all
the conditions are satisfied, NCA updates successfully
provided DC to DCDB, on contrary, the packet is
dropped, see in Algorithm 3.

Algorithm 3 Testing DCACK and Updating DCDB

Input: DCACK packet; Ouput: True if DC is provided
successful; Else return False

1: Boolean TestDCACK(DCACK P)
2: Begin
3: val1 ← De(P.ACK, kNCA−);
4: val2 ← De(val1, P.KEY );
5: If val2 != H(IPNca) Then
6: Dispose(P) and Return False;
7: If (IPNδ exists in DCDB) Then
8: DCDBRow row ← DCDB.Rows[IPNδ ];
9: row.OK ← True;

10: Return True;
11: Else
12: Dispose(P) and Return False;
13: End

We clearly see that a malicious node can hardly receive
DCACK packet because this packet is sent in unincast
form. Moreover, malicious nodes can not be act as Nδ to
send DCACK packet to NCA. The reason is because it
does not have the secret key of Nδ, and the public key of
Nδ was administered by NCA.

4 AODVDC: Improved Protocol
Using Digital Certificates

An algorithm has been designed based on reactive routing
protocols accepted as standards for routing in MANETs
such as AODV. However, the AODV protocol have not
any security mechanism for discovery route processing.
This is the hole which can be easily exploited by hackers
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to attack the network by modifying the control packets
with fake information. Improved protocol named AOD-
VDC, is proposed by integration of DC authentication
algorithm into AODV protocol includes the two phases:
Broadcasting route request packet and unicasting route
reply packet. The control route packet structures of new
protocol is improved from control route packets in AODV,
they are supplemented a new field named DC as Figure 3.

RREQ packet

DC field

(a) New RREQ packet

RREP packet

DC field

(b) New RREP packet

Figure 3: Control packet structures of AODVDC

4.1 Broadcasting Route Request Packet

Figure 4 describes route request algorithm using DCa
method, it is improved from AODV route discovery al-
gorithm as following:

1) Generating RREQ packet: If source node (NS) has
not a route to destination node, it starts a new route
discovery process by broadcasting the RREQ packet
to its all neighbors described as Formula 6.

NSbroadcasts : RREQ∗ +DCNS (6)

Where RREQ∗ is the original RREQ packet of
AODV routing protocol and DC is its Digital Cer-
tificate.

2) Processing and forwarding RREQ packet: When a
node receiving a RREQ packet, intermediate or des-
tination node (Ni) processes the packet following:

• If it has not the DC Then Ni drops RREQ
packet and The end;

• Else, Ni tests the preceding node ’s DC in
RREQ packet using IsValidDC() function. If
DC is invalid Then Ni drops the RREQ packet
due to discovered route has malicious node and
The end;

• Else, if current node is the destination, it just
simply generates and sends back the RREP
packet and The end;

• Else, it updates a reverse route toward the
source node and updates the RREQ packet us-
ing its information and DC before continuous
broadcasting the RREQ packet to its all neigh-
bors.
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Figure 4: Improved request route algorithm

4.2 Unicasting Route Request Packet

Figure 5 describes route reply algorithm using DCa
method, it is improved from AODV route reply algorithm
as following:

1) Generating RREP packet: A node generates the
RREP packet if it is either the destination (ND) or
an intermediate (Ni) which has a “fresh” route to the
destination described as Formula 7.

NDunicasts : RREP ∗ +DCND (7)

Where RREP ∗ is the original RREP packet of
AODV routing protocol and DC is its Digital Cer-
tificate.

2) Processing and forwarding RREP packet: When a
node receiving a RREP packet, intermediate or des-
tination node (Ni) processes the packet following:

• If it has not the DC Then Ni drops this packet and
The end;

• Else, Ni tests the preceding node ’s DC in RREP
packet using IsValidDC() function. If DC is invalid
Then Ni drops the RREP packet due to discovered
route has malicious node and The end;

• Else, if current node is the source node, it just simply
saves a new route or updates if better than existing
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route and send data packets from queue to the des-
tination node through discovered route;

• Else, it saves a route to the destination node and
updates the RREP packet using its information and
DC before continuous unicasting the RREP to back
source node.
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Figure 5: Improved reply route algorithm

5 Simulation Results

We evaluate the Whirlwind attacks prevention perfor-
mance of AODVDC on simulation system is NS2 - ver-
sion 2.35 [11]. The simulation area was a rectangular
region with a size of 2000 x 2000 m2, which was cho-
sen to ensure that there existed multiple hops within the
network. We use 802.11 MAC layer, 100 normal nodes
move with 30m/s maximum speeds under Random Way-
point [21] model, 1 malicious node stays at the center
position (red rectangle in Figure 6) and starts to attack
at 500s.

Each scenario has 10 pairs of communicating nodes,
source sending out constant bit rate (CBR) traffic with
packet sizes of 512bytes, rate of 2 packet per second. The
first data source is started at second of 0, the following
data source is 5 seconds apart from each node. Time
1000 seconds for simulation, FIFO queue type, the detail
of simulation parameters are listed in the Table 3.

Figure 6: NS2 simulation screen

Table 3: Simulation parameters

Parameters Setting

Simulation area (m) 2000 x 2000
Simulation time (s) 1000
Number of nodes 101 (1 malicious nodes)

Attack point-time (s) 500th

Wireless standard IEEE 802.11
Ratio range (m) 250
Mobility model Random Waypoint
Mobility speed (m/s) 1..30
Number of connection 10 UDPs
Traffic type CBR
Data rate 2 pkt/s (512 bytes/pkt)
Queue type FIFO (DropTail)
Routing protocols AODV, ARAN and AODVDC
Nca N50

Some used metrics for evaluation following: Packet
overhead for providing DC, packet delivery ratio (PDR),
routing load (RL) and end-to-end delay (EtE).

5.1 Packet Overhead for Providing DC

We analyse the packet overhead (DCP and DCACK) for
providing the DC in normal network topology. The first
scenario simulates for 100 nodes used AODVDC protocol,
all DC of normal nodes are setup in DCDB; The second
scenario simulates for 100 nodes used AODVDC protocol
with 80 normal nodes from 0 to 79 identify in DCDB; The
final scenario, we use a scenario similar to the second sce-
nario, and 20 new nodes are installed into DCDB at 300th
seconds. The simulation results in Figure 7 shows that
AODVDC needs total 57,908 packets DCP and DCACK
overhead and 560s to provide DC for all 100 nodes. For
the second scenario, there are total 30,096 packets over-
head and providing DC has finished during 200s. In the
final scenario, there are 36,253 packets overhead and 420s
for finished providing DC.
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Figure 7: Packet overhead for providing DC

5.2 Whirlwind Attack Prevention Perfor-
mance

The main purpose for whirlwind attack is to destroy data
packets, reduced packet delivery ratio. Figure 8 shows
that packet delivery ratio of AODV go down significantly
under whirlwind attacks, reduced during simulation times
from seconds 500th. The packet delivery ratio of AOD-
VDC increasing from seconds 600th because it uses first
560 seconds for providing DC for member nodes. After
1000s for simulation with 10UDP connections, the packet
delivery ratio of AODV is 71.04% for normal network
topology down to 58.02% under whirlwind attacks, re-
duced 13.02%. The ARAN packet delivery ratio is 59.51%
and AODVDC is 65.49%. It is then clear that the AOD-
VDC packet delivery ratio is improved significantly and
has better packet delivery ratio compared to ARAN.
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Figure 8: Packet delivery ratio; WW: Whirlwind, NM:
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5.3 Routing Load

The AODVDC routing load is larger than original one
due to proposed approach used overhead packets DCP
and DCACK for providing the DC for all member nodes.
Figure 9 shows that the routing load of AODVDC is larger
than AODV, reduced during simulation times due to fin-
ished providing DC for member nodes. After 1000s for
simulation with 10UDP connections, the routing load of
AODVDC is 22.37pkt, AODV is 17.74pkt and ARAN is

20.05pkt.
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Figure 9: Routing load; WW: Whirlwind, NM: Normal

5.4 End-to-End Delay

Figure 10 shows that all security protocols have end-to-
end delay is higher than AODV because of they used RSA
public key encryption and hash function SHA1 for secu-
rity goal. After 1000s for simulation, end-to-end delay of
AODV is 0.867s, ARAN is 1.214s and AODVDC is 1.279s.
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Figure 10: End-to-End delay; WW: Whirlwind, NM: Nor-
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6 Conclusion

We proposed a mechanisms to manage and provide digital
certificates (DC) for Mobile Ad hoc Network (MANET)
without public key infrastructure. A new routing proto-
col named AODVDC by integrating our solutions into the
discover route process from AODV protocol. The simula-
tion results showed that our approach has better perfor-
mance in terms of packet delivery ratio, routing load and
route discovery delay compared to related works under at-
tack scenario. However, AODVDC has routing load and
end-to-end delay are larger than AODV because it uses
new control packets for providing DC for member nodes
and uses RSA [6] public key encryption, SHA1 [14] hash-
ing function.

In the future, we will setup AODVDC with large key to
improve the security performance using TLS library [19]
and comparison with related works.
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Abstract

Body Area Networks (BANs) are composed of multiple
devices that measure, collect, forward and analyze physi-
ological and medical data that may be used for different
purposes like activity tracking, health monitoring or med-
ical treatments. Given the type of data BANs manage,
several security requirements must be addressed: confi-
dentiality, integrity, privacy, authentication and autho-
rization. This survey studies various proposals that aim
to satisfy BAN security requirements, their advances and
remaining challenges. We found that the mentioned re-
quirements have not been comprehensively considered;
the majority of the studied proposals do not address the
entire BAN architecture, they focus on specific compo-
nents. Although supporting security of individual BAN
components is relevant, a comprehensive security view of
an entire BAN environment is needed.

Keywords: BAN Security; Body Area Networks; eHealth

1 Introduction

Body Area Networks (BANs) enable wired and wireless
communications among different types of devices, such as
wearable and implantable sensors, smartphones, tablets
and external servers, to collect physiological data for dif-
ferent purposes, particularly to support medical decisions
and improve medical care. Data collected by BANs is con-
sidered sensitive, thus several security requirements must
be addressed. If unauthorized entities gain access to this
kind of data, patients may suffer diverse consequences,
like job or insurance losses. Modified data may lead to
wrong medical decisions; for example, an insulin pump
may inject a wrong insulin dose [32,38].

This survey studies different proposals that address se-
curity in BAN environments. We classified these propos-
als using two criteria: addressed security requirements
and considered BAN components. The former aspect in-
cludes confidentiality, authentication, authorization, in-
tegrity and availability. The latter aspect considers BAN

components including devices that measure physiologi-
cal data (sensors and actuators), forward data (personal
servers, smartphones or tablets), and store data (external
servers and cloud).

We found that the studied projects only secure one
or two components of a BAN architecture, sensors and
actuators in particular. Although some BAN components
are being secured, there is not a comprehensive security
proposal for an entire BAN architecture. In order to build
this comprehensive view, we must consider other devices
like external servers, cloud services that store collected
data, and even auxiliary devices, like gateways and access
points.

Having a comprehensive view of the entire BAN archi-
tecture enables analysts to see security issues that may
be hidden otherwise. For instance, some security solu-
tions that work on external servers and cloud services,
may not work on sensors and actuators because of their
processing restrictions. Key management is particularly
challenging, as it must consider different aspects for sen-
sors and actuators, and for external servers. For example,
some proposals generate keys using data collected by the
sensors; however, a personal or external server cannot au-
tomatically compute these keys.

The rest of the paper is organized as follows: Section 2
presents an overview of BAN components and their inter-
actions, Section 3 summarizes BAN security requirements
and classifies the studied proposals according to addressed
security requirements and BAN components, and Section
5 presents open issues. Section 6 concludes.

2 Body Area Network (BAN) Ar-
chitecture

This section presents the main BAN components and
types of communications. Later, we will use these char-
acteristics to classify the studied security proposals.
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2.1 Components

We identified the following categories of BAN compo-
nents: Sensors and actuators, personal servers, auxiliary
network devices, channels, external servers, and cloud ser-
vices. Figure 1 illustrates BAN components and their in-
teractions.

Sensors and Actuators: Sensors are implanted or wear-
able devices [10] that measure human physiological
functions and environmental features. Actuators are
devices that perform specific tasks; for example, the
actuator in an insulin pump injects an insulin dose
to a patient. Sensors and actuators may be part of
a single device; Implantable Medical Devices (IMD)
for instance, have sensors, actuators, and even a
CPU [46]. Figure 1 shows several sensors: electroen-
cephalography (EEG), electrocardiography (ECG),
blood pressure and motion sensors.

Personal servers: These computing devices collect data
from the sensors, temporarily store them, and for-
ward them to interested parties, like a patient’s med-
ical team or family [8]. Different devices can be used
as personal servers depending on a patient’s move-
ment restrictions; personal computers or laptops may
work for users with mobility restrictions while tablets
or smartphones are more adequate for physically ac-
tive users. Figure 1 shows two devices that may work
as personal servers: a tablet and a laptop.

Auxiliary Network Devices and Channels: We consider
access points, gateways and cellular towers as auxil-
iary network devices, as these devices enable commu-
nications among components. Most communications
are wireless, since the majority of possible personal
servers have Wi-Fi antennas or use cellular networks,
like smartphones and tablets. A BAN may also have
wired communications; for example, when it includes
a server deployed in a hospital. Figure 1 shows the
following auxiliary devices: an access point, a gate-
way and a cellular tower.

External servers: External servers are medium and big-
sized computing devices that gather and store infor-
mation sent by several personal servers that belong to
different patients. External servers may keep records
for a high number of patients and records may have
different types of data, like documents, diagnostic
images or videos. Therefore, it is desirable to have
servers with high storage and processing capacities.

Cloud: Cloud computing services provide additional
storage and computing resources that may be needed
in several contexts. For example, hospitals that have
a high number of patients can use cloud storage.
Cloud services may be used to analyze data for dif-
ferent purposes, like studying diseases and their be-
havior or creating predictive models.

2.2 Communication Types

We organized communication types in tiers, based on
distance between communicating devices and the human
body: Intra-BAN for close range, Inter-BAN for medium
and Beyond-BAN for long range communications [10].
Figure 1 illustrates this classification.

Intra-BAN Communications: This tier covers commu-
nications happening within a two-meter radio from
the human body, meaning that this tier comprehends
sensor-to-sensor and sensor-to-personal server com-
munications. In this tier, communications are typi-
cally wireless, using technologies such as Bluetooth
and ZigBee, however wired communications are also
possible.

Inter-BAN Communications: This tier covers communi-
cations between personal servers or sensors and an
auxiliary network device to reach external servers.
Internet or cellular networks can be used to establish
this kind of communications. There are two types of
architecture for Inter-BAN: infrastructure-based or
ad hoc-based. The first one is used when a patient is
confined within a limited space, like a room. In con-
trast, the ad hoc-based architecture allows a wider
coverage, since it uses multiple access points to con-
nect several networks [10].

Beyond-BAN Communications: The third tier cov-
ers communications between an access point, exter-
nal servers and cloud resources, possibly covering
metropolitan areas. In most cases a BAN needs a
gateway to enable a connection between Inter-BAN
and beyond-BAN devices [10].

3 Security Requirements and So-
lutions in a BAN Architecture

Different governments have different regulations to con-
trol management and address security concerns of health
related information.

In the United States, the Health Insurance Portabil-
ity and Accountability Act (HIPAA) provides legislation
and security provisions for safeguarding medical informa-
tion [31,32,62]. The European Union published, in 2016,
a new regulation to protect personal data. This regu-
lation ‘provides more rights to citizens to be better in-
formed about the use of their personal data, and gives
clearer responsibilities to people and entities using per-
sonal data. [15]. Australia’s Personally Controlled Elec-
tronic Health Records and Canada’s Health Information
Legislation also protect patient’s data. Other countries
are also working on legislation to protect medical data of
their citizens.

Some international standards also address these secu-
rity concerns. The European Committee for Standardiza-
tion (CEN/TC 251 - CEN Technical Committee 251) has
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Figure 1: This figure illustrates components and communication types in a BAN architecture. Dashed thin lines show
sensor-to-sensor communications and dashed thick lines show sensor-to-personal server communications. A smart
watch is used as a sensor and also as a gateway, to send data from sensors to a smartphone, tablet or laptop that
serves as the personal server. An access point and a gateway enable communication between personal and external
servers. Beyond-BAN communications include communications with elements beyond the access point. Cellphones
may use internet or a cellphone network to send data, while laptops and tablets usually do not have access to cellular
networks and send data via internet. Extended from [10].

worked to define a standard for data management in the
fields of Health Information and Communications Tech-
nology in the European Union. The standard establishes
requirements for data compatibility and interoperability
between systems, as well as data security requirements.
The Technical Committee on health informatics of the
International Organization for Standardization (ISO/TC
215 ) has already delivered several standards regarding
security of medical records [1].

The IEEE 802.15.6 standard [28] identifies three secu-
rity levels for BANs.

Level 0. Unsecured communication: No authentication
or encryption techniques are used while sending mes-
sages.

Level 1. Authentication but not encryption: Authentica-
tion and some integrity validation are implemented.

Level 2. Authentication and encryption: Messages are
transmitted in authenticated and encrypted frames.
The standard also considers integrity, confidentiality
and privacy.

Authorization, data freshness and software correctness
are security requirement that also appear in a BAN con-
text. In addition, different BAN components, with dif-
ferent features, interact to collect, process and forward
data. These components may use different protocols to
send sensitive data and may belong to different owners
generating a large attack surface and several security con-
cerns.

In this survey we looked for advances and remaining
challenges in BAN security. To do so, we selected ex-
tended /full papers published in international conferences
or journals between 2008 and 2016, that had BAN and se-
curity, or variations of these, as keywords. The variations
of BAN included Body Area Networks and Body Sensor
Networks, and the variations of security included confi-
dentiality, integrity, authentication, authorization, avail-
ability and software correctness. We also looked for the
first appearances of body sensors security and included
one paper from 2003.

3.1 Confidentiality

The goal of this requirement is to guarantee that unau-
thorized people cannot read protected data. Since sensors
generate physiological information that may reveal a dis-
ease or disability, data confidentiality is a relevant security
requirement in BAN systems [38]. It is important to pro-
tect patient’s data during transmission between devices,
as well as in storage. In addition to medical data, BANs
must also protect their device’s information such as iden-
tification numbers, location, function, configuration and
type [47].

3.1.1 Data Encryption and Key Generation

In our set of papers, cryptography is the most stud-
ied mechanism to offer confidentiality. However, imple-
menting encryption algorithms for a BAN can be chal-
lenging due to power, memory and processing limita-
tions, and low communication ranges of sensors and actu-
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Table 1: Papers addressing BAN security requirements per year
2003 2008 2009 2010 2011 2012 2013 2014 2015 2016 Total Percentage

Confidentiality
Data Encryption
Secret 0 1 0 0 1 0 1 2 2 0 7 14.8 %
Elliptic Curves 0 0 0 1 1 2 0 1 1 1 7 14.8 %
Total 0 1 0 1 2 2 1 3 3 1 14 29.7 %
Key Generation
Physiological Signals 1 2 2 3 2 2 3 1 0 1 17 36.1 %
Channel Characterization 0 0 0 0 2 2 3 0 0 0 7 14.8 %
Total 1 2 2 3 4 4 6 1 0 1 24 51%
Key Distribution
Fuzzy vault 1 1 1 1 0 2 2 0 0 1 9 19.1 %
Diffie-Hellman 0 0 0 1 1 1 1 1 0 1 6 12.7 %
Other 0 2 0 0 1 1 1 2 3 1 11 23.4 %
Total 1 3 1 2 2 4 4 3 3 3 26 55.3%
Access Control
Authentication 1 3 2 4 6 6 8 3 3 3 39 82.9 %
Authorization 0 0 1 1 1 0 3 0 1 1 8 17 %
Integrity
Hash Functions 1 0 0 1 2 1 5 1 1 0 12 25.5 %
Session Management 0 1 0 2 3 0 4 1 1 1 13 27.6 %
Availability
DoS Attack Protection 0 0 1 1 0 2 0 0 0 0 4 8.5 %
Total number of studied papers 47

ators [11, 12, 31, 38]. There is another challenge, in some
scenarios data must be easily accessed; for example, in a
medical emergency. If patient’s data is encrypted and the
key is not available, then a patient may not receive proper
attention [17].

Considering restrictions of sensors and actuators, most
of the solutions (38 out of 47 papers, see Table 2) look
for efficient encryption methods. The most studied algo-
rithms are secret key encryption and elliptic curve cryp-
tography. Also, physiological values and channel charac-
teristics are used as seeds to generate encryption keys.

Data encryption: Half of the papers that address data
encryption use secret key cryptography [6, 18–20,34,
35,49], while the other half use Elliptic Curve Cryp-
tography [25,30,33,36,37,45,52].

1) Secret Key Cryptography: Secret key algorithms are
more suitable for BAN architectures than asymmet-
ric key algorithms, because they use shorter key
lengths, thus requiring shorter random numbers and
less computational and energy resources [37]. In ad-
dition, symmetric encryption and decryption proce-
dures are faster, making this algorithm better for
emergency cases, where doctors will need to retrieve
data as fast as possible. On the other hand, se-
cret key algorithms must resolve the problem of key-
distribution.

2) Elliptic Curves Cryptography (ECC): Since 2010
ECC has gained research interest (see Table 1). ECC
is suitable for BAN architectures because it uses
small keys; a 160-bit ECC key is as strong as a
1024-bit RSA key [33]. According to the NIST [9], a

2048 RSA key is equivalent to a 224 ECC key [37].
ECC keys can be distributed using protocols such
as Diffie-Hellman. Furthermore, these keys can be
used to create digital signatures for authentication
purposes [25,30,33,36,37,45,52]. However, ECC im-
plementations still must handle unsolved problems,
including the creation of a random number genera-
tor for private keys, and the distribution of initial
parameters [54].

Key Generation:

1) Physiological Values (PVs): PVs are used by around
a third of the studied proposals, to generate encryp-
tion keys [11,26,40,42,44,46,50,59–61,64,66,67,69].
Some PVs are used as seed for key generation because

a. They are universal, as the majority of popula-
tion have them;

b. Two people do not share the same PVs;

c. They are easy to collect and to measure;

d. They are adequate for low computational power
devices;

e. They are difficult to reproduce;

f. They are random [43,62].

The Heart Rate Variability (HRV) is the most used
PV. Several sensors, such as electrocardiograms (ECG or
EKG) and photoplethysmograms (PPG), can measure it.
An alternative PV is body acceleration where motion sen-
sors measure body movements [41]. Not all PVs are good
seeds for key generation because their possible values are
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not as variable as the HRV [62]. For example, blood glu-
cose, blood pressure and temperature values are expected
to be within a predefined small range. Some advantages
of using PVs are:

1) Sensors do not need to generate random numbers re-
ducing processing and power consumption;

2) Key security is improved; keys do not have to be
distributed as all sensors for the same patient will
be able to use the same PV to generate a shared
encryption key.

Although PVs have several advantages there are several
issues that must be solved before they are more widely
accepted:

1) Some PVs can be remotely measured [3, 14], giving
unauthorized devices the possibility of generating the
shared key;

2) BAN architectures with diverse sensors, measuring
different PVs, cannot have a single shared key for all
the devices;

3) Personal servers would need access to a given PV to
be able to create a key shared with the sensors.

Channel characteristics: A different approach, less used,
is to handle channel characteristics for key genera-
tion.

One of the used characteristics is the received signal
strength indicator (RSSI), a wireless channel feature [4,
5, 56, 58, 70]. However, body movements can affect the
strength of the signals produced by implanted sensors as
the waves are diffracted and trapped along the skin sur-
face. The environment and involuntary movements such
as respiration and heartbeat also affect signal strength,
setting the variance of the RSSI values [56, 70]. There is
one important advantage, since devices measure RSSI by
default, there is no need to use computational resources
for key generation.

A different approach, the Body-Coupled Communica-
tion (BCC), uses the human body as the communication
channel [7]. Some researchers state that BCC may pre-
vent several attacks because attackers would need to be
very close to their target to be able to communicate [34].
This approach however, does not consider how to pro-
tect communications between sensors or actuators and a
personal server.

3.1.2 Key Distribution

More than half of the studied research projects choose
an available key-distribution algorithm to deliver secret
keys in BAN environments. The most used algorithms
are Diffie-Hellman and Fuzzy Vaults (see Table 2) .

1) Diffie-Hellman: A quarter of the papers that ad-
dress key distribution use Diffie-Hellman for key ex-
change [25, 30, 33, 35–37]. In particular, 5 of these 6

papers adapt the algorithm to use it with ECC to cre-
ate a shared secret key using public information de-
rived from the keys generated using an elliptic curve.
To use Diffie-Hellman with ECC, two devices need
to agree about the curve parameters. With these pa-
rameters, each device

a. Calculates a random number that will work as
the private key;

b. Calculates a point in the curve. This point, mul-
tiplied by the private key, will be the public key.
The shared key will be a device’s private key
multiplied by the other device’s public key.

2) Fuzzy Vault: Around a fifth of the studied papers
use this method for key distribution. In this scheme,
a user A hides a secret key (Ka) using a set of val-
ues Seta � ra1, a2, a3...anx. A different user, B, has
another set of values Setb � rb1, b2, b3...bnx. User B
can obtain the secret key Ka if enough values in Setb
correspond to the values in Seta [29].

In BANs, fuzzy vaults are used to distribute se-
cret keys generated with PVs and channel charac-
teristics. In particular, some proposals use PVs
to create the fuzzy vault that protects a secret
key [11, 40–42, 60, 61, 69]. In [70] and [58], the au-
thors use channel characteristics to create the sets
for the fuzzy vault. Additionally, in [27] an enhanced
fuzzy vault scheme is used to achieve access control.
Fuzzy vaults are adequate because they can handle
small errors in the measurements of PVs and chan-
nel features; users need to provide some of the values,
but not necessarily all of them.

3) Other algorithms: The remaining proposals use other
key-distribution algorithms. Among them, Distri-
bution centers, with one node in charge of deliver-
ing keys to other devices, is the most used proto-
col [6, 23, 33, 36, 45]. Some proprietary protocols are
also used [52,59].

The Internet Security Association and Key Man-
agement Protocol (ISAKMP) is also used to imple-
ment key exchange procedures and create encrypted
connections between two endpoints [39]. Although
ISAKMP may be used as a security framework in
BAN scenarios, a previous study (where personal
servers, in a patient’s home, forward medical data,
measured by sensors, to a hospital), showed that im-
plementing this protocol increases bandwidth and en-
ergy consumption [13].

4) Key Agreement: Some proposals [26, 61] use phys-
iological values and channel features to run a pre-
defined algorithm and generate a shared secret key.
Keys are generated, they do not need to be dis-
tributed. Some solutions for key agreement also in-
clude notifying a patient when a key agreement pro-
cedure is occurring in the network; for example, gen-
erating a brief vibration [19].
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3.2 Access Control

Access control must guarantee that only authorized enti-
ties; users, processes or devices; will have access to data
collected, forwarded and stored by BAN devices. To guar-
antee access control, two requirements must be addressed:
authentication and authorization.

3.2.1 Authentication

Authentication allows a BAN to establish the identity of
a given component, stopping devices that do not belong
to a BAN from gaining access to private data. Attackers
may pose as a legitimate device, like a sensor or a personal
server, to eavesdrop, steal, or send erroneous information,
possibly affecting sensors and actuators functionality [12,
32,38,48].

Most of the studied proposals (around 83%) present
authentication protocols. These protocols may work in
conjunction with a key-agreement protocol or may work
independently. For example, some authors propose using
PVs, channel characteristics or devices’ identifications to
achieve authentication; if a particular sensor can measure
a defined PV, that sensor must be implanted or have phys-
ical contact with a patient and should be authenticated
as a component of a given BAN [11, 26, 40–44, 46, 50, 59–
62,64,66,67,69].

However, new techniques for measuring a PV without
physical contact with the user are emerging. In one exam-
ple authors implemented two methods for retrieving HRV
from videos of human faces [3]. Another example im-
plemented a microwave Doppler for non-contact through-
clothing measurement of chest wall movements to obtain
heart and respiration rates [14]. Although currently these
techniques are not widely used, they suggest that authen-
tication based on proximity may not be enough in the
future.

Proposals that use channel characteristics for authen-
tication also assume proximity; only legitimate sensors
would be attached to a user and could share the same
communication channel in order to have similar RSSI val-
ues [5, 34,55,56,58,63,70].

Other proposals use a device’s identification number
for authentication; during an installation phase the id
number is registered as part of a group. Later, that de-
vice sends its identification and a BAN node, in charge
of the authentication, checks if that ID belongs to the
group [5, 6, 17, 19, 33, 35, 36, 45, 49, 52]. These approaches
may not be enough because identifiers may be faked.

Ho [25] evaluates three authenticated key agreement
protocols for Intra-BAN communication: out-of-ban pub-
lic key exchange, where the devices send their public keys
over a secured separate channel. A password to alter the
shared key, so only entities with the password can ac-
cess the key. A numerical display, where a hash is used
to guarantee that the other party has the necessary key
to obtain the same hash. The implementations of these
protocols are found to be resistant against impersonation
and man-in-the-middle attacks; additionally, the use of

the password protocol is strong to offline dictionary at-
tacks. The author claims that these protocols have been
adopted into the IEEE standard on BAN [28].

Previous protocols do not explicitly consider move-
ment. If a person can move, authentication and autho-
rization may be more difficult as sensors and communi-
cations would need to switch from one access point to
another. In this case the authentication protocol should
be able to manage re-authentication to provide the same
set of established services at the second access point [65].

3.2.2 Authorization

Authorization requirements restrict access to a patient’s
medical information according to predefined access rules.
For instance, a hospital may have several BANs to mon-
itor several patients storing all data in the same server.
However, not all doctors and nurses should have access
to information of all patients, only medical personal di-
rectly involved with a patient should have access to his or
her information. A BAN must implement authorization
mechanisms to present data only to authorized entities,
like a patient’s medical team. In addition, an authorized
entity should have access exclusively to needed informa-
tion; for example, doctors should have access to all the
information about the patient, but a pharmacist should
only have access to drug prescriptions. A role-based ac-
cess control is, therefore, necessary in a BAN architecture
with multiple users [32].

An approach suggests the creation of behavioral pro-
files based on access patterns to and from devices in a
BAN. Only access requests that are consistent with the
profiles are allowed. An authorization mechanism may
perform mitigation strategies to control inconsistent re-
quests including passive actions like generating alerts or
active actions like jamming the signal to deny access to
data [68]. An alternative approach builds behavioral pro-
files based on places and times. Users, including doctors
and nurses, only are allowed to access information from
particular locations, such as consulting rooms and hospi-
tals, at specific hours [24].

A different approach uses access policies based on at-
tributes. Every user is assigned a set of attributes �n� and
a minimum threshold for authorization �d� is established.
If a user has �d� out of �n� attributes, then he or she is
authorized to access a piece of information from the BAN
personal server [27,49].

Finally, some proposals use additional devices to per-
form authentication tasks; an additional device may
be used as a proxy for communications among sensors
and personal servers, and it allows or denies access re-
quests [66].

Regarding intra-BAN components and communica-
tions, one approach is to authenticate and authorize sen-
sors and actuators using proximity. Only devices in close
proximity or with physical contact to the human body are
authorized to obtain information from sensors [44,46].

We found that only a few of the studied proposals ad-
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Table 2: Security requirements addressed by the studied projects. Encryption, Key Distribution and Authentica-
tion are the most studied requirements. (Conventions. Sum: Summary, ECC: Elliptic Curve Cryptography, PV:
Physiological Values, CC: Channel Characteristics, Sec: Secret Keys)

Papers Security Requirements
Confidentiality Access Control Integrity Availability

Encryption Key Distribution
Sum ECC PV CC Sec Sum Fuzzy Diffie- Other Authentication Authorization Hash Session DoS Attack

Vault Hellman Functions Management Protection
[43] c - c - - - - - - c - c - -
[52] c c - - - c - - c c - - c -
[20] c - - - c - - - - - - - - -
[25] c c - - - c - c - c - - - -
[42] c - c - - c c - - c - - - -
[64] c - c - - - - - - c - c - -
[22] - - - - - - - - - c - - c -
[45] c c - - - c - - c c - - - -
[27] - - - - - c c - - - c c c -
[23] - - - - - c - - c - - c - -
[70] c - - c - c c - - c - c c -
[69] c - c - - c c - - c - c - -
[13] - - - - - c - - c c - - - -
[30] c c - - - c - c - c - - c -
[37] c c - - - c - c - - - - - -
[63] c - - c - - - - - c - - - -
[6] c - - - c c - - c c - - c -
[49] c - - - c - - - - c c - - -
[36] c c - - - c - c c c c - - -
[50] c - c - - - - - - c - - - -
[18] c - - - c - - - - - - - - -
[58] c - - c - c - - c c - - - -
[2] - - - - - - - - - - - - - c

[33] c c - - - c - c c c - c - -
[5] c - - c - - - - - c - c c -
[53] - - - - - - - - - - - - - c

[41] c - c - - c c - - c - - - -
[4] c - - c - - - - - - - - - -
[19] c - - - c c - - c c - - - -
[34] c - - c c - - - - c - c c -
[46] c - c - - - - - - c c - - -

[26] c - c - - c - - c c - - - -
[56] c - - c - - - - - c - - - -
[68] - - - - - - - - - c c - c -
[55] - - - - - - - - - c - - - -
[61] c - c - - c c - - c - - c -
[17] c - - - - - - - - c - - - -
[62] c - c - - - - - - c - c c -
[66] c - c - - - - - - c c - c -
[60] c - c - - c c - - c - - c -
[44] c - c - - - - - - c c - - c

[59] c - c - - c - - c c - - - -
[11] c - c - - c c - - c - c - -
[35] c - - - c c - c - c - c - -
[40] c - c - - c c - - c - - - -
[67] c - c - - - - - - c - - - -
[24] - - - - - - - - - c c - - c

Total 38 7 17 7 7 24 9 6 11 39 8 12 13 4
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dress authorization requirements (see Tables 1 and 2).
However, as previously mentioned, not every agent in a
BAN should have access to all data.

3.3 Integrity

Attackers may use several methods to modify a packet;
they may capture and edit a packet, and then forward it
to a server, or create radio interference to alter bits be-
fore a packet reaches a destination [38]. Interference by
natural reasons is also possible. There are various con-
sequences; an actuator that receives modified commands
will not act according to the actual situation, and an ap-
plication that receives erroneous data will generate false
alarms. In any case, a secure BAN architecture should
guarantee that data have not been modified during trans-
mission or storage [12,32,38,48,51].

In addition to unauthorized modifications detection,
a BAN also needs to avoid Replay Attacks. In replay
attacks adversaries resend/replay old packets trying to
make servers believe those packets are valid, possibly
generating false alarms or failing to generate warnings.
To prevent replay attacks, personal and external servers
should evaluate data freshness, a property that indicates
if the received information is recent and arrives when ex-
pected [32, 38, 48, 51]. To support integrity and avoid re-
play attacks, the studied proposals use hash functions and
session identifiers.

Hash functions. Hash functions are used to verify in-
tegrity of a message or stored data by calculating a
fixed-size number for a data stream.

Around a quarter of the studied proposals (see Table 2)
use hash values to protect messages with medical data.
Almost half of these proposals use one of the following
hash algorithms: SHA-1, SHA-256, MD5, cyclic redun-
dancy check (CRC) and digests, while the other half use
Message Authentication Codes (MAC) [5,27,33–35,69].

A different approach is to use external resources to
support integrity checks of stored data. One option is
to delegate integrity evaluation, of information stored in
external servers, to cloud computing services [23].

Session Management: Replay attacks can be prevented
by using session identifiers, such as random num-
bers [17, 30, 60, 66, 70] and timestamps [6, 22, 27], or
by attaching a device ID and a data counter to every
message to keep track of arrived messages and avoid
repeated ones [5]. It is worth mentioning that only
using a device ID and a counter is a technique that
may be vulnerable to some attacks, as these values
can be guessed.

One of the studied proposals [52] uses databases to store
hash values of every received message. If the hash value
of an arriving message already is in the database then the
message is discarded. Alternatively, in [68], a sequence
number is added to every message to track repeated or
missing packets in a communication session. Channel

characteristics may also be evaluated to find anomalies.
If an anomaly is detected, then suspicious packets are
jammed.

3.4 Availability

This security requirement, in a BAN, aims to guarantee
that data and devices are available whenever they are
needed. Physiological and medical information must be
available when needed and during emergencies for doc-
tors, nurses and paramedics [31, 32, 47, 48]. Each and ev-
ery component must be available; if a network does not
have enough capacity to transfer all packets, then servers
cannot receive data on time [38,47]. If other components,
like sensors or servers, are compromised then information
cannot be generated or received and warnings cannot be
generated.

This requirement is the least studied; only a few of the
considered works use protocols to avoid attacks on avail-
ability, like Denial-of-Service (DoS) attacks. Two meth-
ods were proposed to detect and mitigate these attacks.
In the first one, Adaptive Network Profiles, authors cre-
ate profiles of normal behavior based on different network
characteristics like QoS (Quality of Service), traffic pat-
terns and power consumption [2,53]. To detect abnormal
behavior, the network is constantly monitored, if an atyp-
ical behavior is detected, such as a decrease on QoS or
increase in energy consumption, then corrective actions
are performed.

The second method works by controlling high energy
consumption tasks [24, 44]. DoS attacks tend to rapidly
drain sensor’s resources; data transmission tasks are par-
ticularly expensive in energy consumption [44]. To avoid
DoS attacks that send high amounts of data, authors cre-
ated procedures based on proximity; sensors will share
information only with devices that are close to the hu-
man body. Data transmission only occurs in specific sce-
narios at controlled environments, thus reducing energy
consumption.

While the first approach is designed to protect com-
ponents and communications in the beyond part of a
BAN, the second one is designed to protect the intra-
BAN part. Both approaches should be managed within a
single framework to guarantee consistency and protect a
BAN as a whole.

Authentication procedures also consume more power
than other tasks. To avoid battery draining in this case,
an approach suggests using profiles; devices only accept
communication from predefined devices at specific loca-
tions and times [24].

3.5 Software correctness

Sensors and implantable medical devices are controlled by
software, and there is always a probability of having soft-
ware bugs [47]. The Medical Device Recall Report, writ-
ten by the US Food and Drug Administration (FDA) [16],
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Figure 2: Distribution of works according to ad-
dressed BAN communications (Intra-BAN, Inter-BAN
and Beyond-BAN communications)

Table 3: Works that secure specific BAN components;
Most of the available works focus on sensors and personal
servers

Secured BAN Component # of Works %

Sensors 13 27.65%

Sensors and Personal Server 25 53.19%

Personal Server 0 0%

Personal and External Server 4 8.51%

External Server 1 2.12%

External Server and Cloud 1 2.12%

Cloud 2 4.25%

Sensors, Personal and 1 2.12%
External Server

Total 47

states that software design flaws due to lack of proper test-
ing procedures caused the recall of 429 devices. Software
design flaws is the main reason to recall devices.

Furthermore, the entire lifecycle of these programs
should be managed, not only their design and testing
phases. Firmware and software updates must have ad-
equate procedures to prevent the deployment of external
firmware or software that may harm or allow unauthorized
access to sensors and medical devices [21]. However, we
found that none of the studied references consider this
aspect.

4 Architecture Analysis

As already mentioned, we classified the studied proposals
according to the BAN components they consider and the
communications they protect. Table 3 classifies the works
based on protected components, while Figure 2 classifies
them based on protected communications. Around half
of the studied proposals protect two BAN components:
sensors and personal servers and their communications.

The interest in Intra-BAN and Inter-BAN communica-
tions may be explained because the devices that perform
these communications (sensors and actuators) have pro-
cessing and storage restrictions that have been addressed

but are not completely solved. Additionally, these devices
use recent technology, presenting new security issues that
need to be considered.

In some BAN implementations, sensors may communi-
cate among themselves, not only with the personal server.
Around a fifth of the proposals (21.2%) address security
of this kind of communications (Intra-BAN communica-
tion).

None of the proposals exclusively addressed security
of personal servers. This situation may be explained as
personal servers are not used for information-gathering or
storage tasks, but as gateways between sensors and exter-
nal servers. However, communications need to be secured
and Figure 2 shows that half of the proposals (53.1%)
secure communications that involve personal servers.

Few proposals address external servers. This is ex-
pected as personal servers usually have good processing
and storage capacity. Consequently, traditional security
solutions could be used. However, a comprehensive BAN
solution must be able to integrate traditional solutions
and solutions for devices with restricted resources like sen-
sors and actuators.

We also examined if the proposals considered single or
multi-user environments. The proposals that secure a sin-
gle BAN, one that only involves one patient, are consid-
ered as single-user environments. 83% of the authors con-
sider this configuration. On the other hand, a multi-user
environment involves multiple patients, their sensors and
personal servers send information to a centralized server,
typically, a hospital’s server. Only 17% of the proposals
considered this scenario.

Multi-user BAN environments are relevant because
they correspond to real health-care scenarios, like hos-
pitals. Some security issues that have not been explicitly
considered emerge in these environments; for instance,
a server will need to manage key-generation and key-
distribution for different patients.

5 Open Issues

Cloud Computing as a BAN Component: Considering
that BANs handle medical information and there are
privacy protection standards like The Health Insur-
ance Portability and Accountability Act (HIPAA),
BANs must support the requirements standards and
legislation have defined. Due to these requirements,
the use of cloud computing might be controversial
in health related services, as protection and storage
of medical information partially depends upon third-
party infrastructures and policies.

Currently, cloud computing solutions are not commonly
included as part of BANs but are starting to appear. A
few of the studied projects considered cloud computing
to support medical studies. The focus of these projects is
protecting the communication channel between external
and cloud servers, and protecting the information stored
in the cloud.
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Table 4: Percentage of proposals that consider single-user
and multi-user environments.

Environment # of Works Percentage

Single-user 39 82.9%

Multi-user 8 17.1%

The proposals presented in [23] and [36] use cloud as
a supporting tool to check integrity of a patient’s med-
ical information. Other authors secure the communica-
tion channel between a BAN and the cloud; for example,
in [20] the authors propose a Multi-valued and Ambigu-
ous Scheme to create a cryptographic system, based on
secret keys, in order to perform this task.

One proposal addresses the need to support authoriza-
tion in the cloud; different users should have access to dif-
ferent data according to their particular roles [57]. How-
ever, we need more works that study how to support au-
thorization and authentication to grant access to medical
records stored in the cloud.

Sensors are the focus of the majority of proposals: As
Table 3 shows, most of the projects address security
of sensors and personal servers, these are the main
topic because the addition of software to control sen-
sors and their role as part of BANs is relatively new.
On the other hand, how to comprehensively secure
external servers and cloud services that belong to a
BAN and store medical data is not a well explored
subject.

Multi-user Environment: Most of the studied works pro-
tect a single BAN architecture for one patient. They
do not consider multi-user BANs, like in the case of
a hospital that collects and stores medical informa-
tion from several patients and must provide different
types of access for different physicians and nurses. A
few of the authors deal with multi-user environments,
and only a small part of these (17.1%, see Table 4)
use and try to secure cloud resources [20,23,36,65].

Authorization: Few works consider this subject. One
work proposes implementing role-based authoriza-
tion for personal servers [27], while another one pro-
poses using profiles, based on information like prox-
imity, to allow access to sensor data [44].

Software Correctness: None of the studied works pro-
poses mechanisms to check software correctness. As
previously mentioned, according to the US Food and
Drug Administration (FDA), software is the main
cause for medical devices recalling [16]. This situa-
tion happens due to poor procedures to handle soft-
ware design, update and testing. Therefore, it seems
necessary to build methodologies and frameworks to
support the development of correct and secure soft-
ware.

Comprehensive Approach: Most of the analyzed propos-
als address security of one or two BAN components,
they however do not consider the remaining compo-
nents. None of the studied works addresses the en-
tire environment in a comprehensive way, considering
features and requirements across all the components.
This view is needed as the security requirements of
the collected data do not change depending on the
component holding them.

6 Conclusions

In this paper, we made a bibliographic review of security
requirements and proposals for BAN architectures. We
identified the usual security requirements: Confidential-
ity, integrity and availability, as well as others like au-
thentication, authorization, data freshness and software
correctness.

There are various proposals that address these require-
ments. We classified them according to the BAN compo-
nents they protect: sensors, actuators, personal servers,
external servers and cloud services; and according to the
communications they protect: intra-BAN, inter-BAN and
Beyond-BAN. We found that most of the studied propos-
als only consider one or two BAN components.

We found that approximately 80% of the studied pro-
posals exclusively focus on securing sensors and/or per-
sonal servers. The remaining proposals, around 20%,
secure external servers and cloud services. Only one
proposal considered all components. We argue that a
comprehensive view is needed for several reasons. First,
the security requirements of medical related data do not
change according to the part of the BAN that is hold-
ing them. Second, deployed solutions must consider the
particular aspects of Intra-BAN, Inter-BAN and Beyond-
BAN contexts and communications, but they must be
consistent; for example, if a sensor (intra-BAN compo-
nent) needs to communicate with a personal server (Inter-
BAN component), they must establish a protected com-
munication channel. Similarly, a personal server must
protect its communications with external servers. Third,
a BAN must handle the life cycle of all the algorithms its
components run. Finally, when considering a multi-user
environment, a BAN external server will need to support
security guarantees for several patients.
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Abstract

In 2017, Tian, Yang and Mu presented a new three-party
key exchange protocol YPKE in radio frequency identi-
fication environment, which is based on the HMQV pro-
tocol. They claimed that the proposed YPKE protocol
in the three-party setting meets user privacy and session
key security. In this comment, we point out that the
YPKE protocol still has some weaknesses. Our results
show that the proposed YPKE protocol cannot provide
perfect forward secrecy, and also cannot resist imperson-
ation attack. At the same time, the YPKE protocol is
lack of the security of ephemeral private key leakage and
unknown key-share, which the original HMQV protocol
can achieve.

Keywords: Cryptanalysis; Ephemeral Private Key Leak-
age Attack; HMQV Protocol; Key Exchange; Key Com-
promise Impersonation Attack; Perfect Forward Secrecy

1 Introduction

With the rise in technology, radio frequency identification
(RFID) protocols [1–3, 10, 13, 14] have become essential
components in the Internet of Things (IoT) environment.
Usually, in a RFID protocol, the session key to encrypt
communication messages among the reader(or server) and
the tags (or users) is needed. Key exchange (KE), which
can generate the session key, is a fundamental building
block in open network. There are many famous KE pro-
tocols in the literature, such as MQV protocol [4, 5, 9],
HMQV protocol [7] and NAXOS protocol [8].

Recently, Tian, Yang and Mu [12] presented a novel key
exchange protocol, called YPKE protocol. The YPKE
protocol using yoking proof [6] could generate a common
session key among the reader(or server) and the tags (or
users). The design of the YPKE protocol was based on the
HMQV protocol and Schnorr signature [11]. However, in
contrast to the original HMQV protocol, the YPKE pro-
tocol needs three round and involves three parties, i.e. a
server and two users. In this comment, we will point out

that the YPKE protocol exists some weaknesses. We show
that the YPKE protocol is lack of perfect forward secrecy,
and cannot resist insider impersonation attack, unknown
key-share attack and ephemeral private key leakage at-
tack, which the original HMQV protocol can resist.

The remainder of this comment will firstly introduce
the original YPKE protocol in Section 2. Then, Section 3
points out the weaknesses of the YPKE protocol. Con-
clusion will be given in Section 4.

2 Review of the YPKE Protocol

Here, we briefly review the YPKE protocol proposed by
Tian et al. in 2017. For more details, refer to [12].

Table 1: The notations

Notations Description
S the reader/server
TX a tag/user
τ security parameter
G a cyclic additive group of order q,

where |q| = τ is a big prime,
g is a generator of this group

SPKS/SSKS the server’s public/secret key,
where SPKS = (SPKS1, SPKS2)
SSKS = (SSKS1, SSKS2)

EPKTX/ESKTX TX’s ephemeral public/secret key
PKTX/SKTX TX’s public/secret key, where

PKTX = (PKTX1, PKTX2)
SKTX = (SKTX1, SKTX2)

H1 a hash function used in the HMQV
from {0, 1}∗ to {0, 1}l

H ′1 a hash function from {0, 1}∗
to {0, 1}τ

H2 a hash function from {0, 1}∗ to Zq
H3 a hash function from G to {0, 1}τ
ENC encryption function
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2.1 The Description of YPKE Protocol

In this subsection, we describe the YPKE protocol shown
in Figure 1, which needs five step.

1) Server S sends the key SPKS to user TA and TB.
This step is the same with the original YPKE proto-
col.

2) Upon receiving the key SPKS , TA and TB re-
spectively send the message (EPKTA, CTA) and
(EPKTB , CTB), where CTA = ENCSPKS2(PKTA),
CTB = ENCSPKS2(PKTB), EPKTA = gESKTA

and EPKTB = gESKTB .

3) Upon receiving (EPKTA, CTA) and (EPKTB , CTB),
S uses the key SSKS2 to obtain PKTA and
PKTB . Then S sends (c, EPKTB , C

′
TA) to

user TA and (c, EPKTA, C
′
TB) to user TB,

where C ′TA = ENCPKTA2
(PKTB1) and C ′TB =

ENCPKTB2
(PKTA1).

4) User TA decrypts ENCPKTA2
(PKTB1) to obtain

PKTB1 and uses the HMQV method to compute
KTATB . Then TA computes Y = gy, where
y = H2(KTATB ||c), and computes TTA = gtTA ,
where tTA ∈R Zq. Further, user TA computes the
signature SigTA = tTA + eTASKTA1, where eTA =
H2(TTA||EPKTA||PKTB1||CTA||SPKESKTA

S1 ||c||Y ).
Finally, TA computes the session key
FSK = H3(SPKy

S1) and sends (SigTA, TTA, Y )
to server S. Similarly, user TB also computes
the session key FSK = H3(SPKy

S1) and sends
(SigTB , TTB , Y ) to server S.

5) Server S verifies gSigTA = TTA ·PKeTA

TA1 and gSigTB =
TTB ·PKeTB

TB1. If two equations are right at the same
time. Then S computes the session key FSK =
H3(Y SSKS1). Otherwise, S aborts the session.

3 Analysis of the YPKE Protocol

In this section, we firstly review some of the security at-
tributes of the KE protocols, and then provide our anal-
ysis.

Perfect Forward Secrecy: A user’s private key leak-
age does not compromise the security of session keys
generated by this user before the leakage happened.

Insider Impersonation Attack: A user or the server,
which involves in the protocol, is malicious, and im-
personates another user (or server) to cheat the legal
server (or user).

Unknown Key-Share Attack: The adversary M , can
corrupt any user, mount the attack between two hon-
est users A and B. At the end of a session, user A
convinces that he has shared the session key with
user B. However, user B thinks that she has shared
the session key with corrupted user C.

Ephemeral Private Key Leakage Attack: The ad-
versary learns the ephemeral private key, and uses
it to compute the session key.

3.1 The Lack of Perfect Forward Secrecy

Tian et al. claimed that the adversary could not make
corrupt queries to the server in their model. However,
we think that it is not a reasonable assumption. In the
YPKE protocol, there are three parties, a server and two
users, whose private key and public key are independent.
If the adversary can make queries to two users, he should
also make queries to the server.

Since the common session key is FSK = H3(Y SSKS1),
the adversary learning the server’s private key SSKS =
(SSKS1, SSKS2) can use the public message Y to achieve
FSK = H3(Y SSKS1) easily. It means that the YPKE
protocol cannot achieve the property of perfect forward
secrecy.

3.2 The Description of Insider Imperson-
ation Attack

In the original YPKE protocol, the server does not verify
the identity of two users in the first round communica-
tions, so a malicious user can cheat the server successfully.
Here, we assume that the user TB is a malicious user. He
first fabricates a user TA∗ with public key PKTA∗ and
private key SKTA∗ .

1) Server S sends the key SPKS to the user TA and
the user TB. However, the user TB intercepts the
message for the user TA. It means that the user TA
even does not know the existence of the session.

2) Upon receiving the key SPKS , TA∗, who is
impersonated by TB, and TB respectively send
the message (EPKTA∗ , CTA∗) and (EPKTB , CTB),
where CTA∗ = ENCSPKS2(PKTA∗), CTB =
ENCSPKS2(PKTB), EPKTA∗ = gESKTA∗ and
EPKTB = gESKTB .

3) Upon receiving (EPKTA∗ , CTA∗) and
(EPKTB , CTB), the server S uses the pri-
vate key SSKS2 to obtain public key PKTA∗

and PKTB respectively. Then the server S
sends the message (c, EPKTB , C

′
TA∗) to the

user TA∗ and (c, EPKTA∗ , C
′
TB) to the user

TB, where C ′TA∗ = ENCPKTA2∗ (PKTB1) and
C ′TB = ENCPKTB2

(PKTA1∗).

4) Upon intercepting the message (c, EPKTB , C
′
TA∗)

and receiving the message (c, EPKTA∗ , C
′
TB), user

TB randomly chooses a value y ∈R Zq. Then user
TB computes Y = gy and TTA∗ = gtTA∗ , where
tTA∗ ∈R Zq. Further, user TB computes the signa-
ture SigTA∗ = tTA∗ + eTA∗SKTA1∗ , where eTA∗ =
H2(TTA∗ ||EPKTA∗ ||PKTB1||CTA∗ ||SPKESKTA∗

S1 ||c
||Y ). Finally, user TB computes the final session
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TA S TB

SPKS←−−−− SPKS−−−−→

(EPKTA, CTA)
−−−−−−−−−−−→

(EPKTB , CTB)
←−−−−−−−−−−−

(c, EPKTB , C
′
TA)

←−−−−−−−−−−−−−
(c, EPKTA, C

′
TB)

−−−−−−−−−−−−−→

(SigTA, TTA, Y )
−−−−−−−−−−−→

(SigTB , TTB , Y )
←−−−−−−−−−−−

TB : FSK = H3(SPKy
S1)

TA : FSK = H3(SPKy
S1)

S : FSK =H3(Y SSKS1)

Figure 1: The YPKE protocol

key FSK = H3(SPKy
S1) and impersonates the user

TA to send (SigTA∗ , TTA∗ , Y ) to server S. Similarly,
user TB also sends (SigTB , TTB , Y ) to the server S.

5) Server S verifies gSigTA∗ = TTA∗ · PKeTA∗
TA1∗ and

gSigTB = TTB · PKeTB

TB1. If two equations are right
at the same time. Then S computes the session key
FSK = H3(Y SSKS1). Otherwise, S aborts the ses-
sion.

Now, the session is finished. The server will think that he
has shared the common session key with user TA and user
TB. However, the user TA does not know the existence
of the session completely. So the malicious user TB has
successfully cheated the server in the session.

3.3 The Description of Unknown Key-
Share Attack

In the original YPKE protocol, the user does not verify
the identity of the server, so a malicious user can cheat
the other user successfully. Here, we assume that the user
TB is a malicious user. He can cheat the user TA, who
thinks that she has shared a common session key with the
server and the user TB. However, in fact, the server even
does not know the existence of the session.

1) The user TB learns the server S’s public key SPKS
and user TA’s public key PKTA from other sessions.
Then he can impersonate the server to send S’s pub-
lic key SPKS to user TA.

2) Upon receiving the key SPKS , TA sends the mes-
sage (EPKTA, CTA) to the server S, where CTA =
ENCSPKS2(PKTA) and EPKTA = gESKTA .

3) The user TB intercepts the message (EPKTA, CTA).
Then he impersonates the server S and sends
(c, EPKTB , C

′
TA) to the user TA, where C ′TA =

ENCPKTA2
(PKTB1).

4) User TA decrypts ENCPKTA2
(PKTB1) to obtain

PKTB1 and uses the HMQV method to compute

KTATB . Then user TA computes Y = gy, where
y = H2(KTATB ||c), and computes TTA = gtTA ,
where tTA ∈R Zq. Further, user TA computes the
signature SigTA = tTA + eTASKTA1, where eTA =
H2(TTA||EPKTA||PKTB1||CTA||SPKESKTA

S1 ||c||Y ).
Finally, TA computes the session key
FSK = H3(SPKy

S1) and sends (SigTA, TTA, Y ) to
the server S.

5) Upon intercepting the message (SigTA, TTA, Y ), the
user TB can compute the session key FSK =
H3(SPKy

S1) and finish the session.

When the session is finished, the user TA will think that
he has shared the session key with the server S and the
user TB. In contrast, the server S does not know the
existence of the session. So the malicious user TB has
successfully cheated the user TA in the session. It will
be dangerous in some situations of IoT environment. The
main reason is the lack of authentication, when the user
TA communicates with the server S in the YPKE proto-
col.

3.4 The Description of Ephemeral Pri-
vate Key Leakage Attack

Tian et al.’s original YPKE protocol was based on the
HMQV protocol. However, the HMQV protocol with
implicit authentication can resist ephemeral private key
leakage attack. However, the adversary, who learns the
value of ESKTA and tTA in the YPKE protocol, can use
SigTA to compute the TA’s private key SKTA1. It is con-
tradict to the HMQV method. Similarly, if the adversary
learns the value of ESKTB and tTB , he also can compute
TB’s private key SKTB1.

4 Conclusion

In this comment, we analyze the security of the YPKE
protocol, and point out that the YPKE protocol still ex-
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ist some weaknesses. It means that the YPKE proto-
col is lack of perfect forward secrecy, and cannot resist
insider impersonation attack, unknown key-share attack
and ephemeral private key leakage attack. In fact, the
server and tags in the IoT environment have different
compute capability. So it is not an easy task to design
an excellent key exchange protocol in such an imbalanced
network.
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