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Abstract

The combination of chaos and deoxyribonucleic acid
(DNA) coding for image encryption in recent times has
proven to provide robust security for images. In this
paper, an encryption scheme based on multiple chaos
and DNA coding is proposed for gray scale medical im-
ages. The chaotic tent map is used to generate chaotic
key stream and the logistic map is used to randomly
select DNA encoding and decoding rules. The chaotic
key and the plain medical image are first encoded into
DNA sequences. A selected DNA algebraic operation
(addition/subtraction/XOR) is carried out between the
plain image DNA sequence and the key DNA sequence;
the outcome is then decoded to obtain the cipher image.
The process is carried out both on row and column bases
to achieve a robust cipher. The initial experimental re-
sults show that the scheme demonstrates strong resistance
against diverse forms of attacks.

Keywords: DNA Coding; Encryption; Logistic Map; Med-
ical Image; Tent Map

1 Introduction

The advent of remote healthcare delivery, fueled by mod-
ern technologies such as telemedicine, telesurgery and
teleradiology exposes medical data, not excepting med-
ical images, to security vulnerabilities; as these images
are transmitted over public digital communication net-
works [21] and are stored in networked storage facilities to
be used for clinical interpretation and diagnosis. Schemes
used in securing medical images are expected to achieve
high degrees of resistance against security attacks without
compromising the diagnostic quality of the images after
decryption. This is because alterations made to medical
images during processing, may result in irreversible wrong
diagnostic consequences. Though the conventional en-
cryption schemes such as Rivest-Shamir-Adleman (RSA),

data encryption standard (DES) and advanced encryp-
tion standard (AES) have been employed in encrypting
medical images [20], these schemes have not been found
very efficient due to certain intrinsic properties of images
including high redundancy, bulk data capacity and high
correlation among adjacent pixels [1,28]. Consequently,
chaos based schemes have been extensively proposed in
current research [6,12,16,18].

Chaotic systems exhibit random behavior and have in-
herent features such as ergodicity, unpredictability and
sensitivity to initial conditions. A chaotic dynamical sys-
tem is not predictable and resembles noise [29]. This pro-
vides a close relationship between chaotic dynamical sys-
tems and cryptosystems. The sensitivity to initial condi-
tions property of chaos is used for keys in cryptosystems
while the topological transitivity property which ensures
the ergodicity of chaos maps, is linked to the diffusion
feature of cryptosystems [22]. This has led to the use of
chaos maps in numerous image encryption schemes [4, 6].

However, chaos-based encryption does not always pro-
vide a high degree of security [5,23,38], due to weak diffu-
sion functions, weakness against chosen and known plain-
text attacks and poor statistical properties of some chaos
maps [8,13,24]. The quest for more robust image cryp-
tosystems has resulted in the combination of chaos maps
and other algorithms such as cellular automata [31,32],
DNA coding [15, 19, 35] and other forms of combina-
tions [12, 16, 33] for image encryption schemes.

DNA has been applied to chaotic systems recently due
to its properties such as huge storage, massive parallelism
and low power consumption [40]. The chaotic tent map
was explored for a cryptosystem recently [17]. It is found
to have high complexity and the sequences generated have
high randomness. Besides, it is highly sensitive to changes
in the initial condition. In [17], it was applied directly to
the plain image to produce the cipher image. Obviously,
with such a scheme, once the initial condition and control
parameter are known by an adversary, it is easy to break.
In this paper, we combine the chaotic tent map with DNA
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coding to encrypt medical images. We first generate the
initial condition of the tent map and produce the encryp-
tion key using the map. We then apply randomly selected
DNA encoding/decoding rules and DNA algebraic opera-
tions to produce the cipher image.

The rest of the paper has the following organization:
In Section 2, we give overviews of logistic map, tent map
and DNA coding. We present our proposed scheme in
Section 3, discuss experimentation and results in Section 4
and finally conclude in Section 5.

2 Preliminaries

We give overviews of the chaos maps (logistic map and
tent map) and DNA coding in this section.

2.1 Logistic Map

The logistic map is a polynomial mapping of degree 2.
It is often cited as a typical example of how very sim-
ple nonlinear dynamical systems can result in complex
chaotic behaviors [7]. It is one of the simple systems
that exhibit order to chaos transition and possesses many
properties required of a pseudorandom number generator
(PRNG) [25]. The main criterion that distinguishes dif-
ferent PRNGs is usually the quality of randomness. More-
over, the quality of randomness, implementation cost and
throughput are essential factors to evaluate the effective-
ness of PRNGs in applications [9]. For the largest value of
its control parameter, the logistic map has the ability to
generate an infinite chaotic sequence of numbers. When
compared to the usual congruential random generators
which are periodic, the logistic random number generator
is infinite, aperiodic and not correlated [3].
It is mathematically given as:

(1)

where u € (0,4), z € (0,1) and 7 is the iteration. The
logistic map is in a chaotic condition when the control
parameter is [3.57, 4.0] as shown in Figure 1.
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Figure 1: Bifurcation diagram of the logistic map
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2.2 Tent Map

The tent map is one of the simplest chaotic maps. It
is a one-dimensional and piecewise linear map [14]. The
chaotic behaviors of this map were studied in terms of the
unchanging density and the power spectrum over its entire
chaotic region in [39]. It was realized that as the height
of the maximum is reduced, band-splitting change pro-
cesses that follow in an uninterrupted sequence occur in
the chaotic region and accumulate to the transition point
into the non-chaotic region. The map is topologically con-
jugate, thus its behaviors are in this sense, identical under
iteration [17]. It is mathematically expressed as:

f(xn,7),

_ I (!L‘n,T‘) =TIn, ifx, <0.5
flonr) = { fIL% (Tn,r) =71 —x,), otherwise

(2)
3)

Tn+1 =

where z, € [0,1] for n > 0. The map transforms an
interval [0, 1] onto itself and has only one control param-
eter r contained in it; where r € [0,2]. x¢ is the initial
condition of the chaotic map and the set of real values
Xo, X1, ,Tp, - are the orbits of the system [17].

Depending on 7, the system exhibits a range of behav-
iors from predictable to chaotic. When 1000 r values from
r = 0.1 to r = 2 with o = 0.03 are plotted, it results in
the distribution shown in Figure 2.
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Figure 2: Tent map with r values from 0.1 to 2

When 1000 r values from r = 1.999999 to r = 2 with
2o = 0.03 are plotted, it results in the distribution shown
in Figure 3.

2.3 DNA Coding

DNA sequence has become extremely useful for basic bi-
ological research and in diverse applied fields such as di-
agnostic, forensics and biological systematics [11], not ex-
cepting computer science. DNA sequence composes four
bases: Adenine (A), Thymine (T), Guanine (G) and Cy-
tosine (C). Among these bases, A and T are complemen-
tary to each other, while G and C are complementary to
each other [27]. That is, the purine Adenine always pairs
with the pyrimidine Thymine and the purine Guanine al-
ways pairs with the pyrimidine Cytosine, according to the
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Table 1: Watson crick’s complementary rule

1] C(00) G(11) A(01) T(10)
2 | C(00) G(11) A(10) T(01)
3| G(11) C(00) A(01) T(10)
4] G(11) C€(00) A(10) T(01)

5 [ A(00) T(11) C(01) G(10)
6 | A(00) T(11) C(10) G(01)
7| A(11) T(00) C(01) G(10)
8 | A(11) T(00) C(10) G(01)

1999999 1.9999992 1.9999994 1.9999996 1.9999998 2

r
Figure 3: Tent map with r values from 0.999999 to 2

rules of base pairing by Watson and Crick [37] as shown
in Table 1.

In the binary system, 0 and 1 are complementary; sim-
ilarly, 00 and 11 are complementary, 01 and 10 are also
complementary. Mapping the two-bit binary system to
the DNA bases, 24 rule sets can be obtained [27]. Among
these 24 rules, only 8 satisfy the Watson-Crick base pair-
ing rules. A can only bond with T and C can only bond
with G. Based on this, DNA-based computing uses only
8 sets of encoding and decoding rules [34] as shown in
Table 2.

Table 2: DNA coding rules

Rules | A T C G
Rulel | 00 11 01 10
Rule2 | 00 11 10 01
Rule3 | 01 10 00 11
Rule4 | 10 01 00 11
Rule5 | 01 10 11 00
Rule6 | 10 01 11 00
Rule7 | 11 00 01 10
Rule8 | 11 00 10 01

Some algebraic operations can be performed on DNA
sequences. Tables 3, 4 and 5 show the XOR, addition and
subtraction operations respectively. In order to enhance
the diffusion phase in encryption, these operations are
employed.

Using the DNA coding, each 8-bit pixel of a gray scale
image can be expressed as a DNA sequence of length 4.
Taking a pixel of gray level 150 for instance, its 8-bit bi-
nary sequence is (10010110). Using DNA encoding rule
4 from Table 2, (ATTA) is obtained. Decoding (ATTA)
with the same rule 4 gives (10010110). Any other rule

Table 3: DNA XOR operation

XOR|A G C T
A A G C T
G G A T C
C C T A G
T T C G A

Table 4: DNA addition

HaQQ»=+
HQQQ > >
> HQoe
QrHAQQ
Q@ HH

Table 5: DNA subtraction

HQQ»
HQQ > =
QQrHQ
QP HAQA
>HAaoH

used to decode it would give a different binary value. Tak-
ing two DNA sequences (ATTC) and (GAGT), applying
one type of addition operation on them would result in
(GTAG). Subtracting (GAGT) from (GTAG) would give
back (ATTC).

3 The Proposed Scheme

The block diagram of the proposed scheme is given in
Figure 4. The user inputs the plain medical image and
an initial key string of 16 ASCII characters. This key
is preprocessed to generate the initial conditions of the
two chaos maps. The logistic map is used to select the
DNA encoding and decoding rules while the tent map is
used to generate the pseudorandom key stream. Both the
image and key stream are encoded into DNA sequences
followed by a DNA algebraic operation between them.
The resultant sequence is decoded to produce the cipher
image. The encryption phase is carried out on both row
and column bases as in [36].



International Journal of Network Security, Vol.21, No.1, PP.83-90, Jan. 2019 (DOI: 10.6633/1JNS.201901-21(1).10)

Plain

medical DNA encoding with selected rule

86

DNA

image

Decoding rule

sequence

Encoding rule

| Logistic map

T e Random sequence
Initial seed generator

Key image

DNA encoding

!

DNA
XOR/addition/subtraction

Cipher
medical
image

DNA decoding

DNA
sequence

Figure 4: Block diagram of proposed scheme

3.1 Key Generation

Step 1: Enter a key length of 16 ASCII characters made
up of 128 bits

K:K17K23K37"'3K16 (4)

where K; = by, by, -+ ,bg and i =1,2,--- ,16.

Step 2: Convert the first 8 characters of K into their
hexadecimal form

a=hi,hy, -+, hig (5)

Step 3: Add the hexadecimal values as

16
T = (Z (hi)w) /256
i=1

Step 4: Convert the last 8 characters of K into binary
form as

(6)

B =0b1,ba,- -, bes (7)

Step 5: Add the binary values (§ as

Ty = (i (bi x 22’))/264

Step 6: Get the initial condition as

xo = mod ((x1 + z2),1) (9)
where xg € [0, 1] (suitable for both logistic and tent
maps).

Step 7: Choose the control parameter r for the tent map,
where r € [0, 2].

Step 8: Using zy and r, iterate Equation (3) (i.e. the
tent map) M N times to generate the pseudorandom
bit sequence X where M and N are the dimensions
of the medical image.

Step 9: The chaotic sequence (X = {x1, =2, 3,
-+, xymn}). For each z; € X, convert into in-
teger sequence to generate the key image @@ =

{Q1,Q2,Q3,--- ,Qun} as

Q; = mod (floor (z; x 10™),256)  (10)

where Q; € Q.

3.2 Encryption
Step 1: Read in the plain medical image I.

Step 2: Get the dimensions M and N of I and use to
generate the key image as described in Section 3.1.

Step 3: Using the initial condition xy generated as in
Section 3.1 and parameter u € [3.57, 4], which is user
defined, iterate equation 1 ( i.e. the Logistic map)
M times to obtain new values of x.

Step 4: For each iteration, preprocess = as

X = floor (x x 7) + 1. (11)

Step 5: Select the DNA encoding rule corresponding to
X and encode all the pixels on the row with the se-
lected rule to obtain the DNA sequence of the plain
medical image.

Step 6: Repeat Steps 3 to 5 for the key image to get the
DNA sequence of the key image Q.

Step 7: Select the DNA algebraic operation ($/ + /—)
using
(12)

Step 8: Perform the selected operation Y between the
corresponding rows in the plain image DNA sequence
and the key DNA sequence to get I’.

Y = floor (x x 3) + 1.

Step 9: Decode I’ on row basis using selected decoding
rules as in Step 5 to get ¢'.

Step 10: Repeat Steps 3 to 9 on column basis of ¢’ to
produce the cipher medical image ¢.
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The decryption process works similar to the encryption
process in the reverse order with the DNA reverse oper-
ations, taking in as input, the same initial key string of
16 ASCII characters, the control parameters of the chaos
maps and the cipher image.

4 Experimentation and Results

4.1 Experimental Setup

The experiment is carried out on a personal computer
with Intel core i5, 2.6GHz CPU, 4GB memory, windows
10 and MATLAB 2016b. A number of gray scale med-
ical images of diverse modalities and sizes are used in
the experiment. Four of the images: CT scan and MRI
images with dimensions (256 x 256), and X-ray and Ultra-
sound images with dimensions (512 x 512) are presented
in this paper. For our experiment, we use an external
key K =" D3A4C1CB687TEAF8C’ to generate the initial
condition zy of both chaos maps. Control parameters r
of 1.999999 for the tent map and u of 3.99999999 for the
logistic map are used. Correlation analysis, histogram
analysis, key space and information entropy are the eval-
uation metrics used to assess the security strength of the
proposed scheme.

4.2 Histogram Analysis

An efficient image cryptosystem should have a uniform
histogram distribution so as to make it impossible for at-
tackers to extract any meaningful information from the
encrypted image; since the image histogram reveals the
pixel value distribution within the image.

Figures 5, 6, 7 and 8 show the histogram plots for our
test images. It is evident from these plots that the pro-
posed scheme uniformly distributes pixel values in the ci-
pher images hence has the capability to resist cipher only
attacks.

4.3 Correlation Analysis

The correlation coefficients of adjacent pixels of an image
provide information about the image. In images, the hor-
izontal, vertical and diagonal correlations between pixels
are high. Encryption algorithms must reduce these rela-
tionships among the adjacent pixels in the cipher image.
The correlation coefficients among adjacent pixels is cal-
culated with following equations:

E(x) = %ZZ\; T
D) = 3 (o E@)?
coviey) = o (ri— E@) (i~ E )
. _ cov (z,y)

D (z) x /D (y).
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Figure 5: Histograms of plain and encrypted CT scan
images. (a) Plain image, (b) Cipher image, (c¢) Histogram
of plain image, (d) Histogram of cipher image.
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Figure 6: Histograms of plain and encrypted MRI images.
(a) Plain image, (b) Cipher image, (c) Histogram of plain
image, (d) Histogram of cipher image.

where x and y are the gray scale values of two adjacent
pixels of the image, D (x) is the variance, cov (z,y) is the
covariance and E (x) is the mean. We randomly select
2000 pairs of adjacent pixels from both original and en-
crypted images and calculate their horizontal, vertical and
diagonal correlation coefficients. It is evident from Table 6
and Figure 9 that that the proposed scheme adequately
breaks the correlation among adjacent pixels; hence is ro-
bust enough against statistical attacks.

4.4 Information Entropy

Information entropy is a mathematical property that re-
flects the randomness and the unpredictability of infor-
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Figure 7: Histograms of plain and encrypted X-ray im-
ages. (a) Plain image, (b) Cipher image, (c) Histogram
of plain image, (d) Histogram of cipher image.
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Figure 8: Histograms of plain and encrypted ultrasound

images. (a) Plain image, (b) Cipher image, (c¢) Histogram
of plain image, (d) Histogram of cipher image.

Table 6: Correlation coefficients of adjacent pixels

Test image Format Correlation Coefficients
Horizontal | Vertical | Diagonal
CT (256 x 256) Original | 0.975312 | 0.974458 | 0.955728
Cipher | -0.001043 | 0.000512 | 0.003564
MRI (256 x 256) Original | 0.963534 | 0.965572 | 0.941237
Cipher -0.009193 | -0.004846 | -0.001906
Ultrasound (512 x 512) | Original | 0.998894 0.998637 | 0.997181
Cipher | -0.001084 | 0.000350 | 0.002023
X-Ray (512 x 512) Original | 0.998516 | 0.996325 | 0.994887
Cipher | -0.001091 | 0.000924 | 0.002773
mation [30]. It is given as
2N _1 1
H(m)= Y p(mi)log ——— (13)
p(mi)

i=0
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Figure 9: Correlation between adjacent pixels of plain and
cipher X-ray images

where N is the total number of symbols m; € m; p (m;)
denotes the probability of occurrence of symbol m; and
log represents the base 2 logarithm. It measures the ran-
domness of the encryption. If there are 256 possible out-
comes of the 8-bit message m with equal probability, the
message source is said to be random in which case H (m)
is equal to 8; the ideal situation. As seen from Table 7,
the entropy values of all test images are very close to the
ideal value giving an indication that there is negligible
information leakage during encryption hence strong resis-
tance against entropy attacks.

Table 7: Information entropy

Test Image Information Entropy
Original Image | Cipher image
CT (256 x 256) 3.985490 7.997302
MRI (256 x 256) 5.604739 7.997444
Ultrasound (512 x 512) 7.032954 7.999336
X-Ray (512 x 512) 7.332680 7.999365

4.5 Key Space

The control parameters and the initial value used for the
logistic map and the tent map to generate the pseudoran-
dom bits form the set for the key space. We generated
the initial condition from an external input key of size 128
bits. The computational precision of the 64-bit double
precision number is about 107'°, according to the IEEE
floating-point standard [26]. For an effective encryption
scheme, the key space size should not be smaller than 2190
in order to resist brute-force attacks [2]. If a precision of
10716 is assumed, the secret key space for our scheme
is more than 2'2% which is adequate to resist brute-force
attacks.
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5 Conclusion

An encryption scheme based on multiple chaos and DNA
coding have been proposed for gray scale medical im-
ages. The chaotic tent map is used to generate chaotic
key stream which is encoded into DNA sequence for pixel
value modification. The logistic map is used to randomly
select DNA encoding/decoding rules and the DNA alge-
braic operation. The pixels of an input medical image
are encoded into DNA sequence; which is followed by a
randomly selected DNA algebraic operation between the
plain medical image DNA sequence and the key DNA se-
quence. The resulting DNA sequence of the algebraic op-
eration is then randomly decoded to obtain the cipher
image. The process is carried out both on row and col-
umn bases to achieve a robust cipher. The reverse pro-
cess successfully decrypts the cipher image. Simulation
outcomes and performance analyses: histogram analysis,
correlation analysis, entropy analysis and key space anal-
ysis show that the scheme demonstrates strong resistance
against diverse forms of attacks, hence it is reliable for
medical image encryption.
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