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Abstract

Image encryption has been a popular research field in
recent decades. This paper presents a novel image en-
cryption scheme, which is based on the three-dimensional
chaotic logistic map.  Firstly, the three-dimensional
chaotic logistic map is modified to generate key stream.
Secondly, the chaos-based key stream is generated by a
three-dimensional chaotic logistic map, which has a bet-
ter performance in terms of randomness properties and
security level. The design of the proposed scheme is ef-
ficient. It provides the necessary properties for a secure
image encryption scheme including the confusion and dif-
fusion properties. We use well-known ways to perform
the security and performance analysis of the proposed im-
age encryption scheme. Simulation results show that the
suggested scheme satisfies the required performance tests
such as large key space, high level security, and accept-
able encryption speed. The fail-safe analysis is inspiring
and it can be concluded that the proposed scheme is effi-
cient and secure. These characteristics make it a suitable
candidate for using in cryptographic applications.

Keywords: Cryptography; Three-dimensional Chaotic Lo-
gistic Map; Image Encryption

1 Introduction

Recently, with the rapid development of network tech-
nology and their increasing popularity, the roles of im-
ages in the exchange of information among people be-
come more frequent, image data protection has become
more and more important. To meet the needs of the
image authentication, image encryption algorithms were
proposed [11,23,25,27,42]. In 1970s, Chaos theory was
proposed, which was used in a number of research ar-
eas, such as mathematics, engineering, physics, biology,
and so on [15]. The first description of a chaotic process
was made in 1963 by Lorenz [28], who developed a sys-
tem called the Lorenz attractor that coupled nonlinear

differential equations. The complex behavior of chaotic
systems in nonlinear deterministic was described. The
implementation of chaotic maps in the development of
cryptography systems lies in the fact that a chaotic map
is characterized by:

1) The initial conditions and control parameters with
high sensitivity;

2) Unpredictability of the orbital evolution;

3) The simplicity of the hardware and software imple-
mentation leads to a high encryption rate [24].

These characteristics can be connected with some very
important cryptographic properties such as confusion and
diffusion, balance and avalanche properties [14, 37].

Over the past two decades, the image encryption based
on Chaos theory has become a hot research topic. The
classic encryption architecture based on chaotic map
has been investigated. Researchers have proposed many
chaos-based digital image encryption schemes [3,6, 8,12,
17, 20-22, 30, 31, 33, 36, 38, 39, 41, 45, 46], which utilize
chaotic maps. For designing a real-time secure symmet-
ric encryption scheme, Chen and his research group pro-
moted the 2D chaotic cat map to 3D [19]. Mao and
his research group proposed a new fast image encryption
scheme based on 3D chaotic baker maps [44]. Kanso et
al. suggested a novel image encryption algorithm, which
based on a 3D chaotic map [26]. Ruisong Ye and his
research group designed a chaos-based image encryption
scheme using 3D skew tent map and coupled map lat-
tice [35]. Haroun’s Real-time image encryption using
a low-complexity discrete 3D dual chaotic cipher [29].
Akhavan and his partner proposed a novel parallel hash
function based on 3D chaotic map [4]. Guodong Ye’s
symmetric image encryption scheme using 3D chaotic cat
maps [19].

The famous logistic map (z,+1 = az,(1 — z,)) was
popularized by May in 1976, the system exhibits chaotic
behaviors for most values of the growth coeflicient « be-
tween 3.57 and 4 [34]. The simple one-dimensional logistic
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map has a chaotic behavior, and has been used to en-
crypt information for further transmission [5]. In this pa-
per, we deeply analyze logistic map and three-dimensional
chaotic logistic map. Based on three-dimensional chaotic
logistic map and the properties of chaotic system, we
propose a novel image encryption scheme. Using the
three-dimensional chaotic logistic map, we can generate
sequences that have very high randomness and complex-
ity. The parameters and the initial variable of the three-
dimensional chaotic logistic map in this algorithm can be
modified during the encryption and decryption. The ini-
tial sensitivity performance of this map is the guarantee of
the secure image encryption algorithm. When the small
changes in control parameters and initial condition exist,
the generated sequences change very large.

The organization of this paper is as follows: Section 2
introduces the three-dimensional chaotic logistic map and
its properties. In Section 3, the details of our algorithm
(include encryption and decryption) are proposed. The
experimental are introduced in Section 4. The details of
the security discussion are shown in Section 5. Finally,
the conclusions are drawn in Section 6.

2 The Three-dimensional Chaotic
Logistic Map

In the introduction section, we introduced the prototype
of the logistic map in Equation (1) [10].

(1)

For 0 < z,, < 1 and o = 4 the equation exhibit the chaotic
behavior. The logistic map is simplest chaos function.

A real example of the three-dimensional chaotic logistic
map is:

Tnt1 = axn, (1 — x,).

zip1 = ax;(1 — 2;) + Byia; + 23 (2)
Yir1 = ay; (1 — y;) + Bzly; + vz} (3)
zip1 = azi(l — 2) + Btz + vyl (4)

Where a § v are parameters, and for 3.68 < «a < 3.99,
0 < B <0.022, 0 < v < 0.015, this system has a chaotic
attractor, and can take the value between [0, 1].

Using MATLAB in the experiments, the equation pa-
rameters «, 8 and v were selected as o = 3.89, § = 0.01
and v = 0.01, in this case the system has a chaotic behav-
ior. The Figure 1 shows the distribution of 65536 points.

3 Proposed Algorithm

In this proposed algorithm, We give the detail of the im-
age encryption and decryption algorithm. We encrypt
the images of different sizes. We also analyze the effect
of encryption. After encryption we get the differences be-
tween the decrypted image and the original image. The
detailed analysis of these algorithms are mainly recorded
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the three-dimensional chaotic logistic map

Figure 1: The image of the three-dimensional chaotic lo-
gistic map

in the Section 4 and Section 5. The following is the pro-
posed algorithms and analysis of the main processes of
encryption and decryption.

3.1 The Image Encryption Algorithm

In this section, we use the three-dimensional chaotic lo-
gistic map Equation (2), Equation (3) and Equation (4)
to implement encryption process. The flowchart of the
encryption algorithm is shown in Figure 2. This paper
proposes an image encryption algorithm includes the fol-
lowing main steps:

1) Reading plain-image (original-image) (P,xpxc), get
size of P, e.g. using [a,b, | save size of P, let N =
axb, get R-plain-image PR,xpx1, save to PR(x, get
G-plain-image PGy xpx2, save to PGy, get B-plain-
image PB,xpx3, save to PB(yy, let £(0) = 0.100001,
y(0) = 0.100001 and z(0) = 0.100001;

2) Input the secret (encryption) key « B < into the
three-dimensional chaotic logistic map equation. It-
erate the three-dimensional chaotic logistic map N
times using system Equation (2), Equation (3) and
Equation (4), obtain an array X(y), Y(n) and Z(y);

3) Diffusion: CDR(N) = X(N) * PR(N), CDG(N) =
Yoy # PGy, CDBwvy = Z(wy * PBwvy;

4) Confusion: Change X (y), Y(n) and Z(y into [0, 255],
get SX(ny, SY(n) and SZ(y), we can get CCR(n) =
SX(N) D CDR(N), CCG(N) = SYV(N) D CDG(N),
OCB(N) = SZ(N) © ODB(N);

5) Change CCR(N), CCG(N) and CCB(N) into Cyxpxes
which is encrypt each element of matrix (Pyxpxc) us-
ing the key array X (), Y(n) and Z(y), namely, mix
the confusion of the original image (Puxpxc) (X(n),
Y(n) and Z(y) components with the diffusion of the
original image (Puxpxc) (X(n), Y(v) and Z(ny), get
the resulting image is the ciphered image Cjxpxec-
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Figure 2: The flowchart of the encryption algorithm

3.2 The Image Decryption Algorithm

In this section, we use the three-dimensional chaotic lo-
gistic map Equation (2), Equation (3)and Equation (4)
to implement decryption process. The flowchart of the
decryption algorithm is shown in Figure 3. This paper
proposes an image decryption algorithm includes the fol-
lowing main steps:

1) Reading ciphered-image (encrypted-image)
(Caxbxe), get size of C, e.g. wusing [a,b,c] save
size of C, let N = a * b, get R-ciphered-image
CRauxbx1, save to CCOR(yy, get G-ciphered-image
CGaxbx2, save to CCG(y), get B-ciphered-image
CBaxbxs, save to CCOB(yy, let 2(0) = 0.100001,
y(0) = 0.100001 and z(0) = 0.100001, here z(0),
y(0) and z(0) must be same as encryption process;

2) Input the secret (encryption) key « B8 < into the
three-dimensional chaotic logistic map equation. It-
erate the three-dimensional chaotic logistic map N
times using system Equation (2), Equation (3) and
Equation (4), obtain an array X(y), Y(y) and Z(y);

3) Inverse confusion: Change Xy, Y(v) and Z(y) into
[0,255], get SX(n), SY(n) and SZ(y), we can get
CDR(N) = SX(N) @ CCR(N)7 CDG(N) = SY(N) @D
CCG(N), CDB(N) = SZ(N) D CCB(N);

4) Inverse diffusion: PRy = CDR(y) * X(]\}),
1 21,
PGy = CDG ) =Yy, PBv) = CDBw) * 2y

Figure 3: The flowchart of the decryption algorithm

5) Change PR(y), PG(n) and PB(yy into Pyxpxe, de-
crypt each element of matrix (Cyxpxc) using the key
array X(ny, Y(n) and Z(y, namely, get the resulting
image is the original image P,xpxc-

4 Experimental Results

The efficiency of the proposed image encryption algorithm
is shown in the following experimental results. The stan-
dard gray scale image peppers (Figure 4(a)) with the size
256 x 256 pixels is used for this experiment.

The results of the encryption are presented in Fig-
ure 4(b). As can be seen from the encrypted image Fig-
ure 4(b), there are no patterns or shadows visible in the
corresponding cipher image. The result of the decryp-
tion is presented in Figure 4(c). As can be seen from the
decrypted image Figure 4(c), it is not different from the
original image.

The color image peppers with the size 512 x 512 x 3
pixels is used for this experiment. The Figure 5(a) is the
color image of peppers, Figure 5(b) is the encrypted color
image of peppers, and Figure 5(c) shows the decrypted
color image of peppers from Figure 5(b).

We also do many experiments using different size of
color images, 1024 x 1024 x 3 pixels and 2048 x 2048 x 3
pixels in Figure 6, the speed of those images is shown in
Table 2.

The result of the decryption using wrong key is pre-
sented in Figure 4(f). As can be seen from the Figure 4(f),



International Journal of Network Security, Vol.21, No.1, PP.22-29, Jan. 2019 (DOI: 10.6633/1JNS.201901-21(1).04)

Figure 4: (a) The original image; (b) The encrypted im-
age; (c) The decrypted image; (d) The histogram of orig-
inal image; (e) The histogram of ciphered image; (f) The
decrypted image with wrong key.

(b)

Figure 5: (a) The original image; (b) The encrypted im-
age; (c) The decrypted image.

{a)Original image (b)Encrypted image (c)Decryped image

{d)Original image (e)

ge (f)Decryped image

Figure 6: The encrypted-decrypted images.

25

there are no patterns or shadows visible in the correspond-
ing ciphered image.

5 Security Analysis

Security is a major issue of a cryptosystem. When a new
cryptosystem is proposed, it should always be accompa-
nied by some security analyses. A good encryption proce-
dure should be robust against all kinds of cryptanalytic,
statistical and brute-force attacks. Here, some security
analyses have been performed on the proposed scheme like
key space analysis, distribution of the cipher-text, correla-
tion analysis of two adjacent pixels, information entropy,
plain-text sensitivity analysis, etc. The security analysis
demonstrates a high security level of the new scheme.

5.1 Key Space

For every cryptosystem, the key space is very important.
The key space of an encryption algorithm should be large
enough to resist brute-force attacks. In our proposed
scheme, the key space of the image decryption is com-
puted by:

T(avﬁvvaxmy()?ZO) :H(CV X 6 Xy X Ty X Yo X ZO)

where 3.68 < a < 3.99, 0 < § < 0.022, 0 < v < 0.015,
zo € [0,1], yo € [0,1], zo € [0,1], the each precision of
a, 8,7, %0, Yo, 2o is 10716, namely, the size of key space is
109 (((10'6)6 % 1071 % 1072) % 1072). This key space is
big enough for brute-force attacks [32,40]. In this scheme,
we take the key to the original as follows: g = 0.100001,
yo = 0.100001, zp = 0.100001, o = 3.8900000001, 8 =
0.01, v = 0.01. When taking the wrong key: the difference
between wrong and right key is 10~ '6. For example, using
a = 3.8900000001000001 as the wrong key to decrypt the
encryption image, we get a wrong decrypted image shown
in Figure 4(f).

5.2 Distribution of The Ciphertext

An image histogram displays that how pixels in an image
are distributed by plotting the number of pixels. Here
we take a peppers image (its size is 256 x 256) as the
original image. Histogram of the original peppers image
and the corresponding ciphered peppers image are shown
in Figure 4(d) and 4(e). As is shown, the histograms of
the ciphered image is uniform and do not provide any
clues to the use of any statistical analysis attack on the
encrypted image [7] .

5.3 Correlation Analysis of Two Adja-
cent Pixels
The superior confusion and diffusion properties are shown

in the correlations of adjacent pixels from the ciphered
image [43]. We analyze the correlation between adjacent
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Table 1: Correlation coefficient of two adjacent pixels in
simulated original and ciphered image

Direction | Original image | Ciphered image
Horizontal | 0.9158 0.0036
Vertical 0.9085 0.0073
Diagonal 0.8791 0.0059
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Figure 7: Correlation analysis of original image

pixels in original and ciphered peppers image. We calcu-
late the correlation coefficient in the horizontal, vertical
and diagonally, the following relation is used [1]:

(N 30500 @595 — 351 %5 501 Us)
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Figure 8: Correlation analysis of encrypted image

for an encrypted image should be 8. The calculation of
entropy for the ciphered image (Figure 4(b)) is presented
below:

1
—— = 7.9981632.

H(s) = Pis)

Z P(s;)logy

=0

The result shows that the entropy of the encrypted image
is very close to the ideal entropy value, higher than most
of other existing algorithms. This indicates that the rate
of information leakage from the proposed image encryp-
tion algorithm is close to zero.

T

where z; and y; are the values of the adjacent pixels in

the image and N is the total number of pixels selected
from the image for the calculation. We choose randomly
3000 image pixels from the original image and the ci-
phered image respectively to calculate the correlation co-
efficients of the adjacent pixels in horizontal, vertical and
diagonally direction. It demonstrates that the encryption
algorithm covers up all the characters of the original im-
age showing a good performance of balanced 0 1 ratio.
The correlation of the original image and the encrypted
image are shown in Figures 7 and 8.

5.4 Information Entropy

Information theory is a mathematical theory founded in
1949 by Shannon [13]. Modern information theory is con-
cerned on data compression, error-correction, communi-
cations systems, cryptography, and related topics. There
is a universal formula for calculating information entropy:

2NV -1
() = Y Plsi)logs i
i=0 ¢

where P(s;) represents the probability of symbol s; and
the entropy is expressed in bits. The ideal entropy value

T NI @) - (L N )2 — (S, )

5.5 Plain-text Sensitivity Analysis (Dif-
ferential Attacks)

Attackers often make a slight change for the original im-
age, use the proposed scheme to encrypt the original im-
age before and after changing, and through comparing
two encrypted images to find out the relationship between
the original image and the encrypted image. This kind of
attack is called differential attack [43]. In order to re-
sist differential attack, a minor alternation in the plain-
image should cause a substantial change in the ciphered
image. To test the influence of one-pixel change on the
whole image encrypted by the proposed algorithm, two
common measures were used: NPCR and UACT [16].
NPCR represents the change rate of the ciphered im-
age provided that only one pixel of plain-image changed.
UACT which is the unified average changing intensity,
measures the average intensity of the differences between
the plain-image and ciphered image. For calculation of
NPCR and UACI, let us assume two ciphered images
C; and C5 whose corresponding plain images have only
one-pixel difference. Label the gray-scale values of the
pixels at grid (4,7) of C; and Cy by C4(4,5) and Cs (i, j),
respectively. Define a bipolar array, D, with the same
size as image C7 or Co. Then, D(i,j) is determined by
Cy(i,7) and Cs(i,5), namely, if C1(i,j) = Ca(4,J) then
D(i,j) = 0; otherwise, D(i,j) = 1. NPCR and UACI
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are defined by the following formulas [9]:

>, D, )

NPCR = =272
CR W x H

x 100%

UACI = x 100%

W x H — 255

where W and H are the width and height of C; or Cs.
Tests have been performed on the proposed scheme by
considering the one-pixel change influence on a 256-gray
scale image of size 256 x 256. Also in order to clarify the
effect of small change in the secret key such as initial con-
dition (x¢ = 0.100001 to 2o = 0.1000010000000001, yg =
0.100001 to yo = 0.1000010000000001, zo = 0.100001 to
2o = 0.1000010000000001) NPCR is calculated. We ob-
tained NPCR = 0.00385 (1 — NPCR = 0.99615) and
UACI = 0.361. The percentage of pixel changed in en-
crypted image is over 99% even with one-bit difference in
plain-image. UACT is near to 1/3 as security required [2].
Moreover, in order to analyze the effect of the control
parameter p in the cipher image, the NPCR test is con-
ducted on the algorithm over this parameter. The process
of the analysis is almost the same as the one for a single
bit change in the plain-text, but this time we keep plain-
image as original, and analyze the number of bit changes
between two different cipher texts achieved from encryp-
tion with two different parameters with very small change
(o = 3.8900000001 versus a = 3.8900000001000001). The
calculated value of NPCR for the proposed algorithm is
0.003238 which is very close to the ideal value. Also, com-
pared with other chaos based algorithms such as NPCR
and UACT of the proposed algorithm has a good ability
to anti differential attack [18].

Table 2: Average ciphering time taking of a few different
size images

Images size(pixels) | Bits/pixels | Ciphered time(s)
256 x 256 x 3 24 1.27-1.32

512 x 512 x 3 24 5.07-5.21

1024 x 1024 x 3 24 20.56-21.63

2048 x 2048 x 3 24 67.81-69.35

5.6 Analysis of Speed

Apart from the security consideration, running speed
of the algorithm is also an important aspect for a
good encryption algorithm. We measure the encryp-
tion/decryption rate of several color images of different-
size by using the proposed image encryption scheme.
The time analysis is done on a core 2 duo 2.26Gz
CPU with 4GB RAM notebook running on Debian 8.0
and using Matlab 2014b glnxa64. The average encryp-
tion/decryption time taken by the algorithm for different-
sized images is shown in the Table 2.
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6 Conclusion

In this paper we concentrate on the field of image en-
cryption. The encryption and decryption schemes are
given. In this algorithm, the three-dimensional chaotic lo-
gistic map is used to generate pseudo-random sequences,
which are independent and approximately uniform. Af-
ter a series of transformations, the sequences constitute
a new pseudo-random sequence uniformly distributing in
the value space, which covers the plain-text by execut-
ing Exclusive-OR and shifting operations some rounds to
form the cipher. Experiments and a safety analysis are
carried out. We analyze the performance, security and the
resistance to difference and linear attack of this crypto-
graphic system by a simulation. Simulation results show
that the algorithm is efficient and usable for the security
of the image encryption system.
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