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Abstract

Image encryption has been a popular research field in re-
cent decades. This paper presents a novel scheme for the
preview of the encrypted image. Using the scheme can
preview the encrypted-image before decryption. So we
can get to know that this image is really needed before
decryption. Using the scheme can save a lot of unnec-
essary decryption time. To the best of our knowledge,
this work is the first attempt to present such a scheme
in the field of image encryption. We present the design
and implementation of the scheme. The design of the pro-
posed scheme is efficient. The experiments results show
that the suggested scheme satisfies the requirement. It
provides the necessary properties for a secure image en-
cryption scheme. These characteristics make it a suitable
candidate for using in cryptographic applications.

Keywords: Chaotic Ikeda Map; Image Encryption; Image
Encryption Preview

1 Introduction

Recently, with the rapid development of network tech-
nology and their increasing popularity, the roles of im-
ages in the exchange of information among people be-
come more frequent, image data protection has become
more and more important. To meet the needs of the
image authentication, image encryption algorithms were
proposed [21, 22, 45]. In 1970s, Chaos theory was pro-
posed, which was used in a number of research areas,
such as mathematics, engineering, physics, biology, and
so on. The first description of a chaotic process was made
in 1963 by Lorenz [30], who developed a system called
the Lorenz attractor that coupled nonlinear differential
equations. The complex behavior of chaotic systems in
nonlinear deterministic was described. The implementa-
tion of chaotic maps in the development of cryptography
systems lies in the fact that a chaotic map is characterized
by:

1) The initial conditions and control parameters with
high sensitivity;

2) Unpredictability of the orbital evolution;

3) The simplicity of the hardware and software imple-
mentation leads to a high encryption rate [16].

These characteristics can be connected with some very
important cryptographic properties such as confusion and
diffusion, balance and avalanche properties [39].

Over the past two decades, the image encryption based
on Chaos theory has become a hot research topic. A
large number of digital image encryption schemes have
been proposed with demonstrated success. The classic
encryption architecture based on chaotic map has been in-
vestigated. Researchers have proposed many chaos-based
digital image encryption schemes [2, 8, 9, 12, 20, 28, 29, 34,
38, 43, 49], which utilize chaotic maps. Jawad and his
research group promoted a chaotic map-embedded Blow-
fish algorithm for security enhancement of color image
encryption [25]. Mao and his research group proposed a
new color image encryption scheme based on chaotic non-
linear adaptive filter [19]. Mirzaei and his research group
designed a parallel encryption algorithm based on hyper
chaos [31]. Haroun’s real-time image encryption used a
low-complexity discrete 3D dual chaotic cipher [18]. Xiao-
Jun Tong and his partner proposed an image encryption
algorithm based on cross chaotic map [40]. Guodong Ye’s
chaotic image encryption algorithm using wave-line per-
mutation and block diffusion [47].

The average decryption time of images with different
sizes is different. The larger the encrypted image is, the
longer it takes to decrypt. Decrypting a 2048× 2048 im-
age takes about 50 times as much time as a 256 × 256
image [6, 7, 13, 33]. So how do we get to know that this
image is really what we need before decryption? In order
to solve this problem, this paper gives a novel solution.
Before decryption, we can decrypt the key region that has
been set up in advance, so as to find out if it is the image
we are interested in. We can manually or automatically
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select one or more key regions of the image that will be en-
crypted. We encrypt the key region image and the entire
image separately. The two encrypted images are com-
bined into an encrypted image. The image segmentation
and recognition algorithm will be employed.

The organization of this paper is as follows: Section 2
presents the related works. In Section 3, the details of our
scheme are proposed. The experimental results are intro-
duced in Section 4. The security discussion is shown in
Section 5. Finally, the conclusions are drawn in Section 6.

2 Related Works

We categorize the related work into three topics, and each
topic is summarized separately.

2.1 Image Encryption

There are many image encryption algorithms. They have
some common characteristics, which are some very impor-
tant cryptographic properties such as confusion and dif-
fusion, balance and avalanche properties. In [28], we pro-
posed an encryption algorithm based on chaotic tent map.
In [26], Manish and his team presented a new algorithm
for image security using ECC (Elliptic Curve Cryptogra-
phy) diversified with DNA encoding. Zang et al. sug-
gested a novel optical image encryption algorithm, which
based on spatially incoherent illumination [48]. Akhavan
and his partners proposed a novel parallel hash function
based on 3D chaotic map [4]. Choosing a suitable image
encryption algorithm is not difficult.

In this paper, we presents an image encryption algo-
rithm, which is based on the chaotic Ikeda map. The
design of the proposed algorithm is simple and efficient.
It provides the necessary properties for a secure image en-
cryption algorithm including the confusion and diffusion
properties. We use well-known ways to perform the secu-
rity and performance analysis of the proposed image en-
cryption algorithm. Simulation results show that the sug-
gested algorithm satisfies the required performance tests
such as large key space, high level security, and acceptable
encryption speed. The fail-safe analysis is inspiring and
it can be concluded that the proposed algorithm is effi-
cient and secure. These characteristics make it a suitable
candidate for using in cryptographic applications.

In physics and mathematics, the Ikeda map is a
discrete-time dynamical system given by the complex
map [23]. The original map was proposed first by Ikeda
as a model of light going around across a nonlinear opti-
cal resonator in a more general form. In 1979, Kensuke
Ikeda did an experiment on brain simulation [24]. The
result confirms that the Ikeda model with its multiple ex-
trema nonlinear function is a good candidate for chaos
generation dedicated to encryption [27].

zn+1 = A+Bzne
i(|zn|2+C). (1)

Figure 1: The image of the chaotic Ikeda map

Figure 2: The image of the standardized chaotic Ikeda
map

The complex Ikeda map is reduced to the above simpli-
fied form by Ikeda, Daido and Akimoto. Where zn stands
for the electric field inside the resonator at the n-th step
of rotation in the resonator, A, B and C are parameters
which indicate laser light applied from the outside, and
linear phase across the resonator, respectively. In partic-
ular the parameter B ≤ 1 is called dissipation parameter
characterizing the loss of resonator, and in the limit of B
= 1 the Ikeda map becomes a conservative map.

A 2D real example of the complex map is:

xn+1 = 1 + µ(xncostn − ynsintn) (2)

yn+1 = µ(xnsintn − yncostn) (3)

where µ is a parameter and tn = 0.4− 6
1+x2

n+y2
n

.

For µ ≥ 0.6, this system has a chaotic attractor. The
Ikeda map has the dynamical behavior of nonlinear sys-
tems.

Using MATLAB in the experiments, the Ikeda equa-
tion parameter µ was selected as µ = 0.9, in this case the
system has a chaotic behavior. Figure 1 shows trajectories
of 10000 random points for various values.

In order to apply the chaotic Ikeda map to image en-
cryption, we made the transformation, let all xn ∈ (0, 1)
and yn ∈ (0, 1) , n ∈ [0,1,2,· · · ], showing in Figure 2.

2.1.1 The Image Encryption Algorithm

In this section, we use the chaotic Ikeda map Equation (2)
and Equation (3) to implement encryption process. This
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paper proposes an image encryption algorithm includes
the following main steps:

1) Read plain-images (original-image) (Pa×b×c), get size
of P , e.g. using [a, b, c] save size of P , let N = a∗b∗c,
let x(0) = 0.100001, y(0) = 0.100003;

2) Input the secret (encryption) key µ into the chaotic
ikeda map equation. Iterate the chaotic ikeda map N
times using system Equation (2) and Equation (3),
obtain an array X(N) and Y(N);

3) Confusion: Change X(N) into [0, 255] using X(N) ∗
1000 mod 256, we can get CX(P )

= X(N) XOR
Pa×b×c;

4) Diffusion: CY(P )
= Y(N) ∗ CX(P )

;

5) Change CY(P )
into Ca×b×c, which is encrypt each el-

ement of matrix (Pa×b×c) using the key array X(N)

and Y(N), namely, mix the confusion of the original
image (Pa×b×c) (CX(P )

) components with the diffu-
sion of the original image (Pa×b×c) (CY(P )

), get the
resulting image is the ciphered image Ca×b×c.

2.1.2 The Image Decryption Algorithm

In this section, we use the chaotic Ikeda map Equation (2)
and Equation (3) to implement decryption process. This
paper proposes an image decryption algorithm includes
the following main steps:

1) Read ciphered-images (encrypted-image) (Ca×b×c),
get size of C, e.g. using [a, b, c] save size of C, let N =
a ∗ b ∗ c, let x(0) = 0.100001, y(0) = 0.100003, here
x(0) and y(0) must be same as encryption process;

2) Input the secret (encryption) key µ into the chaotic
ikeda map equation. Iterate the chaotic ikeda map N
times using system Equation (2) and Equation (3),
obtain an array X(N) and Y(N);

3) Inverse confusion: Change X(N) into [0, 255] using
X(N)∗1000 mod 256, we can get PX(C)

= X(N) XOR
Ca×b×c;

4) Inverse diffusion: PY(C)
= PX(C)

∗ Y −1(N);

5) Change PY(C)
into Pa×b×c, decrypt each element of

matrix (Ca×b×c) using the key array X(N) and Y(N),
namely, mix the confusion of the ciphered image
(Ca×b×c) (X(C)) components with the diffusion of
the ciphered image (Ca×b×c) (Y(C)), get the resulting
image is the original image Pa×b×c.

2.2 Image Segmentation

Many image segmentation techniques are available in the
articles [1, 11]. They proposed a number of related algo-
rithms and schemes. In [17], a novel method is proposed
for performing multi-label, interactive image. In [10],
Boykov and his partners focused on possibly the simplest

application of graph-cuts: segmentation of objects in im-
age data. Vese and his research group proposed a new
multiphase level set framework for image segmentation
using the Mumford and Shah model, for piecewise con-
stant and piecewise smooth optimal approximations [42].
We can choose an image segmentation algorithm for im-
age segmentation.

2.3 Image Recognition

Image recognition technology has been studied by many
scholars in recent years. In [37], Shi and his research group
proposed a novel approach for learning coupled mappings
to improve the performance of low-resolution (LR) face
image recognition. In [46], Wu and his research part-
ners presented a state-of-the-art image recognition sys-
tem, Deep Image, developed using end-to-end deep learn-
ing. In [41], a neural network model, the hyper-column
model (HCM), which is applicable to general image recog-
nition, was proposed by Tsuruta and his partners. We can
choose an image recognition algorithm to automatically
select the feature regions from the image.

3 Proposed Scheme

Before introducing the preview scheme, we first intro-
duce a definition that is the Preview-Region-Image. The
Preview-Region-Image is the key region which is a part of
the original image. Then we can find out if the original
image is the image we are interested in.

We can manually or automatically select one or more
Preview-Region-Image from the original image that will
be encrypted. The Preview-Region-Image and the origi-
nal image are encrypted separately. The two encrypted
images are combined into an encrypted image. The de-
cryption process is exactly the opposite of the encryp-
tion process. In order to preview the image, we extract
and decrypt the encrypted Preview-Region-Image from
the encrypted image. Details are given in the following
encryption and decryption schemes.

3.1 The Image Encryption Preview
Scheme

In this section, we give the processing flow of the image
encryption scheme. The flowchart of the image encryp-
tion scheme is shown in Figure 3. This paper proposes
an image encryption scheme which includes the following
main steps:

1) Select the Preview-Region-Image. Two methods of
selection can be used. Get the original image I[a ×
b× c], c = 2 or 3.

• Using the mouse click spot as the center manu-
ally selects a region.

a. a > 256 and b > 256, selects a region (256×
256× c), save to an array K[256× 256× c];
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Figure 3: The flowchart of the image encryption scheme

b. a > 256 and b < 256, selects a region (256×
b× c), save to an array K[256× b× c];

c. a < 256 and b < 256, selects a region (a ×
b× c), save to an array K[a× b× c];

d. standardize the array K to SK[256×256×
c], insufficient 0 fill. the array SK[256 ×
256×c] is named as Preview-Region-Image,
before we encrypt the original image.

• Before encrypting the original image (I[a× b×
c]), we can use image recognition technology
to automatically select a Preview-Region-Image
from the original image, and standardize to
SK[256× 256× c], insufficient 0 fill.

2) Encryption. Using the image encryption algorithm.
We encrypt the Preview-Region-Image (SK[256 ×
256 × c]) that is selected in step (1), named as
Encrypted-Preview-Region-Image (CSK[256×256×
c]). Encrypt the original image, named as Encrypted-
Original-Image (CI[a× b× c]).

3) Integration. In this step, we integrate two en-
crypted images (Encrypted-Preview-Region-Image
CSK[256 × 256 × c] and Encrypted-Original-Image
CI[a × b × c]) save to the array C[(a + (256 ×
256/b))×b×c]. We place Encrypted-Preview-Region-
Image (the encrypted preview region image) in front
of Encrypted-Original-Image (the encrypted original
image).

Figure 4: The flowchart of the image decryption scheme

3.2 The Image Decryption Preview
Scheme

In this section, we give the processing flow of the image
decryption scheme. Before decryption, we first decrypt
Encrypted-Preview-Region-Image to preview the original
image. The flowchart of the image decryption scheme is
shown in Figure 4. This paper proposes an image decryp-
tion scheme which includes the following main steps:

1) Extract the encrypted preview image. Extract the
Encrypted-Preview-Region-Image CSK[256×256×c]
from the encrypted image C[(a + (256 × 256/b)) ×
b × c], Get the image region (its size is 256 ×
256 × 3), namely, the Encrypted-Preview-Region-
Image CSK[256 × 256 × c], from the beginning of
the encrypted image C[(a+ (256× 256/b))× b× c];

2) Decrypt the encrypted preview image. Decrypt
the Encrypted-Preview-Region-Image (the encrypted
preview image) CSK[256×256×c], get the Preview-
Region-Image (the preview region image) SK[256 ×
256× c], and show it;

3) Decrypt the encrypted original image. In Step 2, if
we find that this image is the image we need. Extract
the Encrypted-Original-Image (the entire encrypted
original image) CI[a × b × c]) from the encrypted
image C[(a+ (256× 256/b))× b× c], and decrypt it.
In Step 2, if we find that this image is not the image
we need, stop the decryption.
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Figure 5: (a) The original image; (b) The encrypted im-
age; (c) The decrypted image; (d) The histogram of orig-
inal image; (e) The histogram of ciphered image; (f) The
decrypted image with wrong key.

Figure 6: (a) The original image; (b) The encrypted im-
age; (c) The decrypted image.

4 Experimental Results

4.1 Experimental Results of The Image
Encryption

The efficiency of the proposed image encryption algorithm
is shown in the following experimental results. The stan-
dard gray scale image Lenna (Figure 5(a)) with the size
256× 256 pixels is used for this experiment.

The results of the encryption are presented in Fig-
ure 5(b). As can be seen from the encrypted image Fig-
ure 5(b), there are no patterns or shadows visible in the
corresponding cipher image. The result of the decryp-
tion is presented in Figure 5(c). As can be seen from the
decrypted image Figure 5(c), it is not different from the
original image.

The color image Lenna with the size 512×512×3 pixels
is used for this experiment. The Figure 6(a) is the color
image of Lenna, Figure 6(b) is the encrypted color image
of Lenna, and Figure 6(c) shows the decrypted color image
of Lenna from Figure 6(b).

The result of the decryption using wrong key is pre-
sented in Figure 5(f). As can be seen from the Figure 5(f),
there are no patterns or shadows visible in the correspond-
ing ciphered image.

Figure 7: (a) The original image (1024×1024×3); (b) The
preview region image (256× 256× 3); (c) The encrypted
preview region image; (d) The integrated encrypted im-
age; (e) The decrypted preview region image; (f) The
decrypted original image.

4.2 Experimental Results of The Image
Encryption Preview Scheme

The efficiency of the proposed image encryption preview
scheme is shown in the following experimental results.
The color images with different sizes are used in this ex-
periment.

The color image with the size 1024× 1024× 3 is used
in this experiment. The Figure 7(a) is the color image of
street lamp in snow (1024× 1024× 3), Figure 7(b) is the
preview region image (256×256×3), which is a party se-
lected from Figure 7(a), Figure 7(c) shows the encryption
of Figure 7(b), Figure 7(d) shows the integrated encrypted
image (include the encryption of the preview region im-
age and the entire encrypted original image), Figure 7(e)
shows the preview of the encryption image, Figure 7(f)
shows the decrypted color image of street lamp in snow.

We have also done another experiments using the color
image with the size 2048×2048×3, as shown in Figure 8.

5 Security Analysis

Security is a major issue of a cryptosystem. When a new
cryptosystem is proposed, it should always be accompa-
nied by some security analyses. A good encryption proce-
dure should be robust against all kinds of cryptanalytic,
statistical and brute-force attacks. Here, some security
analyses have been performed on the proposed scheme like
key space analysis, distribution of the cipher-text, correla-
tion analysis of two adjacent pixels, information entropy,
plain-text sensitivity analysis, etc. The security analysis
demonstrates a high security level of the new scheme.
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Figure 8: (a) The original image (2048×2048×3); (b) The
preview region image (256× 256× 3); (c) The encrypted
preview region image; (d) The integrated encrypted im-
age; (e) The decrypted preview region image; (f) The
decrypted original image.

5.1 Key Space

For every cryptosystem, the key space is very important.
The key space of an encryption algorithm should be large
enough to resist brute-force attacks. In our proposed
scheme, the key space of the image decryption is com-
puted by:

T (µ, x0, y0) = θ(µ× x0 × y0),

where x0 ∈ [0, 1], y0 ∈ [0, 1], µ ≥ 0.6, the each precision
of x0, y0 and µ is 10−16, namely, the size of key space is
2160 (((1016)3)). This key space is big enough for brute-
force attacks [32]. In this scheme, we take the key to the
original as follows: x0 = 0.100001, y0 = 0.100003, µ =
0.9000000001. When taking the wrong key: the difference
between wrong and right key is 10−16. For example, using
µ = 0.9000000001000001 as the wrong key to decrypt the
encryption image, we get a wrong decrypted image shown
in Figure 5(f).

5.2 Distribution of The Ciphertext

An image histogram displays that how pixels in an image
are distributed by plotting the number of pixels. Here we
take a Lenna image (its size is 256 × 256) as the original
image. Histogram of the original Lenna image and the
corresponding ciphered Lenna image are shown in Fig-
ures 5(d) and 5(e). As is shown, the histograms of the
ciphered image is uniform and do not provide any clues to
the use of any statistical analysis attack on the encrypted
image [7] .

5.3 Correlation Analysis of Two Adja-
cent Pixels

The superior confusion and diffusion properties are shown
in the correlations of adjacent pixels from the ciphered

Table 1: Correlation coefficient of two adjacent pixels in
simulated original and ciphered image

Direction Original image Ciphered image
Horizontal 0.9302 0.0057
Vertical 0.8367 0.0041
Diagonal 0.8623 0.0032
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Figure 9: Correlation analysis of original image

image [44]. We analyze the correlation between adjacent
pixels in original and ciphered Lenna image. We calculate
the correlation coefficient in the horizontal, vertical and
diagonally, the following relation is used [5]:

Cr =
(N

∑N
j=1 xjyj −

∑N
j=1 xj

∑N
j=1 yj)

(N
∑N

j=1(xj)2 − (
∑N

j=1 xj)2)(N
∑N

j=1(yj)
2 − (

∑N
j=1 yj)

2)

where xj and yj are the values of the adjacent pixels in
the image and N is the total number of pixels selected
from the image for the calculation. We choose randomly
3000 image pixels from the original image and the ci-
phered image respectively to calculate the correlation co-
efficients of the adjacent pixels in horizontal, vertical and
diagonally direction. It demonstrates that the encryption
algorithm covers up all the characters of the original im-
age showing a good performance of balanced 0 1 ratio.
The correlation of the original image and the encrypted
image are shown in Figures 9 and 10.

5.4 Information Entropy

Information theory is a mathematical theory founded in
1949 by Shannon [36]. Modern information theory is con-
cerned on data compression, error-correction, communi-
cations systems, cryptography, and related topics. There
is a universal formula for calculating information entropy:

H(s) =

2N−1∑
i=0

P (si) log2

1

P (si)

where P (si) represents the probability of symbol si and
the entropy is expressed in bits. The ideal entropy value
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Figure 10: Correlation analysis of encrypted image

for an encrypted image should be 8. The calculation of
entropy for the ciphered image (Figure 5(b)) is presented
below:

H(s) =

255∑
i=0

P (si) log2

1

P (si)
= 7.9986387.

The result shows that the entropy of the encrypted image
is very close to the ideal entropy value, higher than most
of other existing algorithms. This indicates that the rate
of information leakage from the proposed image encryp-
tion algorithm is close to zero.

5.5 Plain-text Sensitivity Analysis (Dif-
ferential Attacks)

Attackers often make a slight change for the original im-
age, use the proposed scheme to encrypt the original im-
age before and after changing, and through comparing
two encrypted images to find out the relationship between
the original image and the encrypted image. This kind of
attack is called differential attack [44]. In order to re-
sist differential attack, a minor alternation in the plain-
image should cause a substantial change in the ciphered
image. To test the influence of one-pixel change on the
whole image encrypted by the proposed algorithm, two
common measures were used: NPCR and UACI [14].
NPCR represents the change rate of the ciphered im-
age provided that only one pixel of plain-image changed.
UACI which is the unified average changing intensity,
measures the average intensity of the differences between
the plain-image and ciphered image. For calculation of
NPCR and UACI, let us assume two ciphered images
C1 and C2 whose corresponding plain images have only
one-pixel difference. Label the gray-scale values of the
pixels at grid (i, j) of C1 and C2 by C1(i, j) and C2(i, j),
respectively. Define a bipolar array, D, with the same
size as image C1 or C2. Then, D(i, j) is determined by
C1(i, j) and C2(i, j), namely, if C1(i, j) = C2(i, j) then
D(i, j) = 0; otherwise, D(i, j) = 1. NPCR and UACI

are defined by the following formulas [35]:

NPCR =

∑
i,j D(i, j)

W ×H
× 100%

UACI =
1

W ×H

∑
i,j

|Ci(i, j)− C2(i, j)|
255

× 100%

where W and H are the width and height of C1 or C2.
Tests have been performed on the proposed scheme by
considering the one-pixel change influence on a 256-gray
scale image of size 256× 256. Also in order to clarify the
effect of small change in the secret key such as initial con-
dition (x0 = 0.100001 to x0 = 0.1000010000000001,y0 =
0.100003 to y0 = 0.1000030000000001) NPCR is calcu-
lated. We obtained NPCR = 0.00351 (1 − NPCR =
0.99649) and UACI = 0.367. The percentage of pixel
changed in encrypted image is over 99% even with one-
bit difference in plain-image. UACI is near to 1/3 as
security required [3]. Moreover, in order to analyze the
effect of the control parameter µ in the cipher image, the
NPCR test is conducted on the algorithm over this pa-
rameter. The process of the analysis is almost the same
as the one for a single bit change in the plain-text, but
this time we keep plain-image as original, and analyze
the number of bit changes between two different cipher
texts achieved from encryption with two different param-
eters with very small change (µ = 0.9000000001 ver-
sus µ = 0.9000000000000001). The calculated value of
NPCR for the proposed algorithm is 0.003169 which is
very close to the ideal value. Also, compared with other
chaos based algorithms such as NPCR and UACI of the
proposed algorithm has a good ability to anti differential
attack [15].

5.6 Analysis of Speed

Apart from the security consideration, running speed
of the algorithm is also an important aspect for a
good encryption algorithm. We measure the encryp-
tion/decryption rate of several color images of different-
size by using the proposed image encryption scheme.
The time analysis is done on a core 2 duo 2.26Gz
CPU with 4GB RAM notebook running on Debian 8.0
and using Matlab 2014b glnxa64. The average encryp-
tion/decryption time taken by the algorithm for different-
sized images is shown in the Table 2. The average time of
the image encryption preview scheme taken by the algo-
rithm for different-sized images is shown in the Table 3.

6 Conclusion

In this paper we concentrate on the field of image en-
cryption. The image encryption and decryption preview
schemes have been given. In this scheme, we presented
a method to preview the encrypted image before entire
decryption. Using the scheme can save a lot of unnec-
essary decryption time. Experimental results show that
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Table 2: Average ciphering time taking of a few different
size images

Images size(pixels) Bits/pixels Ciphered time(s)
256× 256× 3 24 0.53-0.68
512× 512× 3 24 2.92-3.06
1024× 1024× 3 24 10.57-13.23
2048× 2048× 3 24 33.80-39.75

Table 3: Average ciphering preview time taking of a few
different size images

Images size(pixels) Bits/pixels Ciphered time(s)
256× 256× 3 24 0.53-0.68
512× 512× 3 24 0.55-0.71
1024× 1024× 3 24 0.63-0.76
2048× 2048× 3 24 0.67-0.82

the scheme is efficient and usable for the preview of the
image encryption. To the best of our knowledge, this is
the first attempt to present such a scheme in the field of
image encryption. The advantage of this scheme is that
it is possible to know whether the encrypted image is the
image we need. The disadvantage is that the encrypted
preview image also takes up more storage spaces. Fol-
lowing up, we will try to solve this defect. One possible
solution is that we use the encrypted preview image to
replace the corresponding part of the original encrypted
image.
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