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Abstract

Network real-time applications are gaining rapid promi-
nence on today’s Internet, particularly video and audio
streaming, conferencing and telephony applications. The
original design of those applications and their correspond-
ing protocols did not consider security and privacy, which
form a compelling requirement to many of the Internet
users and in many of the involved applications. One of
the most common solutions to impose security on net-
work traffic is to use the IPSec security protocol, which
adds authentication and encryption to network packets,
by which securing network applications. In the context of
time-sensitive application such as VoIP and similar real-
time applications, an important question that arises is
how, if any, the overhead of IPSec operations could af-
fect the performance of network applications. This paper
surveys a number of the most relevant works that ad-
dressed this question mostly within the last decade. The
approach, metrics and findings of each study are briefly
described and an overall summary of their main charac-
teristics is presented.

Keywords: IPsec; VOIP; VPN (Virtual Private Network)

1 Introduction

The real time application is one type of applications make
specific quality of service (Qos) demands to the commu-
nication network such as maximum delay, maximum loss
rate, etc.; and the network once it accepts a connection
guarantees the requested services quality. Traditional net-
work protocols such as Ethernet are designed to deliver
best effort performance. A best offer network strives to
achieve good average performance, and makes no attempt
to meet the individual deadline of task. These networks
are intended for use in applications where long delays and
high data loss under heavy load conditions are acceptable.
It is needless to say that such network are insufficient

for use in real-time applications. Also, the Current ad-
vances in communications technology have helped it pos-
sible to support applications in many different fields such
as include the Internet, mobile/cell phones, land lines, in-
stant messaging (IM), video conferencing, Internet relay
chat, robotic telepresence and teleconferencing. Emails,
blogs and bulletin boards are example of non-real-time ap-
plications, for which the performance metrics of interest
are typically average message/packet delay and through-
put. These applications also have strict reliability re-
quirements; indeed, much of the complexity of traditional
network protocols arises from the need for loss-free com-
munication between non-real-time applications and data-
oriented. Also, the properties of real-time applications are
very different from those that are in the non-real-time. As
in real-time computing, the distinguishing feature of real-
time application is the fact that the value of the commu-
nication depends upon the times at which messages are
successfully delivered to the recipient [16,18,38].

Furthermore, the real-time voice and video streams are
isochronous in nature, that is, they can be through of as
stream of finite size samples which are generated, trans-
mitted and received at fixed time intervals, imposing a set
of time constraints witch must never be exceeded [24,31].

Many receivers located at geographically different
places receive multimedia information from multimedia
server. The multimedia information is usually in the form
of streaming video and audio. Transmission and process-
ing of these information have firm real-time requirements.
Additionally, VoIP is all set to revolutionize voice com-
munications. VoIP stands for Voice over IP, it Provide a
generic transport capabilities for real-time multimedia ap-
plications and Supports both conversational and stream-
ing applications such as Internet telephony, Internet ra-
dio, Videoconferencing, Music-on-demand and Video-on-
demand [10].

VoIP applications are normally used with a simple mi-
crophone and computer speakers, but IP telephones can
also be used, providing an experience identical to normal
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telephoning. VoIP applications and services require firm
real-time data transfer support [28].

2 IPSec

Most widely used and very important security technology
is Internet Protocol Security (IPsec) [6]. It is used in the
authentication and encryption in the public internet to
provide the secure access. The IPsec is a set of proto-
cols whose function is to secure communications over the
Internet Protocol (IP) by authenticating and / or encrypt-
ing each IP packet in a data stream. IPsec also includes
protocols for establishing encryption keys [11].

IPsec protocols act on the network layer, Layer 3 of
the OSI model. Other extended Internet security proto-
cols such as SSL, TLS and SSH operate from the applica-
tion layer (Layer 7 of the OSI model). This makes IPsec
more flexible because it can be used to protect Layer 4
protocols, including TCP and UDP [5,15].

In addition, the feature of IPSec is its open standard
nature. It complements perfectly with the PKI technol-
ogy and, although it establishes certain common algo-
rithms, for interoperability reasons, allows to integrate
more robust algorithms cryptographic that can be de-
signed in the future [14].

Among the benefits provided by IPSec, it should be
noted that [12]:

• It enables new applications such as secure and trans-
parent access to a remote IP node.

• It facilitates business-to-business e-commerce by pro-
viding a secure infrastructure on which to conduct
transactions using any application. Extranets are an
example.

• It allows building a secure corporate network over
public networks, eliminating the management and
cost of dedicated lines.

• It offers the teleworker the same level of confidential-
ity that would have in the local network of his com-
pany, being not necessary the limitation of access to
the sensitive information by problems of privacy in
transit.

It is important to note that when we cite the word
”safe” we do not refer only to the confidentiality of the
communication, we are also referring to the integrity of
the data, which for many companies and business envi-
ronments may be a much more critical requirement than
Confidentiality. This integrity is provided by IPSec as a
service added to data encryption or as an independent
service. Within IPSec the following components are dis-
tinguished [35]:

• Two security protocols: IP Authentication Header
(AH) and IP Encapsulating Security Payload (ESP)
that provide security mechanisms to protect IP traf-
fic.

• An Internet Key Exchange (IKE) key management
protocol that allows two nodes to negotiate the keys
and all the parameters necessary to establish an AH
or ESP connection.

2.1 Authentication Header (AH)

The authentication header (AH) provides the data in-
tegrity and the authentication to check and replay the
protection, but this authentication heard does not [29].
The AH protocol [21] is the procedure provided within
IPSec to ensure the integrity and authentication of IP
datagrams. That is, it provides a means to the receiver of
the IP packets to authenticate the source of the data and
to verify that said data has not been altered in transit.
However it does not provide any guarantee of confidential-
ity, that is, the transmitted data can be viewed by third
parties [22].

As its name indicates, AH is an authentication header
that is inserted between the standard IP header (both
IPv4 and IPv6) and the transported data, which can be
a TCP, UDP or ICMP message, or even a complete IP
datagram as shown in Figure 1.

Figure 1: Structure of an AH datagram [27]

AH is actually a new IP protocol, and has assigned it
the decimal number 51. This means that the IP header
field contains the value 51, instead of the values 6 or 17
that are associated with TCP and UDP respectively. It is
inside the AH header where the nature of the upper layer
data is indicated. It is important to note that AH ensures
the integrity and authenticity of the data transported and
the IP header, except the variable fields: TOS, TTL, flags,
offset and checksum as shown in Figure 1.

The function of AH is based on an HMAC algo-
rithm [27], that is, a message authentication code. This
algorithm consists of applying a hash function to the com-
bination of an input data and a key, the output being a
small string of characters that we call extract. This ex-
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tract has the property that it is like a personal footprint
associated with the data and the person who generated
it, since it is the only one that knows the key.

2.2 Encapsulating Security Payload
(ESP)

The main objective of the Encapsulating Security Pay-
load (ESP) protocol [23] is to provide confidentiality by
specifying how to encrypt the data that is to be sent and
how this encrypted content is included in an IP datagram.
In addition, it can offer data integrity and authentication
services by incorporating a mechanism similar to AH.

Since ESP provides more functions than AH, the for-
mat of the header is more complex; This format consists of
a header and a tail that surround the data transported.
Such data can be any IP protocol (for example, TCP,
UDP or ICMP, or even a complete IP packet). Figure 2
shows the structure of an ESP datagram, which shows
how the content or payload travels encrypted [17].

Figure 2: Structure of an ESP [17]

2.3 Internet Key Exchange (IKE)

IPsec uses Internet Key Exchange or IKE as the default
protocol to control and convey the algorithms, keys, and
protocols, and to validate the two parties. It is used to
setup security associations [7]. An essential concept in
IPSec is that of security association (SA): it is a unidirec-
tional communication channel that connects two nodes,
through which protected datagrams flow through previ-
ously agreed cryptographic mechanisms. By identifying
only one unidirectional channel, an IPSec connection is
composed of two SAs, one for each sense of communi-
cation. So far it has been assumed that both ends of a
security association must be aware of the keys as well as
the rest of the information they need to send and receive
AH or ESP datagrams. As indicated above, it is neces-
sary for both nodes to agree on both the cryptographic
algorithms to be used and the control parameters. This
operation can be done by means of a manual configura-
tion, or by some control protocol that is in charge of the
automatic negotiation of the necessary parameters; To
this operation is called SAs negotiation [19].

The IETF has defined the IKE [20] protocol to perform
both this automatic key management function and the
establishment of the corresponding SAs. An important
feature of IKE is that its utility is not limited to IPSec,
but is a standard key management protocol that could be
useful in other protocols, such as OSPF or RIPv2. IKE is
a hybrid protocol that has resulted from the integration
of two complementary protocols: ISAKMP and Oakley.
ISAKMP generically defines the communication protocol
and syntax of the messages that are used in IKE, while
Oakley specifies the logic of how to securely perform the
exchange of a key between two parts that are not previ-
ously known.

In this paper, we firstly reviewed the overview of IPsec
and the main component of it. The other parts of this
paper are organized as follows: Section 3 chronological
survey of related works, we present some possible methods
and techniques to ensure impact IPsec protocol on the
performance of network RealTime Applications. Section 4
discussion attention of many researchers note from the
works of several years; Section 5 is the conclusion of this
paper.

3 Surveys of Relevant Works

Internet Protocol Security (IPsec) refers to a set of proto-
cols used to secure communications over IP through the
encryption and authentication of all data stream IP pack-
ets. It also includes protocols used to establish reciprocal
authentication between agents at the start of a session and
to facilitate the negotiation of cryptographic keys for use
in the session. Several experiments have been conducted
to measure IPsec performance and effects on Real-Time
Applications.

3.1 VoIP Performance

Most of these studies the authors measure IPsec impact
on the performance of VoIP with different experiences and
network metrics, also the proportion of influence.

The experimental analysis reveals results relative to
voice transmittal over secure communication links that
employ IPsec [3]. This work reveals the important pa-
rameters that characterize real-time voice transmission
over an Internet connection secured by IPsec and presents
strategies to mitigate some VoIPsec (Voice over IPsec)
limitations. The aim is to determine whether available
VoIP applications can simply be replaced by VoIPsec.
An efficient solution for packet header compression for
VoIPsec traffic, which is called cIPsec, is also presented.
Effective bandwidth was shown to decrease by up to 50 in
terms of VoIP in case of VoIPsec. Meanwhile, voice traf-
fic performance may be degraded by the cryptographic
engine because access to this engine in order to priori-
tize traffic is difficult. Simulation results demonstrated
a significant decrease in packet header overhead when
the proposed compression scheme is used. This enhances
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the transmission effective bandwidth to assess several pa-
rameters like effective bandwidth usage, crypto-engine
throughput, the traffic delay affected by various QoS
strategies, and impact of various encryption algorithms
on packet delay, a number of tests have been conducted.
When using IPsec, voice traffic is affected by two main
factors. First, is the increased packet size attributed to
the additional headers in the original IP packet. These
headers include the ESP header for confidentiality and
the new IP header for the tunnel. Second, is the time
required to encrypt the payload and headers, as well as
to construct new ones [4, 6, 9, 33].

The effects of encryption mechanisms on the quality
of voice and speech in widely deployed wireless technolo-
gies, namely Bluetooth and 802.11 were experimentally
compared [2]. The upper bound is assessed according to
the number of simultaneous VoIP calls placed using a sin-
gle cell of both networks with the application of security.
E-Model is used to evaluate service quality. An E-Model-
based QoS tool was found to evaluate the effect of the
IPsec on VoIP traffic efficiently and objectively. A de-
crease in average MOS was noted with the increase in the
number of simultaneous calls, but IPsec overhead signif-
icantly decreased compared with the case in which calls
were placed without security [30].

IPsec-based VoIP performance (in terms of through-
put, packet loss rate, latency and jitter) was assessed in
a 3G-WLAN integration environment. The study was
designed to provide guidelines for selecting the appropri-
ate system parameter values for VoIP over WLAN. These
works serve as a guide in the choice of system parameter
setups that are suitable for VoIP service in a 3G-WLAN
integration environment. An IEEE 802.11b access point
was found capable of supporting 15 IPsec RTP streams
with satisfactory latency, minimal jitter, and no packet
loss. IPsec overhead is also reasonable [8, 39].

Experiments in a LAN environment were conducted
to identify the influence of 6to4 encapsulation and IPsec
on VoIP quality in future IPv6 networks. VoIP perfor-
mance is assessed with varying background traffic, along
with IPv6 and 6to4 encapsulation with and without NAT.
Such performance is compared with that of IPv4. To
make calls, soft phones are used, and background traffic
is generated to simulate link and router congestion. Find-
ings reveal the efficiency of the use of a single Linux box
to handle IPsec, 6to4, and NAT processing. Voice quality
was verified to remain satisfactory even when the network
is operating close to its 100 Mbps capacity. VoIP perfor-
mance is evaluated based on delta (packet inter-arrival
time), packet loss, jitter, throughput, and MOS [13, 40].
The OPNET (Network Simulation Tool) was used to as-
sess the negative effect of VoIP network security at differ-
ent simulation times. Voice transmission over IPsec was
found to increase end-to-end delay, delay variation (jit-
ter), call setup time, and packet loss. Notably, authen-
tication is less expensive than encryption. In the con-
clusion of their research on VOIPsec traffic, proposed an
approach to the QOS issues linked to VOIPsec. This solu-

tion addresses the packet size increase associated with the
use of IPsec. They use cIPsec, which is an IPsec version
that performs internal header compression for a packet.
This is done while the data in the internal headers of
a packet remain constant or are duplicated in the outer
header [34]. The analysis and experimental results are
highlighted to facilitate the assessment of the voice traf-
fic QOS. To study the effect of IPSEC VPN, a number
of metrics are considered. Three scenarios, namely with-
out firewall, with firewall, and with firewall and VPN,
are compared. The results demonstrated that delay vari-
ation and packet end-to-end delay for voice traffic rises
by using the IPSEC VPN. The key cause behind this
is the additional encapsulation time required. MOS was
not impacted by the IPSEC VPN. Whether IPsec encryp-
tion influences router CPU utilization, voice quality, and
required bandwidth was determined. These parameters
are functions of the number of calls placed. Integrated
Services Cisco 2811 routers, which are suitable for small
firms, were used to perform the tests. After IPsec de-
ployment, a steep linear dependence of CPU utilization
on the number of processed packets was observed. This
could be addressed by adjusting the Voice Payload Size
(VPS) to decrease the router packet load [26]. all the pre-
vious studies summarized the survey shown in Table 1.

3.2 Video Performance

Most of these studies the authors measure IPsec impact
on the performance of Video with different experiences
and network metrics, also the proportion of influence.

Voice and video communication performance in a LAN
are measured. This includes such factors as the wireless
hop, given that data transmissions alternately occur over
the wireless hop, both through IPsec and plain IP. IPsec
is found suitable for use to secure multimedia communi-
cations over a wireless link without a notable decrease in
perceived quality. This experimental study primarily re-
vealed that IPsec is suitable for using protect real-time
communications interactive even when using a wireless
link IPsec. When an infrastructure with sufficient band-
width is used, the effect of IPsec cannot be perceived by
users. The small differences in the network metrics be-
come undetectable. The authors evaluated the measure-
ments in terms of network parameters like delay, loss, and
jitter and with respect to perceived quality. In this paper,
it shows that the Internet security protocol (IPsec) can be
used to provide secure multimedia communications over a
wireless link without significantly degrading the perceived
quality [25].

This work considered such metrics as End to End
Packet Delay, Packet Delay Variation, Traffic Received,
MOS (Mean Opinion Score), and Traffic Sent to assess
the effect of encryption on IP network video transmis-
sion. To describe IPsec tunnels, AH header and ESP are
used. These components provide confidentiality, safety,
integrity, and non-repudiation, with HMAC-SHA1 and
3DES encryption used for confidentiality, and AES is em-
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ployed in CBC mode. We also determine the effects of
an OpenVPN on the transmitted video. The Experiment
results identified video compression type as the most im-
portant component that influences video quality. The
H264 codec achieves better encryption results, but worse
packet loss results. In the latter part of measurement,
a new network was created using IPsec tunnel. ESP
and AH header are employed. Authentication was per-
formed using a shared password (ISAKMP) and a hash
function called SHA (HMAC variant). Symmetric ciphers
AES and 3DES were used and their topologies are demon-
strated to meet encryption standards [36].

An empirical investigation of the parameters influenced
by IPsec implementation in IPv6 and 6to4 Tunnelled
Migration Networks was conducted to assess the per-
formance decay that ensues after incorporating security.
IPsec significantly influenced the network, such that per-
formance was degraded with security was incorporated.
This performance decay impacted realtime applications,
such as VoIP and video conferencing, which are highly
sensitive to delay. The experiment employed various net-
work scenarios: IPv6 with IPsec, IPv6 Only, and 6to4
Tunnelling (IPv6 to IPv4 Migration Technique) test-bed
with two computers having the same specifications. One
computer was used as the server, whereas the other was
the client. Notably, no IPsec design exists for an IPv6-
only network. The IPsec Tunnel was placed between
Routers R2 and R1. We then verified the effect on the
IPv6 to IPv4 migration network (6to4). Under these con-
ditions, the server and PC-1 were running IPv6, while the
network was IPv4. Moreover, a 6to4 Tunnel was desig-
nated as the IPsec Tunnel between R2 and R1 [37].

The authors studied the performance the real time mul-
timedia with IPSec tunnel implemented with different op-
eration system Windows 2000 and Novell Netware. The
results from two platforms were not different between the
encryption and unencrypting in this experimented. The
implement of encryption tools (hardware and software)
are affected in network performance with use different
platform like Windows 2000 and Novell Netware, etc. and
they focused on client-to-site VPN topology [1]. The au-
thors analysis QoS in videoconference by using the IPsec
with different type of encryption like AES are affected
fundamentally in latency when is sent through a VPN
because encryption and the traffic load. Also the packet
lost for voice 1 and video 2 [32]. all the previous studies
summarized the survey shown in Table 1.

4 Discussion

It is apparent from the related works that the impact of
security (IPSec in particular) on the performance of real-
time applications has attracted the attention of quite few
researchers. We can make a few observations from the
surveyed works. First, while the works vary on their re-
sults, it seems that more experimental works confirm the
efficiency of IPSec. In particular, the perceptual qual-

ity of VoIP communication can be maintained with IPSec
though at the expense of some bandwidth increase and
end-to-end delay, which are deemed less than serious by
some researchers. Second, a smaller part of the studies use
simulations to estimate the effect of IPSec. This approach
might be less reliable than a true test-bed based experi-
mental approach, and it is noted that these works tend to
highlight larger impact of IPSec on the network. Among
those few works, the OPNET simulator is frequently the
simulator of choice. Finally, we note that most of the
previous studies are focused on the voice communications
through the VoIP application, and did not give much at-
tention to video. This might suggest a potential gap that
can be filled by further research on various video confer-
encing as well as video streaming applications under the
function of IPSec protocol.

5 Conclusions

This paper surveyed the most relevant works on the over-
head caused by security on network performance. In par-
ticular, the survey focused on the works that studied the
performance of real-time applications when IPSec proto-
col is employed. Both securing the transmission and en-
suring minimum QoS measures are important in current
networks, and the study of their interaction is impera-
tive. Quite a few research works experimented with var-
ious scenarios of voice as well as video communications
with IPSec, either in real test-beds or through OPNET-
based simulations. Their work and findings have been
summarized and a few observations have been made.
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Abstract

Anomaly based Intrusion Detection System (IDS) recog-
nizes intrusion by adapting itself to identify normal be-
havior of the network. It then raises an alarm whenever
any suspicious network behaviors are observed. Nonethe-
less, this kind of IDS is usually prone to small detec-
tion rate and high false positive rate due to difficulties
involved in building normal network traffic pattern or a
model. To avoid as much as possible this issue, many
papers exploited a feature extraction method called lin-
ear discriminant analysis (LDA) as an intermediate step
before constructing the model. Unfortunately, LDA has
an important weakness, the class mean vector employed
in this method is always estimated by the class sample
average. That is not sufficient to provide an accurate es-
timate of the class mean, particularly with the presence
of outliers. In this paper, to overcome that, we propose to
use the geometric mean to estimate the class mean vector
in LDA modeling. Many experiment on KDDcup99and
NSL-KDD indicate that the proposed approach is more
effective than numerous LDA algorithms.

Keywords: Geometric Mean; KDDcup99; LDA; Network
Anomaly Detection; NSL-KDD

1 Introduction

The quick proliferation of various network tools which
communicate and interact with each others have ex-
tremely increased the complexity of the network security
and leads to the birth of sophisticated attacks. The clas-
sical security techniques such as user authentication, fire-
wall and data encryption, are not able to fully cover the
entire landscape of network security. As a consequence,
they miss many damageable attacks. Hence, another type
of protection is highly recommended, such as Intrusion
Detection System (IDS). The latter takes part in contain-
ing the network breach by respecting appropriate preven-
tive measures before any significant damages caused by

the attacker.

IDS can be generally classified into two different cate-
gories: Signature-based IDS and Anomaly based IDS. In
the first one, the IDS relies on a database of known at-
tack signatures and produces an alarm wherever it exists
any malicious network activities that correspond to one
or more stored signatures. This kind of IDS has high de-
tection rate against known attacks, but it is not able to
detect new attacks. To overcome this limitation, frequent
and expensive updates to the signature database are re-
quired. On the other hand, anomaly based IDS tries to
build a normal behavior or model with the help of system
and network characteristics. Here, the attack is consid-
ered as any deviation of traffic patterns from normal be-
havior. The main advantage of anomaly based IDS is it
ability to identify new attacks.

Nevertheless, the actual network traffic data which are
often enormous in size, are considered as a major chal-
lenge to anomaly based IDS. These kind of traffic slow
down the entire detection process and lead in most of
times to a biased classification accuracy. Such a large
scale dataset usually contains noisy and redundant fea-
tures which present critical challenges to knowledge dis-
covery and data modeling.

To alleviate that, many feature reduction and feature
selection methods have been successfully employed. For
examples, the paper [5] proposed a cuttlefish based fea-
ture selection techniques to ensure data quality features
and eliminate redundant and noisy features. The authors
of [1] use Ant Colony Optimization algorithm to select
important features. As a result, the IDS can accurately
detect a broader range of attacks using smaller number
of features. Following the same philosophy, the work [13]
employed a Discrete Differential Evolution to identify the
adequate features. The obtained results show a significant
improvement in detection accuracy. In [7], the authors
suggest to use Principal Component Analysis (PCA) and
Kernel Principal Component Analysis (KPCA) as a pri-
mary step. After that, they classify network connections
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using k nearest neighbor (K-NN) and decision tree al-
gorithms. In other publication [6], the same authors pro-
posed an improved feature extraction method called PCA
Lp using conjugate gradient. Applying this method on
the two well-known datasets namely KDDcup99 and NSL-
KDD prove the effectiveness of the proposed approach in
terms of network attacks detection, false alarms reduction
and CPU time minimization.

However, PCA and it variants offer great weights to
features with higher variability whether they are effec-
tive or not. This fact may bring out the situation
where the features have a lake of discriminating char-
acteristics. To deal with that, the scientific community
take the advantage of using linear discriminant analy-
sis (LDA) [9] instead of PCA in many pattern recogni-
tion problems [3, 15, 21]. The key procedure behind this
method is employing the well-known Fisher criterion to
extract a linearly independent discriminant vectors and
exploit them as basis by which samples are projected into
a new space. These vectors contribute in maximizing the
ratio of the between-class distance to within-class distance
in the obtained space. Recent papers in network security
field such [2, 8, 14] exploited an improved variant of this
feature extraction method. Hence, this step provides the
IDS with an important discrimination power. Meanwhile,
it leads to a better attack identification.

In PCA and LDA mathematical formulations, class
mean vectors take a significant part. For the first feature
extraction technique, the class mean vector contributes
in defining the covariance matrix. For the second one,
the mean vectors take part in creating the between-class
and within-class scatter matrices. However, such vectors
are estimated by the class sample averages. Since there
are many outliers and some abnormal classes that contain
only a few training samples, it becomes difficult to give
an accurate estimate of the class mean vectors using the
class sample average.

In order to solve the mean calculation issue, a numer-
ous papers had proposed different approaches. For in-
stance, the authors of [12] suggest an algorithm which
automatically removes the correct data mean with proved
convergence. Experiments on face image datasets show
that the approach consistently outperforms many PCA
methods. The paper [11] uses a within-class maximum -
minimum - median - average vector to construct within-
class scatter matrix and between-class scatter matrix in-
stead of within-class mean vector. Recently, the work [23]
proposes a harmonic mean based LDA which makes use
of weighted harmonic mean of pairwise between-class
distance and gives higher priority to maximize small
between-class distances. This approach shows a good re-
sults when it is applied to many multi-label data sets.

To overcome this weakness in context of intrusion de-
tection, this paper proposes to use the class geometric
mean vector [16] to approximate the class mean vector.
The class geometric mean vector is less sensitive to out-
liers. Thus, the geometric mean LDA model should be
more robust than the current sample-average based LDA.

We will prove this by numerous experiments using two
popular data sets namely KDDcup99 and NSL-KDD.

The rest of this paper is organized as follows. In Sec-
tion 2, we outline LDA. Section 3 presents in details
the proposed method. Section 4 introduces the two well
known network datasets KDDcup99 and NSL-KDD. Sec-
tion 5 provides the experimental results and illustrates
the effectiveness of the algorithm by comparing it to some
LDA approaches. Finally, Section 6 offers our conclusions.

2 Linear Discriminant Analysis

LDA [9] seeks to find a projection matrix G such that
the Fisher criterion is maximized after the projection of
samples. Suppose X is composed of k classes, [X1, .., Xk].
Every Xi contains ni samples. The between-class and
within-class scatter matrices Sb and Sw, are defined by

Sw = (1/n)

k∑
i=1

∑
x∈Xi

(x−mi)(x−mi)
T (1)

Sb = (1/n)

k∑
i=1

(mi −m)(mi −m)T . (2)

mi is the mean of the ith class, and m is the general mean.
They are defined as follow:

mi =
1

ni

∑
x∈Xi

(x) (3)

and

m =
1

n

k∑
i=1

∑
x∈Xi

(x). (4)

The Fisher criterion is defined by

G = arg max
GTSbG

GTSwG
. (5)

When Sw is invertible, the solutions to Equation (5) can
be obtained by performing the following generalized eigen-
value decomposition:

S−1w Sbgi = λigi. (6)

WhereG = [g1, . . . , gl] and l is the number of eigenvectors
gi that correspond to the largest eigenvalues λi.

From Equations (1) and (2), it is clear that the class
mean vector contributes significantly in formulation of the
between-class and within-class scatter matrices. Thus, it
precision must have crucial effect on the resulting linear
discriminant vectors G. However, the class sample aver-
age vector may not approximate precisely the class mean
vector (Equations (3) and (4)), when there are only a
few samples available for training per class. Furthermore,
there are numerous studies which affirms that sample av-
erage may not be representative of the true central region
for skewed data or data with outliers. In network intru-
sion case, since there are some classes such as U2R and
R2L attacks which provides a few training samples, the
resulting matrix G will be seriously blurred.
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3 Geometric Mean LDA Formula-
tion

3.1 Geometric Mean Vector

In probability theory and statistics, the geometric mean
mg of a set of n positive numbers x1, x2, ..., xn is defined
as:

mg = (x1 × x2 × ...× xn)
1
n . (7)

As sample average, the geometric mean [16] can also be
used to estimate the central tendency. Furthermore, it is
generally considered that this measure is more resistant
to outliers (or skewed data). That what we can see in
the following example: Suppose we have Data=[3.3, 3.0,
10, 3.1, 1, 3.2, 3.4] with the outliers ”1” and ”10” then
m= 3.857 and mg=3.186. We observe that 3.186 is more
closer to the central tendency ( 3+3.1+3.2+3.3+3.4

5 = 3.2)
than 3.857. The geometric mean of a non negative matrix:

Z = [Z1, Z2, .., Zn] =


Z11 Z21 Z31 . . . Zn1

Z12 Z22 Z32 . . . Zn2

...
...

...
. . .

...
Z1d Z2d Z3d . . . Znd


is given by mg = (mg1,mg2, ..,mgn) where mgi is the
geometric mean of elements on the i-th column of the
data matrix Z.

3.2 Geometric Mean LDA

In small sample cases, the class geometric mean vector
mgi generally ensures a better representation of true cen-
tral tendency, in particular when outliers exist in the
training samples. Additionally, it is worthwhile to high-
light another merit of geometric operator for dealing with
outliers. Differing from many outlier-removing methods
that just eliminate outliers from the training sample set,
the geometric mean operator is able to derive useful in-
formation from it.

Based on all the geometric mean merits, mgi and mg

will be used as estimators of the class mean vector mi and
general mean m. To avoid the singularity of the within-
class scatter matrix, we would apply PCA [10] on X and
get the PCA-projected matrix XPCA with the help of the
equation:

XPCA = WTX.

Where W is the projection matrix that contains the prin-
cipal components (PCs). Then, instead of working with
X we operate on |XPCA|. We apply the absolute value on
XPCA in order to make possible the calculation of geomet-
ric mean given by Equation (7). After that we compute
the new Sg

w and Sg
b with the formulas:

Sg
w = (1/n)

k∑
i=1

∑
x∈Xi

(x−mgi)(x−mgi)
T

Sg
b = (1/n)

k∑
i=1

(mgi −mg)(mgi −mg)T .

The new proposed Fisher criterion will be defined by

G′ = arg max
G′TSg

bG
′

G′TSg
wG′

.

The solutions to the above problem is reached by:

(Sg
w)−1(Sg

b )g′i = λ′ig
′
i.

Where G′ = [g′1, . . . , g
′
l]. The projection of a new vector

xnew on the space constructed by our approach is obtained
by:

ti = (G′)Txnew.

Hereafter the algorithm is called geomean LDA.

4 The Simulated Databases

4.1 KDDcup99

The objective of 1999 KDD intrusion detection contest is
to create a standard dataset [18] to evaluate research in
intrusion detection. The dataset is prepared and managed
by DARPA Intrusion Detection Evaluation Program. It
is composed of many TCPdump raws, captured during
nine weeks.

The first seven weeks were devoted to create training
data. The latter represents four gigabytes of compressed
binary TCP dump data, equivalent to five million con-
nection records. Similarly, in last two weeks, the program
captured around two million connection records and con-
sidered it as testing data. The KDD dataset was employed
in the UCI KDD1999 competition whose goal is develop-
ing intrusion detection system models. the attacks sim-
ulated in this competition fall into four main categories:
DOS, R2L, U2R, PROBE. In the first category an at-
tacker tries to prevent legitimate users accessing or con-
sume a service via back, land, Neptune, pod Smurf and
teardrop. In R2L, the attacker tries to gain access to
the victim system by compromising the security via pass-
word guessing or breaking. To perform U2R, the intruder
tries to access super users (administrators) privileges via
Buffer overflow attack. The last type of attack consists in
gaining information about the victim machine by checking
vulnerability on the victim machine. e.g., Port scanning.

The KDD Cup99 dataset is available in three different
files such as KDD Full Dataset which contains 4898431
instances, KDD Cup 10% dataset which contains 494021
instances, KDD Corrected dataset which contains 311029
instances. In this paper, training data are taken from
KDD Cup 10% and testing data from KDD Corrected
dataset.

Each sample of the dataset is a connection between
two network hosts according to network protocols. It is
described by 41 attributes. 38 of them are continuous
or discrete numerical attributes, the other are categorical
attributes. Each sample is labeled as either normal or
one specific attack. The dataset contains 23 class labels
out of which 1 is normal and remaining 22 are different
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attacks. The total 22 attacks fall into four categories as
forth-mentioned attacks.

KDD Cup 99 features can be classified into three
groups:

1) Basic features: This category represents all the at-
tributes that can be extracted from a TCP/IP con-
nection. Most of these features leading to an implicit
delay in detection.

2) Traffic features: This category contains features that
are computed with respect to a window interval.

3) Content features: The majority of DoS and Probing
attacks have many intrusion frequent sequential pat-
terns, this is due to the fact that these attacks estab-
lish many connections to the host(s) in a very short
period of time. Unlike these attacks, the R2L and
U2R attacks do not have any intrusion frequent se-
quential patterns. The R2L and U2R attacks are em-
bedded in the payload of the packets, and normally
include only a single connection. To identify these
kinds of attacks, some relevant features are needed
to identify suspicious behavior in the packet payload.
These features are called content features.

4.2 NSL-KDD

NSL-KDD [19] is a data set proposed to solve some of the
shortcomings of the KDD’99 data set discussed in [17]. To
summarize, the new dataset proposes a reasonable num-
ber of train records (125973 samples) and test sets (22544
samples). This advantage makes it affordable to run the
experiments on the complete set without the need to ran-
domly select a small portion. Consequently, evaluation
results of different research work will be consistent and
comparable. In addition, there is no redundancy sam-
ple present in the dataset and testing set contains some
attack which are not present in the training set.

5 Experiments and Discussion

In this section, several experiments were designed to
demonstrate the effectiveness of our proposed method.
In order to show it high accuracy in an all-round way,
we compare geomean LDA with other popular methods
such as LDA [9], Direct LDA [22], median LDA [20], null
space LDA [4]. KDDcup99 and NSL-KDD were selected
for evaluation.

To estimate the accuracy of these methods we employ
two factors:

DR =
TP

TP + FN
× 100

FPR =
FP

FP + TN
× 100.

(DR) and (FPR) mean Detection Rate and False Posi-
tive Rate. True positives (TP) refer to attacks correctly

predicted. False negatives (FN) represent intrusions clas-
sified as normal instances, false positive (FP) are normal
instances wrongly classified, and true negatives (TN) are
normal instances classified as normal. Based on the above
measures, the most reliable feature extraction method will
be the one which improves DR as much as possible and
tries to minimize FPR.

Concerning the experiments settings, we decide to vary
the number of training samples and keep test dataset un-
changed with the following composition (100 normal data,
100 DOS data, 50 U2R data, 100 R2L data, and 100
PROBE). The way we modify training samples consists in
increasing the number of DOS and PROBE attacks on the
one hand, on the other hand, we set normal training data
at 1000 samples. U2R and R2L samples are fixed at 100.
In order to get a realistic detection rate (DR) and FPR,
the operation of sample selection was done randomly for
thirty times. Then DR and FPR took the average. Since
our goal is evaluating the efficacy of feature extraction
method, we use a simple classifier, the nearest neighbor
classifier.

Table 1: Detection rate (%) of geomean LDA, LDA and
median LDA in different PCA and LDA space dimensions

The method PCs LDs KDDcup99 NSL-KDD

Geomean LDA

3 3 60.60 60.38

3 2 58.26 59.09

3 1 48.52 52.39

LDA

3 3 61.68 54.35

3 2 59.61 58.43

3 1 50.45 42.70

Median LDA

3 3 60.63 58.91

3 2 59.71 56.44

3 1 40.88 42.12

To avoid the singularity of the within-class scatter ma-
trix in LDA and median LDA, we employ PCA as first
dimension reduction, then the algorithms are performed
in the PCA-transformed space. The aim of the first exper-
iment is to find the adequate dimension of the subspace
transformed by PCA, such that the algorithms can be ap-
plied and give optimal results (high DR and less FPR).
One proposition to do that is fixing training data at 1000
normal, 100 DOS, 50 U2R, 100 R2L, 100 PROBE. Then
we apply LDA in different PCA dimension spaces and
pick up the values which ensure good DR. Table 1 shows
this manipulation on the two databases, number of PCs
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Table 2: Detection rate (%) Direct LDA and Null space
LDA in different LDA space dimensions

Database The method 5 LDs 4 LDs 3 LDs

KDDcup99
Null space LDA 59.48 60.86 59

Direct LDA 42.85 46.28 60.28

NSL-KDD
Null space LDA 57.58 58.84 58.37

Direct LDA 47.14 46.85 50.28

means dimension kept after applying PCA, and LDs refer
to the number of top discriminant vectors. We observe
that choosing three PCs and three LDs contribute signif-
icantly to get a higher DR for both median LDA and the
proposed approach. LDA excels with three PCs and two
LDs on NSL-KDD. In the same frame of mind, we look for
the number of LDs that improve the rest of LDA models
efficiency. According to TABLE II, we note that three dis-
criminant vectors ensures good DR for Direct LDA. Null
space LDA needs four discriminant vectors. Thus, all the
stated above LDA models will use these parameters in the
next experiments.

Figure 1: DR of geomean LDA, LDA, Null space LDA
and median LDA on KDDcup99

Figures 1 and 2 exhibit the results we found when we
compare our approach to the aforementioned LDA mod-
els for KDDcup99. According to Figure 1, we observe
that geomean LDA overcomes all LDA models once the
training data surpasses 2000. The reason behind this phe-
nomenon seems to be that more there are training sam-
ples more the effect of outliers is visible. Since the other
algorithms except median LDA work with the class sam-
ple average vector, they will be more sensitive to outliers,
that what decrease their efficiency. Median LDA is also
resistant to the skewed data because it estimates the class
mean vector by a robust measure which is the median vec-
tor. However it still inferior to geomean LDA in this case.
A possible explanation of this fact may reside in the dis-
tribution nature of data. We expect that the data follows

Figure 2: FPR of geomean LDA, LDA, Null space LDA
and median LDA on KDDcup99

a log-normal distribution which gives an important ad-
vantage to geometric mean. Concerning FPR, Figure 2
asserts that the proposed method produces a false posi-
tive rate lower than 2.7%. This means that the method
is very able to distinguish normal instances from attacks.

On NSL-KDD, we see from Figures 3 and 4 that ge-
omean LDA achieves at least 3% improvement over LDA
and Null space LDA, 1% over median LDA. The approach
takes the lead permanently over Direct LDA. In term of
FPR, Figure 4 shows that geomean LDA still gives the
fewest values in the company of median LDA and LDA.

Figure 3: DR of geomean LDA, LDA, Null space LDA
and median LDA on NSL-KDD

In the next experiment, we evaluated the proposed
method when changing the parameter K of K-NN classi-
fier. In order to make the manipulation possible, we fixed
a number of training data having the following settings:
1000 normal, 100 DOS,50 U2R, 100 R2L and 100 PROBE
instances. Then, we increased K and show it effect on DR
and FPR.

From Figure 5 we can see that geomean LDA preserves
it superiority in giving high DR. It produces at least 62%
and achieves 65% as a maximal detection rate when K =
5. Moreover, the figure asserts that the proposed method
overcomes all the other aforementioned LDA variants. In
term of false positive rate, we observe from Figure 6 that
geomean LDA has the fewest false positive rate in the
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Figure 4: FPR of geomean LDA, LDA, Null space LDA
and median LDA on NSL-KDD

Figure 5: K vs. DR(%) for KDDcup99

Figure 6: K vs. FPR(%) for KDDcup99

company of Null space LDA and LDA.

When we reproduce the same experiment on NSL-
KDD, we get the following results: From Figure 7, it is
clear that geomean LDA and median LDA are the LDA
variants which ensure a better DR. The false positive rate
of the proposed method is acceptable. In fact, it produces
a less FPR than Direct LDA and median LDA. However,
the other LDA methods take the advantage once K sur-
passes 4.

Figure 7: K vs. DR(%) for NSL-KDD

Figure 8: K vs. FPR(%) for NSL-KDD

6 Conclusion

In this paper, we improve the robustness of LDA in de-
tecting network intrusions, by using class geometric mean
vector, rather than the class sample average. Therefore,
the proposed method called geomean LDA is more robust
to outliers and preserve useful discriminant information.
Experiments on KDDcup99 and NSL-KDD demonstrate
the effectiveness of the proposed model, meanwhile they
show it superiority over some Fisher’s LDA-based algo-
rithms such as classical LDA, null space LDA, median
LDA and Direct LDA.
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[16] Stevan Stević. “Geometric mean,”. in Interna-
tional Encyclopedia of Statistical Science, pp. 608–
609. Springer, 2011.

[17] Mahbod Tavallaee, Ebrahim Bagheri, Wei Lu, and
Ali-A Ghorbani, “A detailed analysis of the kdd cup
99 data set,” in Proceedings of the Second IEEE Sym-
posium on Computational Intelligence for Security
and Defence Applications 2009, 2009.

[18] UCI. KDD Cup 1999 Data, The UCI KDD Archive
Information and Computer Science University of Cal-
ifornia, Irvine, Oct. 2014. (http://kdd.ics.uci.
edu/databases/kddcup99/kddcup99.html).

[19] UNB. NSL-KDD Data Set for Network-based Intru-
sion Detection Systems, Mar. 2014. (http://nsl.
cs.unb.ca/NSL-KDD/).

[20] Jian Yang, David Zhang, and Jing-yu Yang, “Me-
dian lda: a robust feature extraction method for face
recognition,” in 2006 IEEE International Conference
on Systems, Man and Cybernetics, vol. 5, pp. 4208–
4213. IEEE, 2006.

[21] Mo Yang and Shiliang Sun, “Multi-view uncorre-
lated linear discriminant analysis with applications
to handwritten digit recognition,” in Neural Net-
works (IJCNN), 2014 International Joint Conference
on, pp. 4175–4181. IEEE, 2014.

[22] Hua Yu and Jie Yang, “A direct lda algorithm
for high-dimensional datawith application to face
recognition,” Pattern recognition, vol. 34, no. 10,
pp. 2067–2070, 2001.

[23] Shuai Zheng, Feiping Nie, Chris Ding, and Heng
Huang, “A harmonic mean linear discriminant anal-
ysis for robust image classification,” in Tools with
Artificial Intelligence (ICTAI), 2016 IEEE 28th In-
ternational Conference on, pp. 402–409. IEEE, 2016.

Biography

Elkhadir Zyad is a PhD student in Faculty of science,
Ibn Tofail University, Kenitra, Morocco. He obtained his
Master degree in computer science in 2013 from the same
Faculty. He is an IEEE member. His main research in-
terest is to develop new feature extraction algorithms for
pattern recognition problem such as network intrusion de-
tection.

Chougdali Khalid is an associate Professor of Computer
Science at the National School of Applied Sciences, Kni-
tra. In 2010 he obtained his PhD degree from Mohamed
V-Agdal university in computer science. His main re-
search interest are network security, pattern recognition
and biometrics.

Mohamed Benattou is a Professor of Computer Science
at the IBN TOFAIL University KNITRA where he di-
rects the Computer Science and Telecommunication Lab-
oratory. He has also held several positions in his French
academic career: University of PAU, University of OR-
SAY Paris XI, 3IL and Xlim Laboratory. His research

http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
http://nsl.cs.unb.ca/NSL-KDD/
http://nsl.cs.unb.ca/NSL-KDD/


International Journal of Network Security, Vol.20, No.5, PP.820-826, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).02) 827

interests include distributed testing, secure testing, and
software testing.



International Journal of Network Security, Vol.20, No.5, PP.827-835, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).03) 827

Scalable Approach Towards Discovery of
Unknown Vulnerabilities

Umesh Kumar Singh1, and Chanchala Joshi2

(Corresponding author: Chanchala Joshi)

School of Engineering and Technology, Vikram University Ujjain1

Institute of Computer Science, Vikram University Ujjain2

University Road, Madhav Bhavan, Near Vikram Vatika, Ujjain, Madhya Pradesh 456010, India

(Email: chanchala.joshi@gmail.com)

(Received Apr. 8, 2017; revised and accepted July 2, 2017)

Abstract

Of all the hazards confronting enterprise IT systems, zero-
day vulnerabilities are among the most harmful. Zero-day
vulnerabilities are flaws that leave users exposed to net-
work attacks before a patch or work around is available.
Every day an exploit remains unpatched, our risk of a
data breach increases dramatically. Only a multi-layered
approach that fully integrates with organization's IT de-
fense stands a chance of stopping them. This paper pre-
sented a novel hybrid three layer architecture framework
for zero-day attack detection and risk level assessment
with respect to likelihood of exploits. The first layer of
the proposed framework is liable to detect the unknown
vulnerability which is based on statistical, signature and
behavior based techniques; the second layer focuses on
risk measurement; and the third physical layer contains
centralized database and centralized server that are used
during processing of first two layers. The proposed frame-
work is analyzed in network environment of Vikram Uni-
versity Ujjain, India in order to evaluate the performance;
experimental results show detection rate of 89% with 3%
false positive rate.

Keywords: Attack Graphs; Attackrank; Intrusion Detec-
tion; Vulnerability Analysis; Zero-day Attacks

1 Introduction

In today's network system, organizations have taken great
care to secure their network but even with responsible
and sustained investment in defenses, they're still at risk.
Attackers can bypass organization security through un-
known vulnerabilities that are not listed by security per-
sons. In a well-guarded network, a loophole may reveal by
the persistent probing of a determined hacker. Attackers
can leverage vulnerabilities present in network configura-
tion to penetrate the target network [?,?]. Besides known
vulnerabilities, attackers find a zero-day through hours,
weeks or months of painstaking effort through lines of

code, to find some weakness, some flaw that methodically
barrages the target application, for which even develop-
ers are not aware of. Attackers can force the network to
reveal a small crack in the defense that provides them ac-
cess to secretly execute their code. This is how a network
is breached trough zero-day.

Zero-day is a vulnerability that has previously un-
known and unpatched and therefore can be exploited by
a threat actor to gain entry to a target network. Cy-
ber criminals are increasing the success rate of attacks by
finding and exploiting Zero-day vulnerabilities. In most
of the cases, information about vulnerability is not avail-
able until attacks have already taken place. As a result,
attacks using zero-day exploits are hard to identify and
analyze. With zero-day vulnerability in hand, the hacker
has a choice that, he may either help the software vendor
by providing them information about the discovered vul-
nerability or sell it to the black market broker who may
further sell the invented exploit at highest rate. Zero-day
exploits have an element of surprise as they are previously
unrevealed; an attacker incorporates the zero-day exploit
into their charted list of vulnerabilities and once the pene-
tration program process and payload is concocted, attack
is launched.

There is actually no protection against zero-day when
the attacks were first observed. Traditional security ap-
proaches discover the vulnerabilities by generating signa-
tures, but in case of zero-day this information is unknown,
so it is extremely difficult to detect zero-day with tradi-
tional defenses [18]. Attackers are highly skilled therefore
their discovered vulnerability remains unknown to public
for months or even years, which provides plenty of time to
attacker to cause irreparable harm [2, 20]. According to
FireEye [1], a typical zero-day attack may last for 310 days
on average. Therefore, dealing with zero-day is clearly a
challenging task.

This paper presents a three-layer, two-phase architec-
ture framework for zero-day attack detection and analysis.
The framework consists of three layers: zero-day attack
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path generator, risk analyzer and physical layer. The first
layer is liable to detect the unknown vulnerability; the
second layer is an analyzer layer, which is assigned to an-
alyze the generated attack and the third layer is physical
layer which consists of centralized database and central-
ized server that are used during processing of first two
layers.

The proposed framework performs two-phase working
and follows a probabilistic approach for identification of
the zero-day attack path and further to rank the severity
of identified zero-day vulnerability. During first phase an
attack graph is built from captured network scenario at
any time stamp by levering the favorable attack condi-
tions collected from various information sources. These
conditions represent the abnormal system and network
activities that are noticed by security persons or secu-
rity sensors such as Intrusion Detection Systems. Based
on the generated attack graph during first phase, second
phase discovered the most probabilistic hosts by the pro-
posed AttackRank algorithm to rank the severity of dis-
covered vulnerability. In the proposed layered approach,
once the basic network graph is generated, layers are sup-
posed to execute dedicated functionality in parallel. Par-
allel work of each layer improves the performance of our
proposed approach.

2 Related Work

Many research groups have proposed various methodolo-
gies to protect against Zero-day attacks. These meth-
ods are classified as statistics, signatures and behavior
techniques [19]. Statistical based zero-day detection ap-
proaches [7] cannot be applied for real-time instantaneous
detection and protection. They relying on static attack
profiles therefore require a manual modification of detec-
tion settings. Signatures based techniques are broadly
used yet they need an improvement to generate high class
signatures. Kaur and Singh [8] proposed a hybrid ap-
proach for identification of zero-day although it is appli-
cable only for polymorphic warm detection. In this pa-
per we proposed a probabilistic approach for detection of
zero-day attacks. The proposed approach integrates the
signature based and behavior based methods of zero-day
identification. The next part of our work focuses on mea-
suring the risk level of identified malicious activity.

In the field of vulnerabilities’s risk level calculation
many researcher have made attempts to measure secu-
rity risks of vulnerabilities [6, 17]. In our previous work
we provide an approach for measuring the risk level of
vulnerabilities using Hazard metric [15] with the involve-
ment of frequency [16] and impact [14] factors. However,
zero-day attacks risks level measurement is like measur-
ing an immeasurable. We cannot measure the severity
of vulnerability while it is not known. Therefore, we are
considering the degree of exploitability, while measuring
the risks of zero-day. The approach is based on link anal-
ysis algorithm [3] used for personalized web. We made an

assumption that, an attacker can only advance his attack
position to a node that has connectivity and vulnerabil-
ity to be exploited. The proposed framework provides a
method for zero-day detection and estimates the likeli-
hood of system being intruded by attacker.

3 Proposed Approach

A three-phase architecture of Zero-day attack analysis is
proposed in the paper which is shown in Figure 1. The
architecture consists of three layers: zero-day attack path
generator and risk analyzer. The first layer is liable to
detect the unknown vulnerability, the second layer is an
analyzer layer, which is assigned to analyze the generated
attack graph in order to measure the risk of vulnerability
and the third layer is physical layer, consists of centralized
database and centralized server.

In the proposed three-layer architecture layers are sup-
posed to execute dedicated functionality in parallel. Par-
allel work of each layer improves the performance of pro-
posed approach.

3.1 Zero-day Attack Path Generator
Layer

The first layer of proposed framework is liable to detect
the unknown vulnerability. The main components of first
layer are: Snort anomaly detector, attack-graph gener-
ator, detection engine and zero-day attack path genera-
tor. To capture intrusion propagation, we first build the
attack graph by capturing the network scenario at spe-
cific timestamp. The attack graph is generated by sensing
the anomalous behavior or abnormal activities of network
that are noticed by security persons or security sensors
such as IDS. These anomalies represent the probability of
host being infected in an attack graph. Detection engine
analyses the mysterious anomalous activities in parsed
attack-graph that could be an attack and suspicious ac-
tivities are preserved as zero-day exploit.Zero-day attack
path generator layer consist of four modules:

3.1.1 Parsing and Dependency Extraction
trough Snort

The purpose of this module is to detect and filter known
attacks from the captured network scenario, which is done
through parsing by defining a set of malicious behavior
rules that are set up or configured by an administrator.
By establishing a good network profile, it is easier to iden-
tify anonymous bad behavior. For this purpose, Snort
2.9.7.6 is programmed as an anomaly detector. Snort is
used to detect and filter the known attacks, by implement-
ing a good network setup [10,13]. The packets that match
with the Snort profile are known attacks and after storing
their information in centralized database these packets are
discarded. The packets that are partially matched or not
matched are forwarded to next step for further analysis.
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Figure 1: Proposed three layers architecture for zero-day attack detection and analysis

3.1.2 Attack Graph Generation

After filtering the known attacks through parsing, further
analysis is done by Snort tagger on extracted mysterious
packets which didn’t trigger any alert. Tagging packets is
a way to continue logging packets from a session or host
that generated an event in Snort [12]. Tagged traffic is
logged to allow analysis of response codes and post-attack
traffic. The function of tagger is to monitor the traffic,
tag the packets and send it to detection engine for fur-
ther analysis. The tagger creates a new identifier based
on 16-bit hash of a packet. The tag value and label for
the filtered packet is stored in a table < Tag, Label > for
later use. The Tag value is calculated for the 6 attributes
(arvl time, source ip, destination ip, source port, destina-
tion port, protocol). The tag value is stored for later use
and an attack graph of extracted nodes and mysterious
conditions is generated in this module.

3.1.3 Detection Engine

The parsing module is not able to respond to an un-
known attack; therefore run-time analysis is performed
by Snort NIDS (Network Intrusion Detection System) to
monitor network traffic in order to detect suspicious ac-
tivity, which could be an attack or unauthorized activity.
Detection engine receives the parsed packets, compares
them with existing good traffic and detect unknown obser-
vations. The good traffic is the collection of safe machines
on which all possible security mechanisms are applied.
Security privileges and policies are defined for these safe
systems and they do not participate in any malicious ac-
tivity. A trust value has been assigned to these machines

based upon the past experience. Algorithm 1 explains the
procedure of detection engine.

Algorithm 1 zero day detection

1: Begin
2: Capture network scenario.
3: while Not end of packet in network scenario do
4: if (equals(packet content,snort rules)) then
5: drop current packet;
6: else
7: preserve filtered packet ⇐ current packet;
8: end if
9: tag ⇐ hash(preserve filtered packet (arvl time,

source ip, destination ip, source port, destina-
tion port, protocol))

10: update database(tag);
11: tagged packet ⇐ preserve filtered packet
12: if ( NOT ( is Malicious (tagges packet)) ) then
13: Capture good traffic network scenario from safe

systems
14: Extract features and update Snort NIDS

database
15: else
16: unknown ⇐ tagges packet;
17: insert unknown;
18: update zero day database(unknown);
19: end if
20: end while
21: End
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3.1.4 Zero-day Attack Graph Generator

In an attack graph, each node represents a host behav-
ior at specific timestamp. For example, let us assume
that the network scenario, captured in a time window
T[tbegin, tend] is denoted as

∑
T and the set of hosts in-

volved in
∑

T is denoted as OT , then the attack graph
is a directed graph G(V, E),where:

� V is the set of nodes that represent hosts in a given
time window.

� E is the set of directed edges that represent condi-
tions or dependencies.

� If an attacker at given timestamp navigates in be-
tween two hosts outi, inj , i, j >= 1, and a depen-
dency relation depc : outi− > inj , where outi is the
ith instance of host out ∈ OT , and inj is the jth in-
stance of host in ∈ OT , then V = V ∪{outi, in}, E =
E ∪ {depc}.

Figure 2 depicts an attack graph.

3.2 Risk Analyzer Layer

The first phase of our proposed methodology built an
attack graph as chains of possible vulnerability exploits,
which can help security persons to locate security flaws.
The second phase of the proposed framework focuses to
rank the nodes of attack graph based on likelihood of an
attacker reaching these states. The ranking determines
more vulnerable attack paths which require more imme-
diate attention for network security. The proposed ap-
proach is based on link analysis algorithm used for per-
sonalized web [3]. We are considering three prominent
attributes: Attack Vector, Attack Complexity and Au-
thentication, of severity matrix [11] while determining the
exploitability of vulnerability.

Attack Vector: Access vector represents difficulty
from the access location (e.g. local, network accessible or
remote) required to exploit the vulnerability. The more
remotely an attacker can exploit the vulnerability, the
greater the exploitability value will be.

Attack Complexity: It indicates the level of effort
required to exploit the vulnerability after an access to
the target point is gained. It’s range in between low,
medium and high. For example, a Denial of Service in
a network has low complexity since the vulnerability can
be exploited once an attacker gains access of the network.
The lower the complexity is, the higher the exploitability
will be.

Authentication: Authentication is defined to mea-
sure the number of authentications required (e.g., multi-
ple instances, single instance or no instance) before net-
work vulnerability can be exploited.

The assumption behind measurement of likelihood is
that a highly exploitable vulnerability is more likely to
be misused by attackers and consequently should have a
higher frequency.

3.2.1 AttackRank Algorithm

To reveal attack paths of the higher risks zero-day vul-
nerabilities from the massive attack graph, the nodes
with high probabilities are to be preserved, while the link
between them should not be broken. We implemented
an AttackRank algorithm based on the PageRank algo-
rithm [9] to tag each node in the attack graph as either
possessing high probability itself, or having both an ances-
tor and a descendant with high probabilities. The tagged
nodes are the ones that actually propagate the infection
through the network, and thus should be preserved in the
final graph. Proposed AttackRank algorithm is based on
PageRank and measures the likelihood of exploit in an
attack graph. However network attacker behavior is dif-
ferent than web surfer behavior in a manner as during an
attack, an attacker has options to continue or quit attack-
ing on a current path (because of security privileges and
policies it is too hard to lead to his goal). AttackRank
algorithm made an assumption as if the attacker dump
the current attack path then he will find an alternative
path by backtracking (from one of the set of previous
states) and if he continues attacking then he will attempt
to each of the possible navigational states with a probabil-
ity based on how hard its vulnerabilities can be exploited.
With this assumption we proposed an AttackRank algo-
rithm to find frequency of exploit.

Algorithm 2 AttackRank algorithm for likelihood detec-
tion of exploit

1: Begin
2: Initialize the Graph AttackRank G(V,E)
3: I: set of initial states V
4: while u, v ∈ V do
5: if u ∈ inlink(v) then
6: attackrank(v)⇐ attackrank(in(u))/ out(v)
7: else
8: if v ∈ out(v) then
9: attackrank(v)⇐ 1 - (attackrankin((u))/ out

(v))
10: else
11: attackrank(v)⇐ 1
12: end if
13: end if
14: end while
15: End

3.3 Physical Layer

The third layer of the proposed framework, the physical
layer contains centralized database and centralized server
that are used during processing of first two layers. All
of the information (malicious or non-malicious activities,
known or unknown exploits) is stored in the database
server of physical layer. Database is continuously updated
by the records in the audit network data repository that
do not yet have any sort of context profile.
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Figure 2: An attack graph

4 Experimental Setup

The experimental analysis of the proposed model has been
conducted in the network of Vikram University, India
campus. Vikram University campus consists of diverse
multi-disciplinary departments, has a network of more
than 500 computers, providing connectivity to different
users in various institutes and hostels. Overall structure
of the campus network is shown in Figure 3,

To test performance of proposed framework, a group of
7 hosts, playing miscellaneous roles are selected from the
campus network that forms the testbed for this case study.
Testbed is comprised of hosts in diverse physical locations
(as shown in Figure 4 that includes network server located
at academic block within the contact range of firewall
(208.91.191.121), server located at School of Engineering
and Technology (128.168.1.4), and other machines. The
structure of testbed is shown in Figure 4.

The External scan is done through a router or fire-
wall by the means of Nessus [4] vulnerability scanner.
The internal scan took place at the School of Engineering
and Technology (SoET) location, and was plugged into
a server that resides inside Vikram University network.
In Figure 4 the placement of the blue scanner is inside
the firewall, so it can scan internal vulnerabilities and
the red scanner is used for external vulnerabilities scan.
These internal and external vulnerability scans are used
to collect data to assess the effectiveness of current secu-
rity measures taken at the Vikram Universitys network.
The internal scan took place at the School of Engineering
and Technology (SoET) location, and was plugged into a
server that resides inside Vikram University network. The
objective is to avoid external security counter measures to
get a detailed view at system configurations. The exter-
nal scan is for determining the security posture through
Internet users view. The point behind external scanning
is to identify what a hacker would see if he were trying to
probe Vikram University network.

To measure the performance of proposed work four
standard terminologies TP, FP, FN and TN were used,
True Positive (TP) means the number of correctly iden-
tified malicious codes; True Negative (TN) refers to the

number of correctly identified benign codes, means the
non-malicious code that is classified as genuine code. FN
and FP refers to misjudgments: False Positive (FP) shows
that the alarm is generated when there is no actual at-
tack, means the number of incorrectly identified trusted
code as malicious code. False Negative (FN) is when the
system fails to detect the malware activity due to it being
similar to expected activity or no signature being avail-
able in the database. Table 1 summarizes the possible
cases of classification scheme.

The rates of TP, FP, FN and TN will be
computed by using four standard metrics to
evaluate the performance of our technique:
True Positive Rate (TPR): This is the percentage
of correctly identified malicious codes which is measured
as the ratio between the number of events that have
accurately classified as positive and the total number of
events that can be classified as positive, which is given
by:

TPR = (|TP |)/(|TP |+ |FN |)

False Positive Rate (FPR): This is the percentage of
wrongly identified benign codes, measured as the ra-
tio between the numbers of events that were consid-
ered positive on the number of events that should
have been negative, which is given by:

FPR = (|FP |)/(|FP |+ |TN |)

False Negative Rate (FNR): This is the rate of incor-
rectly rejected malicious code.

FNR = (|FN |)/(|TP |+ |FN |)

True Negative Rate (TNR): This is the percentage
of correctly identified benign codes.

TNR = (|TN |)/(|FP |+ |TN |)

Accuracy, Precision and Recall will be used to evaluate
the filtering accuracy of zero-day attack path. Accuracy is
used to evaluate the accuracy of the classification results,
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Figure 3: Network architecture of Vikram University, India campus

Table 1: Judgment cases
Classification Malicious Code Non-Malicious Code
Malicious Code True Positive (TP) False Positive (FP)
Non-Malicious Code True Negative (TN) False Negative (FN)

namely, the proportion of the malicious codes that are ac-
curately classified to their own categories. It is calculated
through the following formula:

Accuracy = (|TP |+ |TN |)/(|TP |+ |FP |+ |FN |+ |TN |)

Precision is the positive detection value which measures
the effectiveness of zero-day detection system. Precision is
used to evaluate the proportion of malicious codes among
all the network activities that are judged to be malicious
in nature. It is calculated through the following formula:

Precision = (|TP |)/(|TP |+ |FP |)

Recall is used to evaluate the proportion of the malicious
code that are accurately classified as malicious

Recall = (|TP |)/(|TP |+ |FN |)

F-measure, is the harmonic mean of precision and recall,
is adopted as one of the measuring indexes of the filtering
mechanism, and calculated as:

Fmeasure = 2×(Precision×Recall)/(Precision+Recall)

F-measure is thus a means of evaluation that could
combine precision and recall effectively.

Receiver Operating Characteristics (ROC) Curve is a
very popular technique for measuring the relationship be-
tween the TP and FP rates of the anomaly detection sys-
tem. The ROC curve uses a function of the FP rate on
which the TP rate is plotted for different points. Closer
the value off ROC area is to 1, it is good and when it is
closer to 0.0, it is poor.

5 Evaluation of Proposed Model

In this section, we designed performed experiments to
confirm the accuracy and efficiency of the proposed
method. We built a test-bed network and launched an
attack towards it. Since zero-day exploits are not readily
available, we emulate zero-day vulnerabilities with known
vulnerabilities. E.g., we treat CVE-2016-5387 as zero-
day vulnerabilities by assuming the current time is Dec
31, 2015. The strategy of emulation also brings another
benefit. The information for these known zero-days vul-
nerabilities can be available to verify the correctness of
our experiment results.

The basic components of the testbed (Figure 4) are 2
servers for network vulnerabilities scan. 208.91.199.121
performs the external scanning through a router or fire-
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Figure 4: Experimental setup of the testbed

wall, by the means of the Nessus vulnerability scanner.
Nessus placed within contact range of University, and
generates details about active services, credentials and
successful attacks. Scanning activities result that the
server 208.91.199.121 has two open ports, tcp80 listen-
ing to HTTP traffic and tcp22 listening to SSH traffic.
The SSH connection allows system administrators to do
maintenance work remotely from within the subnet ad-
ministration. The SSH service has vulnerabilities CVE-
2012-5975, CVE-2014-6271 and CVE-2015-5600. CVE-
2012-5975 allows remote attackers to bypass authentica-
tion via a crafted session involving entry of blank pass-
words; CVE-2015-5600 does not properly restrict the pro-
cessing of keyboard-interactive devices within a single
connection, which makes it easier for remote attackers to
conduct brute-force attacks or cause a denial of service;
and CVE-2014-6271 allows remote attackers to execute
arbitrary code via a crafted environment. HTTP service
has vulnerabilities CVE-2016-5387 and CVE-2015-3183.
CVE-2016-5387 allows remote attackers to redirect an ap-
plication’s outbound HTTP traffic to an arbitrary proxy
server via a crafted Proxy header in an HTTP request;
and CVE-2015-3183 allows remote attackers to conduct
HTTP request smuggling attacks via a crafted request.
Both of these HTTP service vulnerabilities are present in
the Apache HTTP Server.

We have also generated an attack environment that
contains real exploit code as well as normal network traf-
fic to web servers. Strong efforts were undertaken to make
environment as realistic as possible. Acunetix, Nexpose
and Metasploit [5] were used for internal scanning of vul-
nerabilities. Polymorphic engines ADMmutate, clet, Al-
pha2, CountDown, JumpCallAdditive and Pex were ap-
plied to the unencrypted exploits. True Positive Rate
(TPR), False Positive Rate (FPR) and Receiver Operat-
ing Characteristics (ROC) Curve parameters are used to
evaluate performance and accuracy of proposed layered
architecture. Figure 5 and Figure 6 represent true detec-
tion rate and false positive rate of Zero-day attack.

Figure 5: True positive rate

Figure 6: False positive rate
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Figure 7 represents ROC curve. It is drawn by taking
the average value of TPR, and in the figure, it is clearly
shown that ROC is closer to 1 which proves the efficiency
of our proposed approach.

Figure 7: Average value of receiver operating character-
istics curve

6 Conclusions

Zero-day vulnerability refers to the hole in the software
or network system that is unknown to user and has no
patch available. An attacker may take advantage of zero-
day vulnerability by creating an exploit to gain access to
the target network for stealing sensitive data, legal doc-
uments and other crucial information. This paper an-
alyzed the lifecycle of zero-day vulnerabilities and pro-
posed a three layer architecture framework for zero-day
exploit identification and assessment; all three layers of
proposed architecture have assigned specific functional-
ities to operate and execute in parallel to increase the
performance. The first layer identifies the malicious ac-
tivity that is not previously known, the second layer rank
the identified vulnerability with respect to frequency of
exploit, the third layer consists of database server and
the centralized server. We designed our experiments to
verify the efficiency of our proposed approach by using
various standard parameters. In our experiments, it was
observed that the best or truest detection rate was 89%
and the false positive rate was 3%.
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Abstract

Kaspersky and other information security firms men-
tioned 2016 as the year of Ransomware. The impact of
attacks has allowed financial damage on the business or in-
dividual. The FBI estimates that losses incurred in 2016
will top US$ 3 billion. Meanwhile, cyber criminals use
malware: Trojans, Spyware, and Keyloggers, all of which
require long tremendous effort to transfer benefits into
their bank accounts; while Ransomware makes the pro-
cess automatic and easy by using a business model of Ran-
somware as a Service (RaaS). Therefore, Ransomware are
made more sophisticated and more effective as to avoid
detection and analysis. In this paper, we present a new
insight into detection by analyzing Cerber Ransomware
using Network-Forensic-Behavioral-Based. This paper is
aimed to reconstruct the attack of timestamp, to identify
the infected host and malware, to compromise websites in-
volved in the chain of infection, to find campaigns scripts,
and to exploit kits and payload Ransomware.

Keywords: Cerber; Detection; Malware; Network Foren-
sic; Ransomware

1 Introduction

A hospital in Los Angeles in 2016 occurred ”network in-
filtration” by disabling the network and computers with
Ransomware, cyber criminals demanded a ransom of $
17,000 to restore the network and computer full of im-
portant and confidential information of patients [1]. Ran-
somware is a type of Malware that restrict access to infor-
mation by encrypting files and folders with a key is impos-
sible to resolve and the cybercriminal will ask a ransom
to unlock access to files and folders [2, 1, 3].

Ransomware is becoming popular among cyber crim-
inals to make money in an easy way [4]. Ransomware
has an impact of damage and anxiety to the busi-
ness characterized by an increased the number of at-
tacks Ransomware statistical average 100-300 percent in

2016 [5, 6, 7] with the report number of incidents increased
up to 4000 percent [8]. In 2016 and is estimated in 2017
there was three Ransomware is TeslaCrypt, Locky, and
CERBER who rules the world of Ransomware [9, 6]. Now
Malware authors create Ransomware more sophisticated,
more effective, and using anti forensic to avoid detection
and analysis of each commit crimes [10, 11, 12].

Ransomware detection method generally divided into
three approaches; Static feature- based, host-based and
behavior-based Network Behavior Analysis [13, 14, 15].
Static feature- based widely used by antivirus software
and easily avoided by attackers, such as an attacker us-
ing packaging techniques or structural change their mal-
ware code [16]. Host-behavior-based methods or dynamic
analysis where artifacts malware is executed in an envi-
ronment VM (virtual machine) which also has limitations
due to the current Malware can detect a VM environment
or host computer [17, 18] and also less capable of detecting
new malware samples, and tends to produce false warn-
ings or generate misclassification [14].

Cerber ransomware can infect via several different
methods with the impact more damaging and more ex-
pensive. General scheme of distribution, spread and in-
fections of ransomware through Network-based such as
downloading a file, e-mail phishing, drive-by download or
compromised website and others [11, 3] and therefore in
this paper, we offer an approach to the detection and anal-
ysis Cerber Ransomware with Network Forensics Based
behavior Method of because this approach has the ability
to identify abnormal traffic patterns during the operation
of the network. [19, 20]

Use of the approaches Network Forensic Behavior
Based could reconstruct the events of the beginning of
a spread, starting with the first infection of CERBER
Ransomware on the host computer named STIWIE PC,
find the Trojan Godzilla, pseudoDarkleech script as the
Campaign to redirect network traffic victim to the server
of exploit kit (EK) and a payload Ransomware used by
cyber criminals.
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This paper is structured as follows, in Section 2 we
describe Ransomware, Cerber, and Network Forensics. In
Section 3 we describe Methodology, the hardware, and
software used to analyze Cerber Ransomware by using
Network Forensics Behavior Based. In Section 4 which
is the result of an analysis of the findings of this paper.
Section 5 is part of the Conclusion and Future Work.

2 Basic Theory

2.1 Ransomware

Ransomware is a type of malware that restricts access to
important information an individual or company with a
way to encrypt files and will ask for a ransom payment
in exchange for the decryption key to restoring encrypted
files [21, 11]. The embryo of ransomware called PC Cy-
borg started in 1989 by Dr. Joseph Popp [22].

After infection, the PC Cyborg will hide all the file
folders and encrypt files on the C: drive. A script mes-
sage asked for a ransom of $ 189 directed to the PC Cy-
borg Corporation [11]. The first attack Ransomware uses
public key cryptography to incorporate a combination of
viruses and Trojan horses called cryptovirus and they
called ”cryptovirological attacks” [23]. The five phases
of ransomware [11] shown in Figure 1:

Figure 1: Five phases of ransomware

The following explanation of the five-phase mentioned
above:

Exploitation and infection: Ransomware file needs to
be executed on a computer. The spreading process
and infection are often carried out through phishing
emails or exploit security holes in software applica-
tions, for example, Adobe Flash and Internet Ex-
plorer.

Delivery and execution: After Exploitation and infec-
tion processes, Ransomware executable will be sent
back to the victim’s system. After executing, the
mechanism of this process can take several seconds,
depending on network latency. Ransomware is most
often executable network deployment through strong
encrypted and placed in the folder % APPDATA%
or% TEMP% in the user profile.

Back-up spoliation: shortly after Delivery and execu-
tion processes, Ransomware will search for a file and
folder backup and delete all the files for avoiding the
victim that will restore files and folders that have
been encrypted. In a Windows system, vssadmin
tool delete volume shadow copy of the system, such
as cryptolocker Ransomware and Locky will run the
command to remove all shadow copies of the system.
File encryption; once the file, folder and shadow copy
back-up were completely removed, the malware will
perform the secure key exchange with the command
and control (C2) server, build an encryption key that
will only be used on the local system. Ransomware
will identify uniquely to each local system to distin-
guish the strong encryption keys among them using
the AES 256 algorithm the encryption process can
take anywhere from several minutes to hours depend-
ing on network latency, number and size of docu-
ments and the number of connected devices.

User notification and clean-up: in this phase extor-
tion requests and payment instructions are presented
to the victim. Instructions extortion requests and
saved to the hard drive, sometimes the instruction
file in the same folder with the encrypted files as an
example of CryptoWall version 3 with the file name
HELP DECRYPT.

2.2 Cerber Ransomware

Cerber is one kind of sophisticated malware, with a busi-
ness model Ransomware as a Service. Emerging Cer-
ber Ransomware about 4 March 2016 in Russia and the
spread is usually through botnets, spam emails and drive-
by downloads [24]. When it infected, the victim data files
are encrypted using AES encryption algorithm and will
be notified to the victim must pay a ransom of its ordi-
nary in the form of digital currency such as Bitcoins to
receive and access their files get back [25].

Cerber will identify each victim by country, by check-
ing the IP Geolocation country of origin of the victim, if
the computer of one of the following countries (Armenia,
Azerbaijan, Belarus, Georgia, Kyrgyzstan, Kazakhstan,
Moldova, Russia, Turkmenistan, Tajikistan, Ukraine,
Uzbekistan) will end itself and does not encrypt the com-
puter [26].

After the executed, CERBER will install itself
in the folder% AppData% {2ED2A2FE-872C-D4A0-
17ACE301404F1CBA}. Windows configures automati-
cally boot into Safe Mode and the next reboot the net-
work mode Cerber start automatically when the user logs
into Windows, to run the screensaver when the system is
idle for execute itself every minute and display false alert
system until the computer is restarted [27]. To make sure
the victim will be begging ransom, Cerber left three notes
(# decrypt MY FILES # .html, # decrypt MY FILES
# .txt, and # decrypt MY FILES # .vbs) in each folder
that has been encrypted.
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2.3 Network Forensic

Network Forensics is a branch of Digital Forensics that
use proven scientific techniques to collect, to use, to iden-
tify, examine, linking, to analyze, and documenting digi-
tal evidence from several sources of digital evidence and
electronic evidence [28, 29, 30]. Network Forensic very
reliable to capture the network traffic to and from one or
multiple hosts that can later be revealed channels, meth-
ods, and the spread of malicious code [31, 30].

Obstacles often faced by the Network of Forensic inves-
tigators are gathering evidence and acceptance are often
vague, poorly understood, or lack of evidence. When per-
forming network forensics, investigators often work with
a live system (online) that cannot be taken offline. This
may include routers, switches, servers and other types of
network devices [20].

Forensic evidence gathering for network similar to the
collection of digital forensic investigation [32] but digital
evidence network-based often highly volatile and should
be collected through active ways inherent of evidence
gathering system [33, 20].

3 Methodology

Preparation stage starts with the setup of hardware and
software that will be used in this study. Hardware used
in this study is a Notebook Processor: Intel (R) Core
(TM) i7-6500U CPU @ 2.30GHz, 8GB RAM, 250GB SSD,
Intel 530 Graphics Card. Software used in this study is
Wireshark Version 2.2.5 and dataset from http://www.

malware-traffic-analysis.net/.

In general, there are three methods for detecting mal-
ware: static feature, host behavior, and network-based
behavior [21, 20, 12]. Detection methods used in the study
Cerber Ransomware is a network-based behavior. Net-
work behavior is to identify traffic patterns that did not
occur during normal operation of the network by check-
ing Packet Inspection: checking header, protocol, viruses,
spam. Signature Detection: It monitors the content of
packets in the network and comparing the pattern of at-
tacks before configuration [30].

Inside the Network Forensics Investigation research, we
use OSCAR Methodology (Obtain Information, Strate-
gies, Collect Evidence, Analyze and Report) [20]. Illus-
tration of the Methodology is shown in Figure 2.

Figure 2: OSCAR methodology

3.1 Obtain Information

Two important things that need to be done network foren-
sic Investigator at the beginning of the investigation: to
obtain information about the incident itself and get infor-
mation about the environment. Important points to note
regarding the incident is a description of what happened,
the timestamp (date, time, and method of the invention
of the incident), people involved, systems and data in-
volved, the manager Incident and processes, legal issues,
time for investigation/recovery/resolution and Goals.

Social and political dynamics could change during the
incident, investigators need to spend some time under-
stand and respond to specific events. The following things
about the environment: Business models, Legal issues,
network topology, network available sources of evidence,
Organizational structure, Incident Response Management
Process, Resources available (staff, equipment, funding,
and time).

3.2 Strategies

Network Forensics Investigator must work efficiently [19],
because of network forensics keeps potential sources of
very important evidence, some of which are also very
volatile. Strategies points to consider in network forensic
is Understanding the purpose the period of the investiga-
tion, a list of resources (personnel, time, and equipment),
identify possible sources of evidence, to estimate the value
and the cost of obtaining the evidence, list prioritizes the
acquisition and plans initial acquisition/analysis.

3.3 Collect Evidence

Three essential components that must be done each time
the Network Forensic Investigator to obtain evidence:
Document, Capture and Store/Transport. Make sure the
document keeps a log of all the systems accessible and
all actions taken during the collection of evidence, as well
as noting the date, time, sources of, methods of acquisi-
tion, and the name of the investigator and the chain of
custody [30, 20].

3.4 Analysis

The important elements to consider in the Analyze phase
is:

• Correlation: The advantages of network forensics
involves multiple sources of evidence such as time
stamp and other sources of evidence that can be cor-
related that would become sources of new evidence.

• Timeline: Once a data source is some evidence has
been collected and correlated, we are building a time-
line of activities, recount comprehension who is doing
what, when, and how the basis of the case.

• Events of Interest: Certain events will stand out, po-
tentially more relevant than another event. Network
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forensics investigator must isolate events of interest
and search for to understand how it happened.

• Interpretation: The necessary expertise to identified
potential sources of additional evidence and build a
theory of possible events. It is most important that
you separate your interpretation of the evidence of
the fact. Your interpretation of evidence always hy-
potheses, which can be proved or disproved.

3.5 Report

Reporting the most important aspect of the investigation,
any Network Forensic report must be attention to the
following points:

• Conceived by non-technical layman: Legal Team,
Manager, Human Resources Personnel;

• Delivered detailed and structured;

• Factual.

In short, should be able to explain the results of an in-
vestigation is unreasonable to non-technical people, while
retaining scientific principles.

4 Result

In our research focus is on the side of the detection and
analyze. Obtain Information from this study suspected
of infection and spread of Ransomware in a corporate en-
vironment via a Network. Phase Strategies the company
before infected with malware is to installing packet cap-
ture tools to capture every traffic if an illegal act when
there is either an attack from the inside or from the out-
side that later can become digital evidence to support
the forensic measures if there is a violation of the law.
The dataset for research using sample data from http://

malware-traffic-analysis.net/index.html, file for-
mat packet capture (PCAP) with a filename 2017-01-28
traffic-analysis.pcap file size 3,173 KB.

4.1 Analysis

Timestamp in the digital forensic very important role be-
cause it contains information related to the show in a con-
dition when or time [28]. Detection and forensic analysis
using Wireshark Network with filter HTTP.request first
thing to do is to determine when the first time the host
computer is infected, show in Figure 3 shows the first time
an infected computer is on time 2017-01-27 22:53:54 UTC
or January 28, 2017 05:53:54 SE Asia Standard Time.

After knowing the date and time of the infection the
next phase is to detect and analyze the IP and the
hostname of the computer has been infected. IP detec-
tion, MAC Address Hostname and NetBIOS analysis per-
formed by using filter NBNS. NetBIOS is an application
which allows a computer to communicate with computers

Figure 3: Date and time of the infection

on the Local Area Network (LAN). Analysis of IP and
MAC address of who the victims were first the infected
show in Figure 4, IP Host Computers infected victims is
172.16.4.193 with MAC Address 5c: 26: OA: 02: a8: e4
the network card from hardware vendors Dell and with
Host Stewie name PC.

Figure 4: NBNS traffic analysis in wireshark

IP, MAC Address and hostname we already know, the
next phase determine malware which infects the host
name of the Stewie PC. After deep analysis of sev-
eral packet shown in Figure 5 traffic to the domain.top,
usually malware author used domain.top in conducting
criminal activities. List Domain [34] which is gener-
ally used is Domains lclebb6kvohlkcml.onion [.] link
lclebb6kvohlkcml.onion [.] nu bmacyzmea723xyaz.onion
[.] link bmacyzmea723xyaz.onion [.] nu ne-
jdtkok7oz5kjoc.onion [.] link nejdtkok7oz5kjoc.onion [.]
nu.

Figure 5: Information gathering

From result analyze was we found that the domain
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used by cyber criminals, with the aid the Google search
engine with the keywords p27dokhpz2n7nvgr.1jw2lx.top.
Google.com search results show in Figure 6 describes
found malware which infects PCs Stewie is CERBER
Ransomware.

Figure 6: Result p27dokhpz2n7nvgr.1jw2lx.top

In Figure 7, we show the result of PCAP that
has been uploaded to https://www.virustotal.com alert
shows the results of Suricata that display found an ac-
tor/cybercriminal Cerber used RIG EK (Exploit Kit).

Figure 7: RIG exploit kit landing

Another scenario when the pcap file is ran on Snort
as shown in Figure 8 RIG exploit kit landing page has
detected. Exploit Kit (EK) is a server-based framework,
exploitation by taking advantage of vulnerabilities in a
software application that usually associated web browser
and infects the victim without realizing have been in-
fected. RIG EK is a gateway delivery and distribution
of malware that functions direct the victim to execute a
malware payload.

Figure 8: Snort result

In Figure 9 shows the result of the filtering http.request
and ip.addr eq 194.87.234.129 that shows the IP address
associated with Rig EK. In general, the spread of Ran-
somware using two methods: first through malicious spam

(mail spam) and Exploit Kit. Malicious spam (mail spam)
is a way of spreading and distribution directly to a ran-
somware victims to enter the link that has been infected
with malware and takes an active part on the victim to
click a link or attachment files that have been injected
malware. The second method is to use exploits Kit. Ex-
ploits Kit (EK) is designed to work behind the scenes,
which is used by cyber criminals to automate the exploita-
tion of security holes in the victim’s machine when it is
active browsing [35]. EK does not require such active
actions of the victim clicks on a link or attachment.

Figure 9: HTTP requests to the rig exploit kit internet
protocol address

Filtering of HTTP requests on all IP addresses EK Rig
in Wireshark, phase detects and analyze RIG EK and the
website domain that mediates the spread of and infection
of the host computer by way of the Following TCP Stream
the packet as shown in figure 10. Following the results of
the TCP stream shows the result found host computer is
a www.homeimprovement.com address. From analysis of
known victims access to bing.com is doing a search with
keywords ”remodeling your kitchen cabinets” in the ad-
dress Referrer: http://www.bing.com/search?q=home+

improvement+remodeling+your+kitchen\&qs=n\&sp=-

1\&PQ=homeimprovement+++yourremodeling

Figure 10: Follow HTTP stream to find referrer

From result analyze www.homeimprovement.com been
compromised website in spreading RIG EK. RIG EK is a
sophisticated delivery method, the system for distributing
malware via EK involves many other components in the
chain of events malware infection. Basically, RIG EK
with various tricks to direct traffic to the server EK users
before sending malware. Actors used campaigns to guide
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Figure 11: Export object list and pseudoDarkleech script

traffic to the victim server EK. Actors and campaigns two
different terms, an actor may use one or several campaigns
to distribute malware. One actor may have used the same
campaigns to distribute various types of malware. The
next stage was to determine the campaign’s script used
to deliver Cerber is a way to export object in the packet
capture as shown in Figure 11.

PseudoDarkleech is a commonly used campaigns Cer-
ber author, function to redirect traffic from the victim to
Exploit Kit server with a stealth mode. The pseudoDark-
leech script has the task of injecting web pages and a web
server through on the root level.

Figure 12: Chain of events pseudoDarkleech campaign

Explanation chain of events is as follows pseudo-
Darkleech campaign shown in Figure 12:

1) The first victim visits a website (compromised web-
site) that have been compromised or malicious scripts
injected and malicious script from compromised web-
sites to make an HTTP request on Exploit Kit Land-
ing Page.

2) Landing page EK finding and determine whether the
computer has vulnerability are usually browser-based
applications and Adobe flash player and furthermore
sending EK Exploit to take advantage of the vulner-
able application.

3) If the exploit is successful, EK sending payload Ran-
somware and carry out activities to access and en-
cryption of files and folders unnoticed, the victim
completely have been infected by the payload Ran-
somware.

5 Conlusion and Future Work

The use of Network Forensic Behavior Based successfully
detect and analyze Cerber Ransomware as through the re-
construction Cerber Ransomware chain of events as shown
in Figure 13.

Figure 13: Chains of event

Started from the host computer named STIWIE PC,
the victim then performs a search on a search en-
gine bing.com for the referral advice from search engine
bing.com STIWIE visits www.homeimprovement.com
PC. Website analysis shows the results found have been
injected by cyber criminals/actors of making the site into
a Compromised Websites for the Campaign. The anal-
ysis phase detected Campaign successfully used pseudo-
Darkleec script to redirect a victim to the server by us-
ing RIG Exploit Kit EK to download a malware payload
that named CERBER Ransomware for future work re-
quired Network Forensic deep on the side of compromised
websites and Exploits Kit server. Exploit Kit is currently
in delivery has encrypted binary code that has made it
harder to be detected and analyzed.
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Furthermore, the suggestion to users to stay updated
browser application and patch vulnerability because the
weakest point in the security chain is the human being,
the solution is to strengthen the end point in a human
side to build ”Human Firewall”.
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Abstract

Reversible watermarking is considered to be an effective
approach for copyright protection. However, it requires
much more embedding capacity. To solve the problem,
we consider reversible watermarking in the HEVC loss-
less mode which bypasses all nonreversible operations to
improve the embedding capacity. Further, to prevent the
performance loss of compression efficiency, the residual
sample-based prediction method is applied together with
the reversible watermarking. It is shown that the pro-
posed algorithm not only provides enough space for em-
bedding but also has the controlling capability. In addi-
tion, it does not degrade the performance of compression
efficiency.
Keywords: HEVC; Information Hiding; Reversible Wa-
termarking; Watermarking

1 Introduction

With advances in digital video service and digital video
processing technology, legitimate video propagation is at
great risk due to the ease of manipulation, tampering,
redistribution and illegal copying of digital media. As
such, the protection and enforcement of intellectual prop-
erty rights for digital media has become an important
issue. Watermarking technology plays an important role
in securing multimedia data against illegal recording and
retransmission [13]. Particularly, over recent years, a spe-
cial kind of digital watermarking, namely the reversible
watermarking, has been extensively studied, which not
only provides the protection of copyright by embedding
the assigned watermark into the original media but also
enables the recovery of the original media from the sus-
pected media [?, 11]. Therefore, the reversible watermark
can be used to determine the ownership of the digital me-
dia by comparing the retrieved watermark with the as-
signed one. It is worth noting that despite its advantages,
the reversible watermarking schemes may suffer certain
performance loss due to the fact that additional recovery

information has to be embedded into the original media.
As such, how to guarantee the accuracy of the retrieved
watermark under the constrained embedding capacity is
considered to be the main challenge in the design of re-
versible watermarking.

High efficiency video coding (HEVC) [14], also known
as H.265 and MPEG-H Part 2, is a loss video compression
standard developed by Joint Collaborative Team on Video
Coding (JCT-VC) of ITU-T Video Coding Experts Group
(VCEG) and ISO/IEC Moving Picture Experts Group
(MPEG). Particularly, with almost twice the compres-
sion efficiency of the previous standard, i.e. H.264/AVC,
HEVC has been widely applied in recording, compression,
and distribution of high-resolution video contents [4, 8, 9].
It is worth noting that for applications such as medical
imaging, preservation of artwork, image archiving, remote
sensing, and image analysis, lossless compression is re-
quired. As such, with growing demand for these applica-
tions, the HEVC standard has specified the HEVC lossless
mode to enable the lossless compression. It is also worth
noting that HEVC lossless mode is achieved by skipping
the transform, quantization, and in-loop filtering opera-
tions [1, 10].

In this paper, under the lossless mode, we propose
a reversible watermarking algorithm for HEVC in loss-
less mode. It is worth noting that HEVC lossless mode
bypasses all nonreversible procedures such as transform,
quantization, the inverse operations, and all in-loop filter-
ing operations including de-blocking filter, sample adap-
tive offset (SAO), and adaptive loop filter (ALF) in the
encoder and decode. As such, under the HEVC lossless
mode, the original video can be successfully retrieved from
the watermarked video without any loss. It is shown that
the proposed algorithm not only provides enough space
for embedding of desired payload but also has the ca-
pability of controlling embedding capacity. In addition,
compared with the HEVC lossless mode, the proposed al-
gorithm does not degrade the performance of compression
efficiency.

The remainder of this paper is organized as follows. In
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Figure 1: The framework of the HEVC lossless mode

Section 2, a briefly overview of the HEVC lossless mode
including its structure and base coding modules is pre-
sented. In Section 3, we analyze the distribution charac-
teristics of prediction residual in the HEVC loss-less mode
and the reversible watermarking algorithms for spatial do-
main. In Section 4, a reversible watermarking algorithm
in the HEVC lossless mode is proposed. In Section 5, the
feasibility and the performance of the proposed algorithm
are verified through experiments. Finally, conclusions are
presented in Section 6.

2 HEVC Lossless Coding Mode

2.1 Overview of the HEVC Lossless
Mode

The overall structure of the HEVC lossless mode is shown
in Figure 1. In Figure 1, dashed lines represent the by-
pass. It is assumed that all bypass operations are acti-
vated in the HEVC lossless mode [2].

In lossless coding, no distortion is allowed in recon-
structed frames. Therefore, to achieve lossless coding,
transform, quantization, their inverse operations, and all
in-loop filtering operations including de-blocking filter,
sample adaptive offset (SAO), and adaptive loop filter
(ALF) are bypassed in the encoder and decoder since they
are not reversible in general. Also, sample-based angular
prediction (SAP) is applied to re-place the existing intra
prediction method.

The design principle of HEVC lossless mode is to lever-
age the existing HEVC loss coding structure and to max-
imize logic sharing with the existing HEVC coding tools.
As such, the implementation of HEVC lossless coding are
subject to this special constraint in addition to common
complexity and coding efficiency tradeoff consideration.
The main coding modules of the HEVC lossless mode is
described in detail in the following subsection.

Figure 2: Angular intra prediction angle definition in
HEVC

2.2 Main Coding Modules of the HEVC
Lossless Mode

2.2.1 SAP: Sample-Based Angular Prediction

As was noted previously, the transform and quantization
operations are bypassed in lossless coding. Thus, for a
pixel sample within a prediction unit (PU), the samples in
its neighboring blocks as well as the immediate neighbor-
ing samples within the PU can be utilized for prediction.
In order to explore spatial sample redundancy in intra-
coded frame, SAP is employed instead of general HEVC
intra prediction. As shown in Figure 2, 33 angles are de-
fined and these angles are categorized into two classes:
vertical and horizontal angular prediction.

The main idea of SAP is to use two neighboring sam-
ples in its top row as its reference samples to predict the
current pixel when the prediction direction is vertical an-
gular prediction and use two neighboring samples in its
left column as its reference samples to predict the cur-
rent pixel when the prediction angle is horizontal angular
prediction. The SAP method can improve coding perfor-
mance significantly.

2.2.2 Residual Sample-Based Prediction

The residual sample-based prediction was proposed as a
method for enhancement of compression performance of
HEVC lossless mode [3]. The flowchart of the residual
sample-based prediction is shown Figure 3.

As shown in Figure 3, the residual sample-based pre-
diction is implemented as a separate module. In this
method, sample-based prediction is performed on the pre-
diction residues without any modification to the existing
intra prediction process. Also, the sample-based predic-
tion process does not depend on the intra prediction mode
and color component, the same prediction process is ap-
plied to all intra residual samples.
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Figure 3: The framework of the residual sample-based
prediction

Figure 4: Residual pixel and its neighbors

Figure 4 illustrates the neighboring residuals used in
predictor. The prediction of the residual x is denoted as
P(x) and is computed as Equation (1).

P (x) =

 min(a,b) if c ≥ max(a,b)
max(a,b) if c ≤ min(a,b)
a + b− c otherwise

 (1)

where min (a,b) and max (a,b) represent the larger and
smaller function in calculating a and b, respectively.

If any neighboring samples are not available due to x
being in the first row or column of a block, the same pro-
cess is carried out with the missing values set to zero. It is
reported that the proposed scheme improves the lossless
intra coding performance by average 6.5%.

3 Analysis of Reversible Water-
marking Algorithm

3.1 Distribution Characteristics of Resid-
ual Data in the HEVC Lossless Mode

In lossless coding, the residual data is not quantized trans-
form coefficients but differential pixel after pre-diction.
As a result, the residual data in lossless coding has differ-
ent characteristics than that in the loss coding. Consid-
ering the Slide Editing test sequence as an example, the
histogram of its intra luma prediction residuals in loss-
less coding and the histogram of its quantized transform
coefficients when coded using QP=27 are shown in Fig-
ure 5 and Figure 6, respectively [6]. From these results,

Figure 5: The histogram of intra luma prediction residuals

Figure 6: The histogram of intra coded luma transform
coefficient levels

we observe that large luma prediction residuals appear
with relatively higher frequency in the lossless case, with
respect to the transform coefficients. In lossless coding,
transform coefficients are usually concentrated at the up-
per left corner of the transform unit (TU) while it is not
the case for quantized residuals. Prediction residuals may
often appear in the bottom of a residual block. And it is
observed that for relatively small TU, e.g. an 8 × 8 or a
4×4 TU, when intra prediction is in vertical direction, the
residual will often appear in vertical direction. Thus, a
vertical scan will often result in better performance. Sim-
ilarly, when the intra prediction is in horizontal direction,
a horizontal scan will often be better. The energy distri-
bution of prediction residuals is often the inverse of the
transform coefficients. For example, when diagonal scan is
used, the energy in transform coefficients often decreases
from the top-left corner to the bottom-right corner while
the energy in the prediction residuals often increase from
the top-left corner to the bottom-right corner.

3.2 Analysis of Reversible Watermarking
Algorithms

Prediction residuals are spatial domain data. For data
over spatial domain three classic methods, the difference-
expansion (DE) method, the histogram shifting method,
and the prediction error based method, are widely studied
for typical reversible watermarking algorithms, which are
specified as follows.

A common feature of DE methods [12, 17] is using a
decorrelation operator to create features with small mag-
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nitudes. Data can be embedded by expanding these fea-
tures to create vacant space into which message bits are
embedded. DE methods usually suffer from undesirable
distortion when the values of features are large. It is worth
noting that HEVC lossless mode is designed to support
high video quality. Thus, DE method might not be suit-
able for applications where higher image quality is de-
manded.

In histogram-shifting based techniques [15, 16], a his-
togram of feature elements is created. As such, the data
can be embedded by shifting histogram bins. Unfor-
tunately, the capacity of histogram-shifting based tech-
niques is low and highly depends on the histogram dis-
tribution of the cover image. In general, the higher the
peak of image histogram, the more the embedding ca-
pacity is. But, as observed from Figure 5 and Figure 6,
compared with H.264/AVC, the HEVC lossless mode does
not concentrate on certain values and instead has several
peak points in histogram distribution of prediction resid-
ual. This fact indicates that the histogram-shifting based
techniques is not suitable for the prediction residual of
HEVC.

The prediction error based method is considered as
another type of reversible watermarking method [7, 18].
Particularly, Hong et al. has proposed a reversible data
hiding technique based on modification of prediction er-
rors (MPE). In MPE, since the histograms in the domain
of prediction errors are sharply distributed, the embed-
ding capacity is higher than that of traditional histogram-
shifting method for the same image quality. The embed-
ding process of modification of prediction errors (MPE)
involves calculating the prediction errors from the neigh-
borhood of a given pixel and then embedding the message
bits in the modified prediction errors. The median edge
detection (MED) predictor is used in MPE to predict pixel
values, which is same as that used in the prediction resid-
ual. Particularly, based on the values of context pixels a,
b, and c, MED predicator is able to predict current pixel
x by applying raster scan order and edge rule, which is as
shown in Figure 4. The output of the predicted value x̂ is
given by Equation (1). Assuming that the predicted result
of pixel x is , the prediction error e can be then obtained
by subtracting the prediction from x, i.e., e = x− x̂.

MPE not only has the capability to control the
capacity-PSNR, where fewer data bits need less error
modification, but also can be applied to images with flat
histogram, which is in accordance with the distribution
characteristics of prediction residual of HEVC. Also, the
calculation method in the prediction errors is consistent
with the prediction residual method for improvement of
performance in HEVC lossless mode, which means that
MPE algorithm can be as an efficient solution for imple-
ment of reversible watermarking in HEVC lossless mode.

4 Proposed Algorithm

4.1 Embedding Algorithm

According to the structure of HEVC encoder, it can be
classified into in-feedback loop and out-feedback loop for
information embedding position. It is worth noting that
if the watermarking is performed in the in-feedback loop,
it is difficult to retrieve original video. This is because
that the embed information of the current block can only
be used for reconstruction and prediction of next block.
Therefore, in order to implement reversible watermarking,
it is favorable to embed information in out-feedback loop.

In this paper, the MPE reversible watermarking al-
gorithm is implemented during the residual prediction
progress in HEVC lossless mode. As mentioned above,
if the residual sample-based prediction is applied after
intra prediction in HEVC lossless mode, the compression
efficiency can be improved by 6.5% on average. The resid-
ual sample-based prediction operation in HEVC lossless
mode is same as the calculation operation of prediction er-
ror in MPE. Thus, to implement MPE during the residual
sample-based prediction progress in HEVC lossless mode,
we need to add the watermark embedding operation into
the residual sample-based prediction progress.

In HEVC, there are four effective intra prediction
block, in which the sizes of samples ranges from 4 × 4
to 32 × 32. Due to the characteristics of human visual
system, the video visual quality distortion caused by wa-
termarking embedding is more visible in smooth regions
than that in complex regions. As such, it is more bene-
ficial to use relatively large size blocks for prediction in
smooth regions. While, in complex regions, the small size
blocks are more preferable. It is worth noting that for
small size blocks, the change of the block size may have
only trivial impact on visual quality of the video. There-
fore, we selected 4 × 4 luma block of intra predicted I
frame as embedding region.

The proposed algorithm is performed independently in
each transform block such that the change of the cur-
rant block due to the watermarking does not impact other
blocks. Also, since we select block of size 4 × 4 as the
watermark embedding block, the value of M and N is 3
in MPE.

In addition, the proposed algorithm is implemented in
a manner which is independent of intra prediction modes
and color components, the proposed algorithm is applied
to all 4× 4 intra residual samples. The frame-work of the
proposed algorithm is shown in Figure 7, in which the
prediction residual block in Figure 3 (b) is substituted to
watermarking block.

The detailed embedding steps are listed as (Algo-
rithm 1).

4.2 Extraction Algorithm

Through entropy decoding, the PU residual of size 4 × 4
can be obtained. For all PU of size 4×4, we use the same
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Algorithm 1 The Embedding algorithm

Input: An intra predicted residual block I, and the wa-
termark bit stream W.
Output: Watermarked block I ′ of size 4 × 4, the end
of embedding position L and the auxiliary information
A.

1: if block size is 4× 4 then
2: go to STEP 6,
3: else
4: sent the residual sample-based prediction block
5: end if
6: Prepare an empty matrix I ′. Then, initialize the pixel

values in the first row and first column of I ′, respec-
tively, to the pixel values in the corresponding posi-
tion of I.

7: for 1 ≤ i ≤ 3, 1 ≤ j ≤ 3 do
8: scan each pixel I ′i.j by using raster scan order.
9: end for

10: if I ′i,j = 0 or I ′i,j = 255 then
11: set I ′i,j = Ii,j and record the position (i, j) in array

A as the auxiliary information for recovering, then
proceed to next pixel.

12: end if
13: Use Equation (1) to predict the value of I ′i.j by setting

a = I ′i,j−1, b = I ′i−1,j and c = I ′i−1,j−1. Let the

predicted result to be Î ′i,j .
14: Calculate prediction error e. Prediction error e is the

difference between pixel Ii,j and its predicted result

Î ′i,j , i.e., e = Ii,j − Îi,j .
15: if all the watermark bits in W have been embedded

then
16: set L = (i, j), and go to STEP 33.
17: end if
18: if e = 0 or e = -1 then
19: go to STEP 23 for data embedding.
20: else
21: go to Step 30.
22: end if
23: if the to-be-embedded bit is 0 then
24: the prediction error e remains unchanged.
25: else if the to-be-embedded bit is 1 and e = 0 then
26: modify the value of e to e+ 1
27: else if if e = -1 then
28: modify the value of e to e - 1. After embedding, go

to Step 33.
29: end if
30: if e ¿ 0 then
31: modify the value of e to e + 1, if e ¡ -1, then modify

the value of e to e-1.
32: end if
33: Set I ′i,j = Î ′i,j + e.
34: if i 6= M − 1 or j 6= N − 1 then
35: update the index i and j, go to STEP 7.
36: else
37: the embedding procedure is completed.
38: end if
39: End

Figure 7: The framework of proposed algorithm within
the HEVC codec

scan order as in the embedding phase to predict pixel val-
ues, and then calculate the prediction error e. It is worth
noting that, if the value e is 0 or -1, the embedded water-
mark bit is 0, while if the value e is 1 or -2, the embedded
watermark bit is 1, else if the value e is not one of the four
numbers -2, -1, 0 and 1, then there is no bit embedded.
Since we have modified the prediction errors during em-
bedding, the original video can be restored by modifying
the prediction errors back to their original value. The de-
tailed steps for extracting watermark and recovering the
original video are listed as (Algorithm 2).

5 Experimental Results and Anal-
ysis

In this section, we evaluate the feasibility and the perfor-
mance of the proposed algorithm in terms of the embed-
ding capacity and the peak signal to noise ratio (PSNR)
difference. We also compare the compression performance
of the proposed algorithm with the HEVC lossless mode
and the residual sample-based prediction mode, respec-
tively.

The proposed algorithm is simulated in the HM-16.9
model of the HEVC reference software, and the experi-
ments are performed by embedding and extracting ran-
dom generated bit streams. In the experiments, RDOQ,
de-blocking filter, SAO and ALF are disabled. Also, for
HE configurations, InternalBitDepth is set to equal to
InputBitDepth in the configuration files. HEVC lossless
mode is useful in coding video sequences with mixed con-
tents, e.g. natural video with overlaid text and graph-
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Algorithm 2 The Extraction algorithm

Input: Stego frame I ′, the end of embedding position L
and auxiliary information A.
Output: The bit stream W and the original frame
I ′′.

1: Prepare a matrix I ′′ to store the recovered block. The
size of I ′′ is the same as stego frame I ′. Initialize the
pixel values in the first row and the first column of I ′′

to the pixel values in the corresponding positions of
I ′.

2: for 1 ≤ i ≤ 3; 1 ≤ j ≤ 3 do
3: scan each pixel I ′i,j in the stego frame by using the

raster scan order.
4: end for
5: if (i, j) was recorded as the auxiliary information in

A then
6: set I ′′i,j = I ′i,j and proceed to next pixel.
7: end if
8: Predict the value Î ′i,j using Equation (1), by setting

a = I ′i,j−1, b = I ′i−1,j and c = I ′i−1,j−1. Suppose the

predicted value is Î ′i,j .

9: Calculate the prediction error e = Ii,j − Îi,j .
10: According to the parameter L, decide whether all the

embedded information has been extracted or not. If
they are, then go to STEP 24.

11: if e = 0 then
12: the embedded watermark bit is 0, and the predic-

tion error e remains unchanged.
13: else if e = 1 then
14: the embedded watermark bit is 1, and the predic-

tion error e is modified to e - 1.
15: else if e = -1 then
16: the embedded watermark bit is 0, and the predic-

tion error e remains unchanged.
17: else if e = -2 then
18: the embedded watermark bit is 1, and the predic-

tion error e is modified to e + 1.
19: else if e ¿ 1 then
20: prediction error e is modified to e - 1.
21: else if e ¡ -2 then
22: the prediction error e is modified to e + 1.
23: end if
24: Set I ′′i,j = Î ′i,j + e.
25: if i 6= 3 or j 6= 3 then
26: update the value of i and j. After that, we first go

to the next pixel, and then go to STEP 5.
27: else
28: we have finished the watermark extraction and orig-

inal video recovery. It is worth not-ing that the
obtained result I ′′ is same as original block I.

29: end if
30: End

ics, thus we selected F class sequences (BaskeballDrill-
Text, ChinaSpeed, SlideEditing, SlideShow) for testing
and each sequence is shown in Figure 8. Parameters of
test sequences are shown in Table 1 [5].

First, we evaluate the embedding capacity of the pro-
posed algorithm. Table 2 shows distribution of 4×4 resid-
ual in all size of residual for HEVC lossless mode. As
shown in Table 2, 4× 4 prediction residual occupies most
among all prediction blocks.

Table 3 shows the embedding capacity of proposed al-
gorithm in compared with DE method. As shown in Ta-
ble 3, our algorithm is 2.03 times in embedding capacity
over DE method. Therefore, the prediction residual has
more changeable elements for embedding of watermark.
Intuitively, this is because that the prediction residual
has more non-zero coefficients than transform coefficients
or quantized coefficients.

We also calculate the objective video coding quality
variation (PSNR) difference in experiments. Peak Signal-
to-Noise Ratio (PSNR) measure has been used to analyze
the quality of watermarked video with respect to original
video, which is given as Equation (2) shown.

PSNR = 10log10

(
2552

MSE

)
(2)

The difference of the value of PSNR before embedding
watermark and after embedding watermark ∆PSNR is
defined by:

∆PSNR = PSNR′ − PSNR.

Where PSNR′ and PSNR are the video coding quality
before and after embedded watermark, respectively, and
MSE (mean square error) is a measure which is used to
quantify the difference between the initial video frame I
and the stego video frame I ′.

If the video frame has a size of M ×N then:

MSE =
1

MN

M−1∑
i=0

N−1∑
j=0

(I (i.j)− I ′ (i, j))

Figure 9 shows the performance evaluation curve be-
tween the embedding capacity and PSNR degradation.
The proposed algorithm is only 1.2dB in PSNR degrada-
tion when embedding capacity is 100000 bit. This means
that proposed algorithm efficiently performs the water-
marking.

Finally, we compare compression performance of pro-
posed algorithm with that of the standard HEVC lossless
mode and residual sample-based prediction mode. Table 4
lists the comparison result for compression performance
in case of embedding of 100000 bit watermarks.

Table 4 lists coding performance comparison results
among the proposed algorithm, the standard HEVC loss-
less mode and the residual sample-based prediction.

Where kbps % 1 compare with the standard HEVC
loss-less mode, and kbps % 2 compare with the residual
sample-based prediction.
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Table 1: Parameters of test sequences

Class Sequence name Resolution Frame count Frame rate
F BaskeballDrillText 480× 480 500 50fps
F ChinaSpeed 1024× 768 500 30fps
F SlideEditing 1280× 720 300 30fps
F SlideShow 1280× 720 500 20fps

Table 2: Distribution of 4× 4 residual in all size of residual for HEVC lossless mode

Sequence name Distribution of 4× 4 residual (%)
BaskeballDrillText 93.09
ChinaSpeed 92.15
SlideEditing 84.13
SlideShow 78.34

Table 3: Average embedding capacity per frame

Sequence name DE Proposed Increased capacity (%)
BaskeballDrillText 39856 86 248 2.16
ChinaSpeed 62700 163 002 2.60
SlideEditing 45328 90 624 2.00
SlideShow 32082 43 828 1.37

Table 4: The coding performance comparison results

Sequence name kbps % 1 kbps % 2

BaskeballDrillText -0.3 1.1
ChinaSpeed -7.2 0.6
SlideEditing -1.2 0.9
SlideShow -12.0 1.4

It can be observed that our proposed algorithm out-
performs the standard HEVC lossless mode by 5.2% on
average in terms of the compression efficiency. Such ob-
servation indicates that, compared with the HEVC loss-
less mode, the proposed algorithm does not degrade the
performance of compression efficiency. It is also observed
that compared with the residual sample based prediction,
our proposed algorithm has a performance loss of 1% with
respect to the compression efficiency.

6 Conclusions

In this paper, an efficient reversible watermarking algo-
rithm in HEVC lossless mode is proposed. HEVC loss-
less mode is suitable for the implement of reversible wa-
termarking since it bypasses all nonreversible operations
such as transform, quantization and in-loop filtering op-

erations. In this paper, we have analyzed the distribu-
tion characteristics of prediction residual of HEVC and
reversible watermarking algorithms in spatial domain,
and selected the reversible algorithm suitable for predic-
tion residual. The proposed algorithm not only provides
enough space for embedding of desired payload but also
has the capability of controlling embedding capacity. In
addition, compared with the HEVC lossless mode, the
proposed algorithm does not degrade the performance of
compression efficiency. Our experiment results indicate
that the averaged embedding capacity of this algorithm
is at least two times more than that of DE technique. It
is also shown that the compression efficiency of the pro-
posed algorithm outperforms the standard HEVC lossless
mode by 5.2%.
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Figure 9: Performance evaluation curve between the em-
bedding capacity and PSNR difference
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Abstract

Security measures for Industrial Control Systems (ICSs),
until recently, have come mainly in the form of a physical
disconnect by implementing an “air-gap”. This discon-
nect isolated the nodes of an ICS network from other net-
works, including the Internet. While connecting an ICS
network to the Internet is beneficial to both the engineers
and companies that operate them, it places these ICSs in
a situation where they are vulnerable to attacks as the
protocols that are used by several of the ICSs have very
little, if any, security mechanisms. This paper focuses on
optimization of the feature extraction algorithms used in
a continuing effort to develop a Network Telemetry based
Intrusion Detection System (IDS). After development and
testing of the optimizations described in this paper, the
developed IDS was able to achieve 99.99% accuracy when
differentiating between machines of an attacker and engi-
neer on the same network.

Keyword: Control System Security; Network Intrusion
Detection; Network Telemetry

1 Introduction

The use of Industrial Control Systems (ICS) has become
common place in many businesses. While typically seen
in the utilities industries (water, gas, oil, electricity), they
are not limited to such. For instance, some factories use
ICSs to control their assembly lines. Theme parks can
use them to control their rides. Even the International
Space Station uses control systems for many different op-
erations. ICSs are designed to take complex data, process
it, and complete designated tasks.

Since ICSs are used to control many sensitive opera-
tions, security is of extreme importance. Early ICSs used
a security scheme known as “air-gap.” Every node in an

air-gapped ICS network was physically disconnected from
other networks [1] and the Internet, as it was not widely
used then. This physical disconnection meant that an at-
tacker would need physical access to the system in order
to perform an attack. Therefore, cyber security for an
ICS was not considered a priority. Instead, the designers
focused on the safety of the physical system operations
and the availability of the ICS network.

“Air-gap” security measures worked well enough as
long as the physical disconnect was maintained. How-
ever, as the Internet became widely used and networking
equipment became more affordable, companies began to
realize that they could save time and money by attach-
ing their ICSs to the Internet. Engineers would no longer
need physical access to the individual ICS networks. They
would be able to monitor the ICS and address critical is-
sues from anywhere.

Although there were benefits, attaching ICSs to the In-
ternet exposed the ICS networks to new security threats.
The main issue was the accessibility of the ICS network
to would-be attackers. No longer did an attacker have
to gain physical access to the network to launch an at-
tack. Instead, they could use the Internet to access and
launch a wide array of attacks against the ICS, such as
non-patched system attacks, DDoS attacks, zero-day at-
tacks, etc. ICS protocols were originally developed assum-
ing “air-gapped” accessibility; therefore, cyber security
measures were not designed into the protocols. By at-
taching these devices to the Internet, they became much
more vulnerable to attacks.

Another issue inherent with an Internet connected ICS
network is the difficulty of verifying the authenticity of
the host sending the data and the data itself. Informa-
tion, such as the sender’s location, connection properties,
configuration and architecture, is kept hidden from the
control applications. This makes it much more difficult to
authenticate the host transmitting the data [16]. It also
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makes it easier for attackers to change the data within
the data packet but make the packet itself appear au-
thentic [26].

As vulnerabilities were exposed in Internet connected
ICSs, it became apparent to the engineers that industry
wide standards were lacking, often not used, and some
companies were even creating their own. Although a few
standards were available, companies were not required to
use them. Having a wide array of ISC protocols made
it hard to determine what the vulnerabilities were for all
ICSs [12]. One protocol might have vulnerabilities that
another protocol does not, and vice versa. Therefore, en-
gineers were forced to use more time, energy and resources
to find and fix the vulnerabilities.

One approach to addressing cyber-security in an ICS
network is a network telemetry-based Intrusion Detection
System (IDS). This approach looks at data that is sent
through the network that is not used by the transmission
protocol. This data is known as network telemetry. It in-
cludes information such as packet size, number of dropped
packets, when the packet arrives, session sizes and times.
The IDS, then, seeks to measure the telemetry data and
verify it. In order to verify the data, the IDS must look
at all the packets that pass through the network. From
these packets, the IDS can calculate the telemetry data’s
running average and look for anomalies. When anomalies
are found, the system triggers an alert for the engineers
to investigate.

2 Background

Many cyber-attacks have been launched against ICSs [14].
Stuxnet is the most well-known example [10]. It was
used to infiltrate the Iranian nuclear facilities’ ICSs and
change the spinning frequencies of the centrifuge motors.
This caused damage to hundreds of Iranian centrifuges.
Stuxnet was a well thought out, well written piece of ma-
licious code that was able to duplicate and spread itself
across a network. While it was able to spread itself over
the Internet, it did not necessarily need an Internet con-
nection. It was able to infect any USB drive that was in-
serted into an infected computer and use that USB drive
to infect other computers [10, 22, 29]. Stuxnet was ex-
tremely difficult to find and made the centrifuge break-
downs look like unfortunate accidents.

Stuxnet opened the eyes of many ICS engineers to the
need for cyber security measures to be added to ICS pro-
tocols. The consequences of a successful ICS cyber at-
tack were too great for engineers to sit back and do noth-
ing. Therefore, significant research is now being done on
how to secure cyber-physical systems. The research has
covered a wide array of approaches. Some focus on pre-
venting a specific type of attack, i.e. denial of service or
man-in-the-middle. Others focus on topics such as state
estimation, traffic analysis, and hardware analysis.

One proposed method is to use a hardware fingerprint
and duration [24–26]. By using patterns found in the

communications of ICS network nodes, the researchers
are able to create a digital fingerprint for each node that
can be used to authenticate the data. In [33], Wallace et
al. propose an IDS that can distinguish between the state
of an ICS under attack and the state of an ICS operating
normally. They suggest that the objects being controlled
by the ICS have distinguishable underlying physical prop-
erties that can be used for state estimation.

Another approach has been to focus on network traf-
fic. Carcano et al. [6] suggest an IDS that looks for state
anomalies using ICS network traffic. It creates an image
of the ICS from the network traffic that flows through it
and uses that image to find state anomalies within the
system. Temporal packet data, as seen in [28], can also
be used to find anomalies in network traffic. The IDS de-
veloped in [28], which focused on the BACnet protocol,
used probability functions to examine packet signatures
and determine if the packet was authentic. The drawback
to their method was the number of false positives result-
ing from anomalies found in the ICS’s physical domain for
which the engineers attempted to fix by reprogramming
the programmable logic controllers (PLCs).

Cheung et al. [8] propose a model-based intrusion de-
tection system for SCADA networks. In their system,
an analysis of the communication model using Modbus is
done to look for signatures of packet fields. When specific
signatures are detected, an alarm is triggered.

Long et al. [17] chose to focus on denial of service at-
tacks. They proposed a packet filtering system to help
mitigate these types of attacks. Oh et al. [23] focused on
man-in-the-middle attacks and suggested some modifica-
tions be made to the ICS protocols. The National Insti-
tute of Standards and Technology recommends using fire-
walls, MAC address locking and encryption, among other
things, to help prevent man-in-the-middle attacks [31].

The latest research by Fovino et al. [11] developed a
critical state based intrusion detection system that is able
to prevent damage to physical plants. For an IDS to fol-
low the state changes of an ICS, protocols used to trans-
mit the data must be parsed, and state changes recorded.
Fovino’s latest IDS can parse Modbus and DNP3 pro-
tocols. Several filtering and monitoring techniques were
developed that can describe unwanted states of the ICS.
However, there is still no single solution that can guaran-
tee the security of an ICS. While a state-based IDS will
monitor the state of the system being secured, some mea-
sures to prevent the attackers from modifying the code
run on PLCs have to be implemented and some of the
control packets have to be blocked. To achieve this, an
IDS provides a packet language that can describe signa-
tures of unwanted Modbus and DNP3 packets.

2.1 Data Mining/Machine Learning in
Network Security

By utilizing principal component analysis in [34], high
accuracy state classification of a power grid was achieved.
The reduced feature set was compared to new power grid
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states using Hotelling’s T 2 value. If the value was too
high, then the new feature set could not exist and was
determined to be malicious.

Mantere et al. [20] states that machine learning IDS
can be very useful in a deterministic network such as an
ICS network. Unlike typical business networks, an ICS
network has a specific periodic packet flow that contains
little to no noise during its normal operation. Mantere et
al. proposes the use of throughput, IP address, average
packet size, timing, flow direction, as well as payload data
as features used for machine learning.

In their further work in [18], Mantere et al. analyzed
many features listed in their original research, including
network timing features - data that is critical to the re-
search that will be presented in this paper. Mantere et al.
was not able to detect useful behavior in timing features
to detect anomalies. However, the presented research did
not target any attacks on the network. The research con-
cluded that ICS networks overall have many anomalies
present in the traffic due to misconfiguration of the hard-
ware.

The most recent research by Mantere et al. [19] focuses
on creating a complementary network security monitoring
using Self-Organizing Maps as a means of machine learn-
ing. Their approach targets restricted IP networks and
does not use any network timing features, but uses packet
data instead. The research concludes that deterministic
properties of ICS networks make machine learning a vi-
able tool for network anomaly detection.

Gao et al. [13] used a Neural Network to classify the
ICS network traffic as normal and abnormal based on the
operation of the MSU SCADA Security Laboratory wa-
ter tank control system. The experiment resulted in a
100% accuracy classification of negative false data injec-
tion, 95% for positive false data injection, and 84.9% for a
random data response injection. Unfortunately, the Neu-
ral Network developed achieved only 12.1% accuracy for
a replay attack.

Network Telemetry based IDSs, such as the one pre-
sented in this paper, are useful in preventing unauthorized
access to ICS PLCs. They are even able to differentiate
between benign and malicious single-packet attack pat-
terns. In order to demonstrate this ability, a specific type
of denial-of-service attack was performed. It is known
as a CPU shutdown attack. For this type of attack,
a single packet is transmitted to the PLC, which com-
mands its CPU to shutdown. For the system to function
properly again, a physical reset of the PLC must be per-
formed. While most systems would ban CPU shutdown
commands, the telemetry based IDS did not need to do
this. It was able to determine when the single packet shut-
down command originated from an attacker and when it
originated from the SCADA system.

2.2 Network Telemetry

The Internet Protocol (IP) forwards packets on a net-
work between multiple nodes using Ethernet frames until

the packet’s final destination is reached. For this to hap-
pen, the Ethernet frame headers must include the media
access control (MAC) address for the destination of the
packet as well as the source. MAC addresses are different
from normal IP addresses. IP addresses are assigned by
self-configuration protocols or network administrators to
different machine interfaces; however, MAC addresses are
set when the controller circuit for the network interface is
manufactured [21].

Because software can be used to spoof both the IP
and the MAC addresses, it is often difficult for the
server to determine where the packet is actually coming
from [30, 35, 36]. To protect data integrity and prevent
illegal access through spoofing, encryption is often used
for security-critical algorithms [4]. While encryption is
an effective method in the deterrence of most attackers,
it can be broken. Encryption can, at the very least, be
attacked through brute force, no matter the level of secu-
rity of the cryptographic function [3]. Passwords that are
weak can be easily cracked, phishing sites can trick users
into giving out their passwords [5], and, like in Stuxnet,
reverse engineering can be used on hashes [22]. Network
telemetry data is very useful when trying to detect net-
work intrusions. It can help to detect anomalies caused
by an attacker using software that is not normally used
or even using different machines.

Chandola et al. [7] provide a survey of multiple studies
focusing on anomaly detection in which machine learning
and data mining methods and techniques are used to de-
tect anomalies. One particular data mining application
that concentrates on traffic data interactions and corre-
lations is NetMine [2]. Though the methodologies imple-
mented are similar to those that are used in the research
effort presented here, their studies are more interested in
improving network stability and traffic quality than net-
work security.

By analyzing derived transport layer statistics, Er-
man et al. [9] successfully clustered together packets that
were similar. Without extracting packet data, they were
able to identify protocols successfully by using DBSCAN
and K-Means algorithms [9]. Using the received signal
strength (RSS) of packets that are transmitted over wire-
less networks and analyzing the statistical fluctuations,
Shen et al. were able to show the ability to detect host
spoofing [30].

Wireshark is a software-based network analyzer that
captures and displays network traffic in real time. One of
Wireshark’s many features is that it gives a system admin-
istrator the ability to keep all network packets that come
in to the network so that they can be analyzed later to
find any useful information. For this research effort, Wire-
shark was used to extract network packet arrival times.
This data was placed in comma separated values format
to interpret and generate graphs of the data [27].

Although the detection approach that is presented in
this effort may not endure the dynamics of a traditional
enterprise-wide Local Area Network (LAN), it is benefi-
cial in control system LANs for the detection of spoofed
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hosts. Control system LANs are unique in their construc-
tion in that the hosts will commonly communicate in set
intervals that are defined by the particular polling proto-
col that is used [15]. The detection method that was de-
veloped for this research effort has the ability to determine
when communication is occurring outside of these set in-
tervals and will trigger a potential intrusion alert when
detected. In addition, with the continued use of open
source tools that can automate the attack process target-
ing control systems [32], this effort proves to be successful
in differentiating between benign and malicious network
packets.

3 Telemetry Based Intrusion De-
tection System

One of the critical components of the developed Intru-
sion Detection System algorithm is the session capture
method. When an attacker is spoofing MAC and IP ad-
dresses, there are two methods for them to inject data
into the control system network - either by using TCP
session spoofing, or instantiating new TCP connections.
This section covers the basics of TCP sessions, and dis-
cusses experiments performed to evaluate different session
instantiation techniques.

The possibility of spoofed addressing, as well as TCP
session injections, makes it impossible to differentiate be-
tween communication sessions as defined by the TCP flow
model. Therefore, to logically group incoming traffic into
sessions, a new session definition must be created. Several
session aggregation techniques were selected and tested
for this research.

3.1 TCP Session Flows

An example TCP session flow is shown in Figure 1. TCP
is a connection oriented protocol that utilizes internal
state variables in order to maintain the connection. TCP
session begins with a TCP handshake. The TCP hand-
shake includes a 3-way packet exchange that is commonly
explained as SYN, SYN/ACK, ACK. SYN is a synchro-
nization packet sent from the client to the server. This
packet starts a TCP session and asks the server to es-
tablish a connection. The server then responds with a
SYN/ACK packet, acknowledging the connection request.
Afterwards, the client acknowledges the server’s acknowl-
edgment with an ACK packet. This completes the TCP
handshake and allows the data exchange to be started.
The TCP session is closed with a FIN, ACK, FIN, ACK
sequence. When the client decides to terminate the con-
nection, it sends a FIN packet to the server. The server
then sends an ACK packet, acknowledging the request to
terminate the connection. After sending the ACK packet,
the server has time to release all of the resources used by
the connection, and sends a FIN packet of its own to no-
tify the client that all of the resources have been cleared.
The client then sends its final packet - ACK - to acknowl-

edge the connection termination. TCP sessions are sets
of all of the packets between two nodes that start with
the TCP handshake and end with the FIN, ACK, FIN,
ACK packet sequence.

Figure 1: Client-server session graph

Whenever an attacker wants to spoof and inject in-
formation into the TCP session, he has to inject packets
in the middle of an already established TCP connection;
therefore, proper network telemetry can only be obtained
if the data is extracted from a session flow model, rather
than a by-packet basis because there is no performance
information present in the analysis of a single packet. A
single packet will only have the time stamp of its arrival
to the server. In order to capture relevant performance in-
formation of the TCP communication, two methods have
been created and tested for this research.

3.2 Session Duration Based Instantiation

Session duration based instantiation seeks to identify peri-
ods of communication silence when silence is larger than
a time threshold. New sessions are defined as a set of
packets between the detected silence intervals when the
next packet is sent towards the server (PLCs). This
method was selected to match the periodical silence of
the polling nature of Modbus/TCP SCADA architecture.
Silence time threshold was determined experimentally by
using 0.1 second interval increments to maximize the C4.5
based classifier accuracy. Table 1 and Figure 2 show ses-
sion counts for a given time interval, while Table 2 and
Figure 3 show accuracies achieved by the C4.5 algorithm,
as well as Model Build Times (MBT) in seconds.

A malicious session defines a session that has at least
one malicious packet. As the length of the inter-session
silence increased, the count of benign sessions decreased,
while the count of malicious sessions increased. This trade
off happened due to the definition of the malicious session.
This is shown in Table 1 where the number of benign ses-
sions drop from 89943 for a silence interval of 0.1 to only
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Table 1: Generated session counts for varying silence in-
tervals

Interval (s) Malicious Benign Total
Sessions Sessions Sessions

0.1 51156 89943 141099
0.2 51021 42125 93146
0.3 50893 29972 80865
0.4 50893 24458 75351
0.5 50891 19430 70321
0.6 50891 14454 65345
0.7 50888 9648 60536
0.8 50886 4869 55755
0.9 50508 403 50911

Figure 2: Silence interval detection session counts

Figure 3: Silence interval detection accuracy

403 as the interval increases to 0.9. A similar drop is also
seen in the total number of sessions. Figure 2 pictorially
shows this dramatic drop in the number of sessions. A
benign session could not have any malicious packets at
all, while a malicious session could have any number of
benign packets, as long as it had at least one malicious
packet.

Table 2 provides accuracies for two different classifica-
tion experiments: 10-Fold validation, and 10% data split,
as well as the time in seconds the C4.5 classifier took to
build its model (MBT). The 10-Fold validation experi-
ment takes the dataset and splits it into 10 chunks. The
classifier uses the first 9 chunks for training, and the last
chunk for accuracy verification. The chunks are then ro-
tated and the experiment is repeated ten times. The ac-

Table 2: Classification results of varying silence intervals

Interval (s) 10-Fold 10% Split MBT (s)
1Accuracy (%) Accuracy(%)

0.1 99.9922 99.9189 3.33
0.2 99.9914 99.8831 0.87
0.3 99.9913 99.9808 0.42
0.4 99.9920 99.8909 0.33
0.5 99.9986 99.9984 0.29
0.6 99.9985 99.9915 0.25
0.7 99.9983 99.9486 0.17
0.8 100.000 99.9701 0.49
0.9 99.9980 99.9978 0.11

Figure 4: Silence interval session duration and class dis-
tributions for 0.3s silence interval

curacy value in Table 2 is the average accuracy of classifi-
cation for all ten experiments. While this accuracy is not
a good estimate of the overall classifier accuracy, it can be
used to verify the information distribution of the dataset.
If some parts of the dataset contained lower information
about the subject, the 10-Fold accuracy would be a lower
number. Unlike 10-Fold validation, the 10% Split exper-
iment uses the first 10% of the dataset for training, and
the other 90% for validation. The 10% Split accuracy
recorded in Table 2 refers to the classifier accuracy when
classifying 90% of the dataset. 10% of the dataset trans-
lates to approximately 2.5 hours of captured traffic.

The interval of 0.9 was the last usable interval. Inter-
vals above 0.9 are not listed because only malicious ses-
sions were created while using such a large interval. While
Classification accuracy seems to increase as the interval
increases (Figure 3), the amount of malicious sessions in
the dataset starts to outweigh the amount of benign ses-
sions drastically. For example, if we take the amount of
sessions for the 0.9 second interval, just choosing a ma-
licious class over all of the data will result in 99.208%
accuracy, as there are 50508 malicious features and only
403 benign features. However, selecting a malicious class
for the 0.3 second interval would result in an accuracy
of 63.936%, while the C4.5 classifier was able to achieve
99.9808% accuracy for a 10% Split experiment.

Examining the results presented in Table 2 and Fig-
ure 3 across all intervals shows an accuracy achievement
of between 99.8909% and 99.9984% for the 10% Split ex-
periment and an accuracy between 99.9913% and 100%
for the 10-Fold experiment. As shown in Table 2, the
MBT are low and are relative to the total session size as
noted in Table 1.
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Table 3: Generated session counts for varying conversa-
tion lengths

Length Malicious Benign Total
(packets) Sessions Sessions Sessions

1 343202 255209 598411
2 283280 157384 440664
3 183664 99144 282808
4 167121 53786 220907
5 132017 49889 181906
6 133396 21106 154502
7 120452 16223 136675
8 112428 3897 116325

For the use of the silence interval as a session separa-
tion method, the best value is determined to be 0.3 sec-
onds, as it provides high classification accuracy (99.9913%
and 99.9808% for the 10-Fold and 10% Split experiments
respectively) as well as approximately equal amounts of
malicious and benign features. Figure 4 shows the distri-
bution of features based on session duration and features
class for the value of the 0.3 second interval. In addition,
Figure 4 shows a duration based distribution of sessions
based on the silence interval of 0.3 seconds.

3.3 Session Length Based Instantiation

Session length can be used as an alternative method of
extracting sessions from a non-interruptible TCP traffic
flow. In these experiments, sessions were separated by
counting the amount of packets already in the session. If
that number is larger than a given length and the next
packet was sent to the server, a new session was instanti-
ated. Table 3, as well as Figure 5, present the data from
varying session length separation values.

The same trend found in Table 1 can be noticed in Ta-
ble 3 for the silence based extraction - the larger the ex-
tracted sessions are, the less benign features are extracted
due to the benign session being defined as having no mali-
cious packets. However, the amount of malicious sessions
extracted is not as stationary as with the silence based ex-
traction. As the session length increases, the amount of
extracted malicious sessions decreases from 343,202 ma-
licious sessions for a packet length of 1 down to 112,428
malicious sessions for a packet length of 8, as seen in Fig-
ure 5.

At no point of using session length as a session detec-
tion parameter was there a comparable amount of mali-
cious and benign sessions extracted as seen in the silence
intervals. Moreover, when the amount of extracted ses-
sions was compared to each other, the classification accu-
racy was significantly lower than that of a silence based
extraction.

Similar to the results presented above for silence in-
tervals, Table 4 and Figure 6 present classification and
accuracy results for varying conversation lengths respec-
tively. Examining the results presented across all intervals

Table 4: Classification results of varying conversation
lengths

Length 10-Fold (%) 10% Split (%) MBT (s)
(packets)

1 97.0796 97.1679 41.6
2 97.3172 97.2468 20.9
3 99.9346 99.7929 13.5
4 99.9570 99.8521 8.31
5 99.9082 99.7306 6.47
6 99.9663 99.8698 4.28
7 99.9188 99.5699 4.34
8 99.9003 99.8147 1.62

Figure 5: Session length based extraction counts

Figure 6: Session length extraction accuracy

Figure 7: Session length of 3 session duration and class
distributions



International Journal of Network Security, Vol.20, No.5, PP.853-861, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).06) 859

show an accuracy achievement of between 97.1679% and
99.8698% for the 10% Split experiment and an accuracy
between 97.0796% and 99.9663% for the 10-Fold experi-
ment. As shown in Table 4, the MBT are low and are
relative to the total session size as noted in Table 3.

Comparable accuracy to that of the silence interval
is achieved when the session has at least 3 packets.
10% Split Accuracy of 99.7929 and 10-Fold Accuracy of
99.9346 are achieved, however, it takes 13.5 seconds to
build the model. When the distribution of extracted ses-
sions is graphed (Figure 7), the majority of the sessions
span very little time in contrast to silence based session
extraction.

4 Discussion and Future Work

Through the use of different methods there may be im-
provement in the accuracy of the session classifier. One
way to increase the classifier accuracy is by being able
to make a distinction between delays that are introduced
by a client machine’s software and/or hardware and the
delays that are introduced by networking hardware, such
as routers. Because of idiosyncrasies of a given network’s
routing algorithm, the number of hops calculated and the
delay measurement may not always be directly propor-
tional. As an example, a router may select a connection
path with a higher number of hops because of latency
due to line congestion. As the separation decreases be-
tween the client and server, this problem diminishes, but
the problem still needs addressing at the increased sepa-
ration distances. The detection accuracy for the IDS that
is developed and presented in this paper achieved high re-
sults. Furthermore, by using a specific set of features for
which the attacker has little control over, the IDS provides
robustness in network intrusion detections.

There are several threads of future work for this ef-
fort. These include looking at how changes in software
will affect the detection accuracy, assessing how different
hop counts from the target effect the accuracy curve, and
expanding the variety of attacks to test against the IDS.
Due to the fact that different variations of software and
hardware can create unique delays in the propagation of
the traffic, a possibility exists to create delay fingerprints
that would identify nodes that communicate with the IDS.
Work will be done to see if this fingerprinting technique
can be accomplished.

5 Conclusions

When an attacker is spoofing their machine’s addresses
and injecting traffic in the middle of an already-
established TCP session, it becomes impossible to isolate
the attacker’s TCP sessions from TCP sessions from a be-
nign machine. In order to collect the information that can
be used for an intrusion detection, two session aggregation
methods were created and tested. Overall, silence based
feature extraction presents better accuracy and efficiency

of detecting network intrusions. Both classification accu-
racy and model build time were better for this method in
comparison to session length based extractions. Results
presented provide accuracies at 99% when differentiating
between the machines of an attacker and an engineer on
the same network.
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Abstract

The wireless sensor network is often deployed in harsh
and unattended environment and is easily attacked and
interfered due to its vulnerability. Most of routing pro-
tocols for wireless sensor network were initially designed
for saving energy and had less consideration on security.
In view of this, a secure routing protocol based on repu-
tation mechanism is proposed. Firstly, considering at the
problems of trust mechanism including complex compu-
tation of trust value and excessive energy consumption, a
binomial distribution reputation mechanism (BDRM) is
presented. On this basis, aiming at the deficiency of cur-
rent routing protocol in security defense, a secure routing
protocol ST-GEAR is designed. This protocol has a bet-
ter ability to defend against attacks by introducing the
secure bootstrap model and the BDRM in the routing.
The simulation results show that the ST-GEAR routing
can improve the transmission rate of packet and reduce
the loss rate of packet and energy consumption.

Keywords: Reputation Mechanism; Secure Bootstrap
Model; Secure Routing; Wireless Sensor Network

1 Introduction

The wireless sensor network (WSN) is a distributed net-
work formed by a lot of randomly distributed sensor nodes
with perception, computing and processing ability of data
by self- organization [4]. The nodes can send the received
information after being gathered and integrated to spe-
cific nodes in order to play a role of the real- time percep-
tion and monitoring to the target region.

WSN was mainly applied in military field at first, while
its application has expanded to traffic management, en-
vironmental monitoring, smart home, medical care, man-
ufacturing industry and other fields with the continuous
development of network technology. WSN can solve some
issues that cannot be achieved by traditional network,
and this is also an important reason why WSN is highly
valued and studied deeply.

Comparing with traditional network, WSN has a larger
amount of nodes, and the energy of each node is lim-
ited. By the self- organization, the nodes form a network
whose topological structure has dynamic changes. These
features of WSN itself result in limited defense ability of
sensor nodes and vulnerable network which is easily at-
tacked. The nodes in the network adopt the wireless com-
munication transmission, which will easily influence the
normal network communication once the transmission is
interfered. Besides, WSN is often deployed in harsh and
unattended environment, which make it face serious secu-
rity issues. Only when the security of WSN is guaranteed,
can it be applied in corresponding fields to exert its ad-
vantages. In order to effectively solve the security issues
of WSN, researches are mainly carried out from the per-
spective of key management, intrusion detection, secure
routing and secure data fusion.

In WSN, each node has a possibility to become a rout-
ing node. The network layer routing protocol is responsi-
ble for processing the received data by nodes and trans-
mitting the data to the target nodes along the set routes.
If there are attackers in the node communication process
in network, attackers can use some methods to break the
normal packet transmission between nodes or intercept
some useful information in network, which will have an
impact to the network and even lead to network paraly-
sis. To guarantee the data transmission security in WSN,
it is necessary to study the secure routing protocol for
wireless sensor network [19].

Currently, there are many routing protocols of wireless
sensor network being proposed, and most of them are ini-
tially designed for saving node energy and extending net-
work lifetime, such as LEACH [5], GEAR [17], and other
routing protocols [14]. However, these routing protocols
are rarely considerate the security of routing protocol and
it is easy to make them not work anymore if they are at-
tacked by attackers in certain ways.

Aiming at defense methods to attacks by analyzing the
attack type that routing protocol easily suffers, a secure
routing protocol based on reputation mechanism is pro-
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posed in this paper. Firstly, a binomial distribution rep-
utation mechanism (BDRM) based on Beta distribution
is proposed. The BDRM calculates the node trust value
by the node energy and communication process, and sim-
plifies the computation complexity. Then, a secure boot-
strap model is given, which can ensure that the infor-
mation transmitted between nodes is encrypted so that
the security of data transmitted in the network can be
improved. On this basis, a security trust - geographical
and energy aware routing protocol (ST-GEAR) is pre-
sented combining the BDRM, secure bootstrap model and
GEAR to improve the security of GEAR routing protocol.
When ST-GEAR protocol selects the next hop forward-
ing node, it will consider the following aspects including
node energy, distance and node trust value, and select the
node with minimum comprehensive cost.

The rest of the paper is organized as follows. Sec-
tion 2 introduces the research status. Section 3 describes
the proposed binomial distribution reputation mechanism
(BDRM) in detail. On this basis, Section 4 presents a se-
curity trust geographical and energy aware routing (ST-
GEAR). Section 5 reports the simulation results. Con-
cluding remarks and future directions are given in Sec-
tion 6.

2 Research Status

In 2003, Karlof and Wagner initiated to study the se-
cure routing issues of WSN, analyzed the situation that
existing routing protocols are easily attacked in details
and also studied the security measures for defending at-
tacks [6].

Reference [1] explains the ways that the WSN routing
protocols are easily attacked in details and also concludes
the defense mechanism of each attack. Reference [18]
summarizes the data security standard. The data security
index mainly includes data acknowledgement, data autho-
rization, data integrity and data update. The reference
also proposes SNEP (Secure Network Encryption Proto-
col) and TESLA (Micro Timed Efficient Streaming Loss-
tolerant Authentication Protocol). SNEP can realize data
confidentiality, usability, integrity and timeliness; TESLA
applies delay to send keys one by one to achieve the digital
signature and further realizes the data acknowledgement.
Reference [2] introduces 4 security mechanisms based on
symmetric key technology in details. The introduction of
security mechanism into routing protocol can effectively
protect routing protocol from attacks to improve network
security.

Besides, there are also some representative secure rout-
ing protocols as follows.

The trust routing TRANS [15] based on location es-
tablishes the trust routing according to geographical lo-
cation of nodes and isolates the malicious nodes in the
network. The protocol judges whether a node is safe or
not by the node trust value. The nodes with large trust
value are safer and therefore such nodes should be chosen

when routing and the nodes with small trust value should
be isolated. The TRANS protocol uses the loose time
synchronization mechanism in the process of authentica-
tion requests between nodes and most of operations are
completed by base station.

The secure routing LKHW [12] based on logical key
hierarchy is proposed for solving security issues of DD
routing protocol. The logical key hierarchy LKH is ap-
plied in order to improve the security of DD protocol in
multicast. The key that each node obtains in the network
is allocated by base station one by one. Logically, the
keys obtained by all nodes can be considered as a tree
with the base state as the root. Only two nodes that are
the child nodes under the same root node have the same
key to communicate with each other.

The SEEM [10] called secure and energy-efficient mul-
tipath routing protocol selects the routing by the base
station that will choose the path with most optimal en-
ergy as the next hop forwarding path. In this protocol,
each node only needs to know its own routing information
to the base station, which can reduce the energy consump-
tion and avoid being attacked.

A two-layer authentication protocol with anonymous
routing TAPAR for wireless ad hoc networks is proposed
in [7]. A novel solution is introduced without resorting to
PKI operations to achieve anonymity between two com-
munication entities over insecure networks.

Aiming at the security issues that LEACH routing pro-
tocol is easily attacked by Hello Flood and so on, ref-
erence [16] introduces security mechanism and frame of
SPINS into the LEACH, proposes the secure low- con-
sumption self- adaptive SLEACH routing protocol and
applies the encryption method to guarantee the security
of routing protocol. Moreover, other typical algorithms
can reference [8, 11, 13].

However, the existing routing protocols at present still
have some disadvantages in security defense. For this rea-
son, aiming at the ways that network layer routing proto-
col are easily attacked, this paper designs a secure routine
protocol to improve the network security.

3 BDRM

Considering the problem that routing protocols easily
suffer insider attack, a binomial distribution reputation
mechanism (BDRM) is presented. The node trust value
is calculated by the energy and the communication pro-
cess of the node. The comprehensive node trust value can
be used as a basis for identifying a malicious node and will
be applied to the routing in the next section.

3.1 Energy Trust Value

In the trust mechanism, if the trust value of a node is
large, the number that the nodes participate the rout-
ing will increase and then will increase the energy con-
sumption of the nodes. This can cause these nodes to
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fail prematurely. In order to avoid this problem, the node
residual energy as well as other factors is considered when
computing the node trust value in BDRM. For the send-
ing node i and receiving node j, the calculation formula
of node energy trust value ERij of node i against node j
is shown in Equations (1) and (2).

ERij =

{
Ej

E
0

ETij ≥ θ
ETij < θ

(1)

ETij =
Ej

(Etx + Erx)
(2)

Where, E represents the initial energy of node; Ej rep-
resents the current residual energy of node j; Etx repre-
sents the energy consumption of node i by transmitting
the message; Erx represents the energy consumption of
node j by receiving the message; ETij represents the en-
ergy trust evaluation parameter of node i against node j;
represents the setting threshold of node energy.

When ETij is greater than or equal to the threshold, it
represents that node j can be trusted. At this time, the
energy trust value of node j can be calculated. Otherwise,
it represents the energy of node j cannot be trusted.

3.2 Calculation of Direct Trust Value

A node has two basic communication processes for for-
warding the packet. One is that the node forwards the
packet normally, and the other is that the node forwards
the packet abnormally. This packet forwarding interac-
tion can be simulated by the binomial distribution, and
the direct trust value of node can be calculated.

Suppose the times of packet forwarding between two
nodes is m, where, the times of normal packet forward-
ing is denoted by a, and the times of abnormal packet
forwarding is denoted by b. At the same time, the proba-
bility of normal packet forwarding is assumed as p. Then,
the probability distribution of p can be obtained by the
binomial distribution as shown in Equation (3).

f(p) =
(a+ b)!

a!b!
pa(1 − p)b (3)

Because f (p) is the probability distribution function,
the maximum value of the function can be used to present
the value of p. Set

f ′(p) = [
(a+ b)!

a!b!
pa(1 − p)b]′ = 0 (4)

By solving Equations (4), the value of p can be ob-
tained as follows.

p =
a

a+ b
(5)

Assume that the trust value of node i against node j
is represented by TDij , then the value of p is the value of
TDij that obeys the binomial distribution B (a + b, a),
i.e. TDij ∼ B (a+ b, a). Thus, Equation (6) is gotten.

TDij =
a

a+ b
(6)

Within the communication range, a node judges whether
its neighbor node normally receives the packet by a way
of single- hop acknowledgement. The specific description
is shown as follows.

The node i sends packet to node j and require node j
to return to it an Ack after receiving the packet. Node i
compares the copy it saves with the received Ack. If they
are the same, it proves that node j normally receives the
packet from node i; otherwise, it means the node j does
not receive the packet.

In addition, a node uses the two- hop acknowledgement
to judge whether its neighbor node normally forwards the
received packet. The specific description is shown as fol-
lows.

After the node i has confirmed the node j normally
receives the packet, node j should further forward the
received packet. Suppose the forwarding node is node
k, after node k receives the packet, it needs to send two
Acks. One is for node j to let the node j know that node
k normally receives the packet. The other is for node i,
and node i will also compare the Ack with the copy after
receiving the Ack form node k. If they are the same,
it proves that node j is normally forwarding the packet
of node i; otherwise, it indicates that node j does not
normally forward the packet of node i. There may be
something wrong with node j; perhaps, the node j itself
is a problematical node.

3.3 Calculation of Indirect Trust Value

For the node i and node j, they may have some common
neighbor nodes. If node i is able to ensure the credibility
of these neighbors, it evaluates the node j by these neigh-
bors, which is the indirect trust value of node i against
node j. Let node N1 is one of the common neighbor nodes
of node i and node j, next, we use an example to illustrate
the computing process of the indirect trust value.

Firstly, node i sends a request packet to node N1 for
calculating the indirect trust value of node j. After N1

receives the request packet, it will send a response packet
to node i, which includes the latest trust parameter value
(aN1j

, bN1j
) on the evaluated node j.

According to the trust parameter value of node j sent
by N1, node i calculates the indirect trust value TDN1j

against node j, and the calculation formula is shown in
Equation (7).

TDN1j
=

aN1j

aN1j + bN1j

(7)

If node i receives n valid indirect trust values from
neighbors, and they are TD1j , TD2j , TD3j , · · · , TDnj ,
respectively. Take the average value of these values as
the indirect trust value TIij of node i against the eval-
uated node j, and the calculation formula is shown in
Equation (8).

TIij = TDNkj =

n∑
k=1

TDNkj

n
(8)
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3.4 Calculation of Comprehensive Trust
Value of Nodes

From Equations (1), (6) and (8), we can obtain the node
energy trust value ERij , direct trust value TDij and indi-
rect trust value TIij respectively, and the direct and indi-
rect trust value are actually the trust value of node in the
communication process. So, the trust value in the com-
munication process is the integration of the value TDij

and TIij and is represented by TCij . The calculation
formula is shown in Equation (9).

TCij = αTDij + βTIij (9)

Where, α and β represent the weights of TDij and TIij ,
respectively, and they satisfy the equation α+β=1, α>0,
β>0.

The choice of weights of and will influence the trust
value of node in the communication process. When
α>0.5, it signifies the node has more trust in TDij and
less consideration to TIij . While, the result will be oppo-
site if β selects a larger value.

Oh this basis, the comprehensive trust value Tij of node
is calculated based on the energy and the communication
process of node. It is the integration of the trust values
of TCij and ERij and the calculation formula is shown
in Equation (10).

Tij = ωTCij + γERij (10)

Where, ω and γ denote the weights of TCij and ERij ,
and they satisfy the equation ω+γ=1, ω >0, γ >0.

3.5 Update of Node Trust Value

Each transmission of the trust value between nodes will
consume some energy of the nodes. Considering the en-
ergy consumption of node itself, the BDRM uses periodic
updates to update the node trust value. Each node is
to update its trust value according to its own trust up-
date period (TUP), and the calculation method of TUP
is shown in Equation (11).

TUP = 3 × (bint + drate× bint) (11)

Where, bint denotes the time interval of communication
between nodes, and drate denotes the number of the pack-
ets sent per second.

Within the TUP of node, the communication process
and energy of node will have some changes and therefore,
the comprehensive trust value of node will also change.
The following example will have a specific explanation.

For the node i and node j, suppose that the two nodes
have m (m = a + b) communication process, after that,
they interacts w times again. Among the w times, the
times of normal and abnormal packet forwarding are r
and s respectively, i.e. w=r+s. The latest direct trust
value TDnew

ij of node i against node j within the TUP

also obeys the binomial distribution B(m+w, a+r), i.e.
TDnew

ij ∼ B (m+w, a+r) that is shown in Equation (12).

TDnew
if =

a+ r

m+ w
=

a+ r

a+ b+ s+ r
(12)

Correspondingly, the energy trust value and indirect trust
value of node i against node j will change, and the up-
dated value Tnew will be obtained.

4 Design of ST-GEAR Secure
Routing Protocol

Among the geographical location based routing protocols,
comparing with other routing protocols, the GEAR proto-
col has more advantages, and that is why this paper takes
GEAR protocol as a research object. Aiming at the defi-
ciencies in the defense of GEAR protocol, a security trust
- geographical and energy aware routing (ST-GEAR) pro-
tocol is proposed to improve the security of GEAR. The
BDRM and the secure bootstrap model are introduced in
the ST-GEAR, which makes it have a better ability to
resist attacks.

4.1 Design of Secure Bootstrap Model

The secure bootstrap model is the protection mechanism
of wireless sensor network. The nodes in the network form
a secure communication network based on identity au-
thentication, encryption key and authentication key, and
among them the core is to establish the key. After con-
firming the key between nodes, the packet transmitted
between nodes is the encrypted packet. Only after de-
crypting the packet with decryption key, can the nodes
obtain the original data, which improves the security of
information transmission between nodes.

In WSN, there are many key management schemes.
The simplest one is the pre- shared key scheme which
means that only one symmetric key is shared among all
nodes in the network, but this way is too dependent on
the sink node. In fact, the random key pre- distribution
scheme is more widely used. There is a large key pool
in the random key pre- distribution scheme. Each node
has a portion of keys in the key pool, and only the nodes
with the same pair of key can establish a connection to
form a secure transmission path. In the random key pre-
distribution scheme, a node just needs to store a portion
of keys of the key pool, which can reduce the key storage
space. For each sensor node In WSN, the storage capacity
and computing power is limited, so it is feasible to choose
the random key pre- distribution scheme. Considering
that the performance of the random key pre- distribution
scheme can be improved to some extent by combining it
with the geographic location of node, a random key pre-
distribution scheme based on grid deployment model is
proposed in this paper.
Suppose there are n sensor nodes being randomly de-
ployed in WSN, and each node can store m keys. The
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location information of each node can be known in ad-
vance, so we will consider it as the ID of node in order to
distinguish each node, showing as IDi(i = 1, 2, 3, · · · , n).

1) Initialization Phase of Key
In the network initialization, each node should be al-
located with key. Each node IDi randomly selects m
nodes from other nodes around it and generates m
node pairs. Each node pair (IDi, IDj) is allocated
with corresponding key. Thus, an n×m common ma-
trix P can be created according to the node number
n and node number m being randomly selected.

Meanwhile, the sink nodes in the network can build
a random n×n symmetric matrix S which is only
known by the sink nodes themselves and confiden-
tial to others. Thus, the matrix A = (SP )T can be
calculated. Next, store the element of ith row of A
and the ith column of P in node i; store the element
of jth row of A and the jth column of P in node
j. When the shared key for communication between
node i and node j is needed to be established, they
should exchange their own information, and take the
product of the ith row of A and the jth column of P
as the key kij of node i and consider the product of
the jth row of A and the ith column of P as the key
kji of node j. because S is symmetric, it is easy to
get the Equation (13).

K = (SP )TP = PTSTP

= PTSP = (AP )T = KT (13)

Therefore, the node pair (IDi, IDj ) takes kij=kji as
the shared key.

2) Grid Deployment Model
In WSN, the communication range of sensor node
is round, so there must be certain overlapping parts
within the communication range between nodes. To
reduce the overlapping parts, the grid deployment
model is used. The grid deployment model is to de-
ploy several virtual regular polygons in WSN, mak-
ing them cover the whole network as much as possi-
ble. By comparing regular polygons including square,
equilateral triangle and regular hexagon, we can
know that the overlapping area of regular hexagon is
smaller than that of both. Therefore, we choose the
regular hexagon to be as the deployment model [9].

3) Key Establishment
The next phase is to establish the key. Firstly, each
node should broadcast its own location information
to the nodes around itself. According to the location
information, it is easy to know whether there is a
shared key between the two nodes.

In addition, each regular hexagon unit uniquely
shares a common matrix with its adjacent unit. Thus
in the key establishment phase, each node in a unit
and the node in adjacent unit can exchange their ID

in the network to confirm the key pair. The key pair
is unique to each node pair.

After finishing the key establishment, each node pair
with shared key has a connection line. According
to the connection lines, the whole network forms a
connection graph. Further, based on each connec-
tion line in the connection graph, each node in the
network can find the node with the shared key one
by one, and the connection path composed by these
nodes is safe.

4.2 Design of ST-GEAR Secure Routing

When a node selects a neighbor node as the next hop for-
warding node, it needs to consider the following factors
including the location, residual energy and trust value of
the node, and chooses the node with minimum compre-
hensive cost value from the neighbor node to the target
node. For a forwarding node j, the calculation formula of
comprehensive cost Cc (j, D) from the node j to target
node D is shown in Equation (14).

Cc = α× (βd(j,D) + (1 − β)Ej) + (1 − α)(1 − Tij). (14)

Where, d (j, D) denotes the distance from the node j
to node D ; α and β are the adjustable ratio parameters
between 0 and 1.

For a node i, when it needs to select a neighbor node
as the next hop forwarding node, the specific description
of routing algorithm is shown as follows.

1) The node i needs to confirm whether it has neighbor
nodes or not.

2) If the node i has neighbor nodes, it needs to choose
a node such as node j. Next, to judge whether the
energy of node j satisfies the energy threshold set in
the network. If it does, go to step (3); if not, the
node i needs to broadcast the message that the node
j is with less energy.

3) In the case that the energy of node j satisfies the
requirement, the node i needs to further determine
whether the node j is reliable by its trust value. If
the trust value of node j is smaller than the trust
threshold set in the network, the node i needs to
broadcast the message that the node j is with small
trust value.

4) Only when the energy and trust value of node j are
greater than corresponding threshold, can the com-
prehensive cost of node j be calculated. For node i,
there may be multiple neighbor nodes satisfy above
requirements. The node i will select the node with
minimum comprehensive cost as the next hop for-
warding node.

In addition, the data transmitted between nodes is the
encrypted packet. Only after decrypting the packet with
decryption key, can the nodes obtain the original data. In
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ST-GEAR protocol, the sink node will query data in tar-
get region to obtain the corresponding information. Ac-
cording to the location of target region, the sink node will
send the query command to the target region. This pro-
cess will be divided into two parts: the first is that the
sink node sends query commands to target region, and
the second is that the query command is transmitted in
target region.

When the sink node sends a query command to tar-
get region, it selects the next hop node to forward the
message. The message sent by sink node is encrypted,
and only the selected next hop node can decrypt the en-
crypted message, can the node send the message contin-
uously. For node j, when it receives the message sent by
node j, it needs to decrypt the message with the shared
key kij to get the location information of the target node.
Repeat this process until the target node is found. Af-
ter a query command sent by the sink node arrives in
the target region, it can be transmitted using different
strategies according to the distribution of nodes in target
region. Firstly, set a threshold for the number of nodes
according to the node distribution in target region. If
the number of nodes is greater than the threshold, the
recursion method to transmit the message can be used.
Otherwise, the flooding method can be used to broadcast
the message directly.

5 Simulation Experiment and
Analysis

In this section, the simulation environment and perfor-
mance index will be given firstly. Then, the simulation
results of ST-GEAR protocol are presented.

5.1 Simulation Environment and Perfor-
mance Index

The simulation scenario is set to a square monitoring re-
gion that the side length is 100 m. There are 100 wireless
sensor nodes are deployed randomly. The specific simula-
tion parameters are shown in Table 1.

5.2 Analysis on Simulation Results

There are many ways to attack the routing protocol. In
this simulation experiment, the selective forwarding at-
tack is adopted that means a node will not forward the
packet after receiving. The specific simulation results and
analysis are shown as below.

• Simulation analysis of the BDRM

Figure 1 shows the trust value simulation results of nor-
mal and abnormal nodes. The initial trust value of node
is set to 0.5. After a number of packet transmission, the
trust value of a normal node tends to 0.9, while the trust
value of an abnormal node tends to 0.1. If the node trust

value is small, this node can be considered as a malicious
node that will not be chosen in the routing.

Figure 1: Node trust value

Next, make a simulation comparison between BDRM
proposed in this paper with classic BRSN [3], and the re-
sults are shown in Figure 2 and Figure 3. The node trust
value is an important basis for routing algorithm and the
node can be judged whether it can be trusted by the node
trust value. In BDRM, the node trust value is calculated
based on the node energy and communication process;
while in BRSN, it does not take into account the energy
factor. From Figure 2, we can see that there are some
difference between node trust value calculated by BDRM
and BRSN. The trust value of BRSN obeys Beta distribu-
tion, while the BDRM obeys binomial distribution. The
uptrend of normal node trust value calculated by BDRM
is more stable than that of node trust value calculated by
BRSN.

Figure 2: Trust value of normal node

On the contrary, when there are malicious nodes in
the network, the BDRM and BRSN can recognize the
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Table 1: Specific parameters of simulation

Simulation Parameters Values
number of nodes 100
communication radius of node 50m
initial energy of node 2J
energy consumed by sending or receiving a packet 0.001J
packet length 36bit

malicious node by the node trust value. As can be seen
from Figure 3, the trust value of malicious node calculated
by BDRM is on a downward trend from the initial trust
value of 0.5. Comparing with BRSN, the trust value of
malicious node in BDRM changes significantly, this can
improve the probability of identifying the malicious nodes
in the network.

Figure 3: Trust value of malicious node

• Simulation analysis of ST-GEAR protocol.

The simulation results of routing, transmission rate of
packet, loss rate of packet and energy consumption rate
are given as follows.

1) Routing Simulation from Source Node to Target
Node
Set a source node and a destination node randomly.
Define the source node as the current node and calcu-
late the distance from the current node to destination
node.

Normally, when the network is not attacked, the se-
lected path from current node to destination node is
shown in Figure 4. The node will choose the path
with the minimum cost according to the distance to
target node and the residual energy of node.

Figure 4: Normal routing

When the network is attacked which means there are
some malicious nodes in the network, the nodes with
small trust value can be found based on BDRM. In
the routing process, the node will choose the path
with the minimum cost according to the node trust
value as well as the distance and the residual energy
of nodes. The node with small trust value can not
participate in the routing process. The simulation
result is shown in Figure 5.

Figure 5: Routing with malicious nodes

2) Transmission Rate of Packet
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When there are attacking nodes in the network, the
transmission rate of packet in ST-GEAR, E-GEAR
and GEAR are shown in Figure 6.

Figure 6: Transmission rate of packet

As shown in Figure 6, the transmission rate of packet
in GEAR decreases gradually with time. While, the
transmission rates in ST-GEAR and E-GEAR are
relatively stable. This is because the node trust
mechanism is introduced into the ST-GEAR and E-
GEAR, and the node trust value is used as an impor-
tant factor when routing. The trust value of attack-
ing node will be reduced over time, and when a node
selects the next hop, the node with small trust value
will not be chosen. In addition, the transmission
rate of packet in ST-GEAR is greater than that of
E-GEAR, because the BDRM is used in ST-GEAR.

3) Loss Rate of Packet
The simulation result of the loss rate of packet is
shown in Figure 7 when there are attacking nodes
in the network. It can be seen that the loss rate of
packet in ST-GEAR is small compared with other
two protocols. In addition, the loss rate of packet
in ST-GEAR is smaller than that of E-GEAR. This
is because the node trust mechanism used in BDRM
takes into account the node energy as well as the
communication process of node.

Figure 7: Loss rate of packet

4) Energy Consumption Rate
Figure 8 presents the simulation results of en-
ergy consumption rate in ST-GEAR, E-GEAR and
GEAR. The energy consumption rate of GEAR is the
minimal compared with two protocols. This is be-
cause the introduction of the reputation mechanism
into the two other protocols consumes some energy.
In addition, the energy consumption of ST-GEAR is
less than that of E-GEAR. This is because the com-
putational complexity of calculating the node trust
value in BDRM is reduced, and the energy consump-
tion is correspondingly reduced.

Figure 8: Energy consumption rates

6 Conclusions

This paper takes the security of wireless sensor network
as the research background and proposes a ST-GEAR se-
cure routing protocol. Firstly, aiming at the problems of
complex computation of trust value and excessive energy
consumption of node in current trust mechanism, a repu-
tation mechanism BDRM based on binomial distribution
is presented. The node trust value is calculated by the
residual energy and the communication process, which
can be taken a basis of identifying the malicious nodes in
the network. Secondly, a secure bootstrap model based on
regular hexagon grid deployment is given. On this basis,
the ST-GEAR protocol is proposed. In the routing, the
protocol selects the node with minimum cost as the next
hop forwarding node considering the node energy, dis-
tance and the trust value. This protocol can ensure that
the information transmitted between nodes is encrypted,
which can prevent the malicious nodes in the network to
attack the network and improve the security and robust-
ness of the network. The simulation results show that the
ST-GEAR protocol can improve the transmission rate of
packet and reduce the loss rate of packet and energy con-
sumption compared with GEAR and C-GEAR protocols.

The proposed ST-GEAR protocol can solve the prob-
lems including the selective forwarding, Sybil attack and
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false routing attack that are vulnerable to the GEAR,
but there still are some disadvantages. Firstly, the intro-
duction of reputation mechanism BDRM in the protocol
has some influence on the energy consumption of the net-
work. Secondly, the consideration of the type of malicious
nodes is not very comprehensive. There are other types
of malicious nodes. These will be improved in the future
researches.
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Abstract

Cipher-text retrieval plays an important role in data en-
cryption storage service under cloud environment. The
present sorting search algorithms have low precision due
to corresponding score computing with single local at-
tribute, which cannot accurately sort according to the
similarity. To solve this problem, we propose an effi-
cient and secure cipher-text retrieval scheme based on
mixed homomorphic encryption and multi-attribute sort-
ing method under cloud environment. This new scheme is
divided into four steps: 1) Constructing multiple attribute
characteristic vector safety index for documents; 2) Con-
structing reverse index for the uploaded documents and
generating vector set of document, then computing mod-
ule of each document vector; 3) Encrypting document vec-
tor set with homomorphic encryption and uploading them
into cloud; 4) Adopting multiple attribute score formula
to calculate document relevance score, according to the
scores ranking to return the interesting retrieval results
for users. Experiments show that our method has the
higher retrieval speed and the better retrieval efficiency
under cloud environment.
Keywords: Cipher-Text Retrieval; Cloud Environ-
ment; Homomorphic Encryption; Multi-Attribute Sorting
Method; Relevance Score

1 Introduction

Cloud computing [24, 25] is the comprehensive develop-
ment of parallel computing, distributed computing and
grid computing. Cloud has attracted widespread atten-
tion and recognition as it transfers the traditional com-
puting and storage functions into the cloud environment,
which saves lots of hardware cost for users. Currently,
the typical cloud platforms are EC2 [3], Google App En-

gine [11] and Microsoft Live Mesh. With the develop-
ment of cloud, more sensitive information (such as med-
ical records, financial information and important docu-
ments of company) are stored in cloud [1, 2]. Once the
data are received by cloud provider, users lose the di-
rectly control for their data, which can cause the leak of
privacy data. Encryption is an effective method to pro-
tect privacy of users’ data. However, this way loses many
features and can lead to difficult encryption [5, 6, 9, 21].
Especially, how to conduct encrypted data query in un-
trusted cloud environment has aroused people’s attention.

Currently, most ciphertext retrieval schemes do not
support sort search. Especially, under cloud computing
environment with a large scale of data, there may be
lots of documents including one keyword [15, 18]. How
to find the closest document in some documents is diffi-
culty. Many researchers had proposed a lot of schemes
to improve it. Tan [26] proposed a non-circuit based Ci-
phertext Policy-Attribute Based Homomorphic Encryp-
tion scheme to support outsourced cloud data computa-
tions with a fine-grained access control under the multi-
user scenario. First, he incorporated Attribute Based
Encryption scheme into homomorphic encryption scheme
in order to provide a fine-grained access control on en-
crypted data computation and storage. Then, the pro-
posed scheme was further extended into non-circuit based
approach in order to increase the practical efficiency be-
tween enterprise and cloud service providers. The re-
sults had greatly reduced the computation time and ci-
phertext size. But the new scheme had a low retrieval
efficiency. Gong [12] presented an encryption scheme,
based on the composite degree residuosity classes, which
could block chosen ciphertext attack while maintaining
homomorphism. Elhoseny [10] proposed a novel encryp-
tion schema based on Elliptic Curve Cryptography and
homomorphic encryption to secure data transmission in
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WSN. To reduce energy consumption of cluster head, ho-
momorphic encryption was used to allow cluster head to
aggregate the encrypted data without having to decrypt
them. He demonstrated that the proposed method was
capable to work with different sensing environments that
needed to capture text data as well as images. Lu [22]
proposed encryption of all genotype and phenotype data
to maintain the privacy of subjects. Chen [8] analyzed
the secrecy capacity between the source station and the
destination station based on the Shannon third theorem
on channel capacity, which introduced some secure co-
operative communication system. Hou [14] proposed a
robust remote authentication scheme with privacy pro-
tection, which achieved the efficiency. Arup [7] proposed
scheme by using simple Boolean based encryption and de-
cryption of the data files, which was low in computational
cost. Zhang [29] presented a pairing-based multi-user
homomorphic encryption scheme to privately outsource
computation of different users. And there are many other
methods, such as [19, 20, 28]. But retrieval efficiency is
still low in their methods.

Therefore, this paper proposes an efficient and secure
cipher-text retrieval scheme based on mixed homomorphic
encryption and multi-attribute sorting method. This new
scheme can execute distinction sorting according to the
different sorting ways selected by the user, and return
the most suitable retrieval results. From the keywords
local property and global property, multi-attribute sort-
ing comprehensively reflects the document characteristics,
which not only fully considers the difference under the
same keywords in different documents, but ensures the
documents’ quality and authority. Meanwhile, it adopts
fully homomorphic encryption method that not only en-
sures the safety of the user’s data, but can directly execute
addition and multiplication operation for cipher text, this
will greatly improve the retrieval efficiency. Compared
with the existing schemes, it improves the precision with
ensuring data security.

This paper is organized as follows. Section 2 detailed
introduces ciphertext retrieval model based on multi-
attribute sorting and homomorphic encryption. We give
the experiment analysis in Section 3. There is a conclu-
sion in Section 4.

2 Ciphertext Retrieval Model
Based on Multi-Attribute Sort-
ing and Homomorphic Encryp-
tion

Data has characteristics with frequent using and a large
scale in a cloud computing environment. How to quickly
and accurately find the data you need in this environ-
ment is a very important problem. Obviously, it is in-
appropriate to use a linear search algorithm and public
key encryption algorithm for retrieval process. In that it
needs much logarithmic operation. Though the existing

ciphertext sort search algorithms have small calculation
and high speed, the precision is lower. This paper presents
a data retrieval model based on multi-attribute sorting to
make up for this shortcoming as shown in Figure 1.

From Figure 1, we can know that this new model in-
cludes two main processes: document preprocessing and
cryptograph retrieval correlation sorting. Document pre-
processing is used to extract multi-attribute eigenvector
and construct reverse index. Function of cryptograph re-
trieval correlation sorting is that it adopts multi-attribute
scoring function to calculate the document correlation
score according to user’s retrieval request and return sort-
ing result.

2.1 Determining Keywords

In this step, initial document is as the input. Words will
be separated by segmentation method. It will form result
set K = (k1, · · · , kn) which will be filtered. In this re-
sults, it chooses the keywords that can reflect document
meaning clearly.

2.2 Multi-Attribute Eigenvector Extrac-
tion

Multi-attribute eigenvector extraction is a key step for
document preprocessing. It can extract the multi-
attribute eigenvector of keywords. The followings are
some definitions.

Definition 1. Keyword local property. The contribution
of keyword for document can be affected by local factors.
These influence factors are defined as keyword local prop-
erty, such as TFIDF value, word property, word length
and word position etc.

Definition 2. Keyword global property. It also can be
called document property. The contribution of keyword
for document can be affected by global factors. These in-
fluence factors are defined as keyword local property, such
as document quoted frequency and download number etc.

Definition 3. Local property eigenvector. Eigenvector
using keyword local property can be called local property
eigenvector.

Definition 4. Global property eigenvector. Eigenvector
using keyword global property can be called global property
eigenvector.

Definition 5. Single property eigenvector. If document
eigenvector only uses one keyword property that it can be
called single property eigenvector.

Definition 6. Multi-property eigenvector. It consists of
keyword local property and global property as Figure 2.

The keywords are extracted from document.
Attributes indicate local and global properties.



International Journal of Network Security, Vol.20, No.5, PP.872-878, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).08) 874

Figure 1: Ciphertext retrieval model based on multi-attribute sorting

Figure 2: Document multi-attribute eigenvector

2.3 Homomorphic Encryption

Homomorphism is the concept of modern algebra [23].
Supposing < G, · > and < H, ∗ > are two algebra sys-
tems. If ∀a, b ∈ G, then f(a · b) = f(a) ∗ f(b). The f can
be called homomorphic mapping from G to H. Cryptog-
raphy promotes the concept of homomorphic mapping in
modern algebra. Encryption is a mapping from the plain-
text to cryptographic [4]. And if the encryption mapping
is a homomorphic mapping, we can say that it is a homo-
morphic encryption scheme. In this paper, homomorphic
encryption is based on integer modulo arithmetic, its pro-
cesses are described as follows:

• Kengen. Randomly select a P−digit big prime num-
ber as key p.

• Encryption. Randomly select a Q− digit big prime
number q, and P > Q > plaintextlength. Two
random numbers r1 and r2, N = pq. Ciphertext
c = (m+ pr1 + pqr2) mod N .

• Decryption. Plaintext m = c mod p.

Homogeneity analysis. Assuming that two plaintexts m1

and m2, and corresponding ciphertexts c1 and c2. So

c1 = (m1 + pr11 + pqr12) mod N.

c2 = (m2 + pr21 + pqr22) mod N.

Additive homogeneity analysis.

c1 + c2 = (m1 +m2 + p(r11 + r21)

+pq(r12 + r22) mod N

= c(m1 +m2).

Multiplication homogeneity analysis.

c1 · c2 = (m1 ·m2 + pm1r21 + pqm1r22

+pm2r11 + p2r11r21

+p2qr11r22) mod N.

c1 · c2 mod p = m1 ·m2.

In summary, the homomorphic encryption is based
on integer modulo arithmetic, which not only meets
the additive homogeneity, but meets multiplication
homogeneity.

2.4 Reverse Index

Reverse index [16,30] is a data structure used to describe
the relation between keywords set and documents set. It
stores the storage location mapping of keyword in one
document under the full-text retrieval.

The traditional reverse index structure consists of an
index file and an reverse file. The index list is a collection
of all the keywords in the document. It is composed of
all records, each record contains the keywords and key-
words’ corresponding pointer. Pointer points to the cor-
responding logical address in the reverse file. The reverse
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Figure 3: Multi-attribute reverse index

file indicates that which documents contain this keyword,
the frequency information of keywords and addresses set
of these documents. Our new reverse index model is as
Figure 3. According to multi-attribute eigenvectors, it
will change the single attribute keyword frequency in tra-
ditional reverse file as multi-attribute including keyword
frequency, location, indexed frequency etc.

2.5 Score Function of Document

Multi-attribute score function is adopted to execute rele-
vance sorting. Score function can calculate the correlation
score between retrieval word and a document.

In our new model, the relevance score computing is
according to local property and global property. Due
to the different importance degree of attribute, we in-
troduce attribute weight. For example, for attribute
(ρ1, ρ2, · · · , ρn) of keyword K, its corresponding weight
value (o1, o1, · · · , on), and

∑n
1 oi = 1. Therefore, at-

tribute score function of our new scheme can be defined
as:

score =

n∑
i=1

ρi × oi. (1)

Where oi is the weight of attribute ρi, which can be
dynamic adaptively adjusted according to different sort
methods.

3 Experience Analysis

In order to verify the effectiveness of new scheme, we make
comparison experiments under MATLAB environment.

First, we select evaluation criteria: Recall rate (RE),
Precision rate(PE) and MAP (Mean of Average Preci-

sion).

RE =
SRE

TRE
. (2)

PE =
SRE

TNE
. (3)

MAP =

r∑
i

1

r
. (4)

Where SRE and TRE denote system retrieved relevant
files and total number of relevant files respectively. TNE
is the total number of retrieved files. If the retrieved file
is closer to the top, the MAP is likely to rank higher.

Second, we select 50 papers from Google Scholar and
set global attribute for all papers. When constructing
retrieve model, each paper will be preprocessed. We
set title, content, keywords and summary as retrieve
information. CP-ABHER-LWE [27], HACC [17] and
ECCH [13] are compared with our method (abbreviated
to HEMAS) to show the better results of our scheme un-
der the same experiment environment.

It conducts same query in single attribute cryptograph
retrieval system and multi-attribute cryptograph retrieval
system and returns to the results of top 20, 30, 40. Table 1
presents the results. It can be seen that our method is
better than other three schemes.

Table 1: Experimental evaluation results

Index CP-ABHER-LWE HACC ECCH HEMAS
RE 93.4% 95.8% 94.5% 96.8%
PE 94.6% 96.2% 95.5% 98.4%

MAP 94.9% 96.1% 94.9% 97.5%

Similarly, it conducts same query in single attribute
cryptograph retrieval system and multi-attribute crypto-
graph retrieval system and returns to the results of top
10, 20, 30, 40. Table 2 is the retrieval time comparison.
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Figure 4: Precision comparison with new scheme

From the table, the retrieval time is greatly reduced with
new scheme.

Table 2: Retrieval time

CP-ABHER
Index -LWE HACC ECCH HEMAS

Top 10 188ms 190ms 205ms 163ms
Top 20 191ms 192ms 208ms 164ms
Top 30 193ms 193ms 212ms 166ms
Top 40 195ms 195ms 214ms 168ms

We only make experiment with our new method using
different attributes: one attribute, two attributes, four
attributes as shown in Figure 4.

We can see that precision will become more higher
with the increasing of attribute. In summary, this pa-
per proposes the efficient and secure cipher-text retrieval
scheme based on mixed homomorphic encryption and
multi-attribute sorting method under cloud environment,
which is effectiveness for improving retrieval accuracy
rate.

3.1 Performance Analysis

We also make a comparison to CP-ABHER-LWE [27],
HACC [17] and ECCH [13] with our HEMAS method.
The following is the explanation of symbols in this section:
p: bilinear operation. e: exponent operation. s: point
multiplication operation in G1. |G1|: the element length
of corresponding group. |m|: the length of message. |U |:
the length of user identity.

Table 3 shows the calculation about the four algo-
rithms. And we can know that users with HEMAS only
need one pairing operation and one point multiplication
operation in Homomorphic encryption stage less than CP-
ABHER-LWE, HACC and ECCH. In Reverse index stage,
HEMAS needs 2n − 1 pairing operations obviously su-
perior to ECCH. The pairing operation number is more
than CP-ABHER-LWE, HACC and ECCH. In that our
new scheme dose not need exponent operation, the total

calculation is superior to CP-ABHER-LWE, HACC and
ECCH when n is big.

In order to specifically analyze running time, we use
the A type elliptic curve to test in jpbc database. Then
we record the running time with the above schemes as
table4 from MATLAB platform.

Table 4 shows that the running time with our new
scheme is less than other schemes. It is the optimal
scheme.

4 Conclusions

We present a mixed retrieval scheme in this paper, which
shows the following merits.

1) Fast retrieval speed. The new scheme only needs
to search the safety index list that is very suitable for
the data with a large scale in the cloud environment.

2) Less calculation. Due to homomorphic encryption,
it greatly decreases the calculation time.

3) Precision improved. This scheme introduces
multi-attribute eigenvectors including keywords
global properties and local properties, which makes
comprehensive evaluation for documents from several
aspects, so as to return the most relevant documents.

4) Shorten retrieval time. In that the precision of
score computing greatly reduces the sorting time, so
retrieval time is reduced too.
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Abstract

In this work, we study the source location privacy in wire-
less sensor networks (SLP-WSN), where a source wishes
to send a message to a base station while preserving the
privacy of its location. This problem has a lot of applica-
tions including habitat monitoring and military surveil-
lance. A well-known strategy is to divide the message
transmission into two stages. The first stage routes the
source message to a random position in the network while
the second stage routes the source message to the base
station through the shortest path. To preserve the source
location privacy, the system must securely mask the trace
of the routing. Thus, the first stage routing is essen-
tial. The literature proposed many approaches. However,
they either assume a sensor’s awareness of its location or
have high energy consumption or have an obvious pri-
vacy weakness. In this work, we propose a new method
for SLP-WSN without these defects. We first help a sen-
sor node to obtain distances to three reference nodes by
flooding. Then, we design the first stage routing proba-
bilistically, where the next sensor is chosen according to a
carefully designed distribution such that a sensor close to
the random point has a higher probability. Our experi-
ment shows that the energy consumption and the message
delay only have a small factor expansion, relative to di-
rectly routing via the shortest path to the base station.
It is also shown to have a good privacy.

Keywords: Information Security; Location Privacy; Secu-
rity Protocol; Sensor Network Security

1 Introduction

With the advances of the network technology, wireless
sensor networks (WSNs) are widely believed to be a good
solution for monitoring unattended or dangerous environ-
ments. The network is formed with many small and cheap
sensors [?]. Sample applications include environmental
monitoring and military surveillance.

Due to its unattended nature, it is vulnerable to various

attacks. The standard security problems such as confiden-
tiality and authentication can be solved using well-known
cryptographic techniques. However, some issues can not
be solved cryptographically [?, ?, ?]. The location pri-
vacy is one of them. It can be well interpreted by the
panda monitoring problem, where sensors are deployed in
the panda’s habitat to monitor its activity and report to
the base station. However, since the transmission is wire-
less in nature, it can be eavesdropped by hunters who
attempts to trace back to the panda through the mes-
sage path. This tracing procedure does not need to know
the meaning of a message (if encrypted) and hence it is
not concerned with the secret keys. Thus, a careful de-
sign (especially the routing protocol) is needed to combat
such an attack. In this sense, a regular routing scheme
for WSN is certainly not enough.

1.1 Related Works

The representative technique for location privacy in WSN
is phantom routing proposed by Ozturk et al. [?] (en-
hanced by Kamat et al. [?]), where the message routing
consists of two stages: in stage one, it follows a directed
random walk of h steps and in stage two, the message is
routed to the base station via flooding or a single path. Li
et al. [?, ?] extended the phantom routing by first send-
ing the message to a random intermediate rode and then
routing it to a network mixing ring (NMR) before send-
ing it to the base station. Li et al. [?, ?] considered multi
random intermediate nodes by choosing their polar coor-
dinates as (d1, α), (d2, 2α), · · · , (dn, nα), where α is a ran-
dom angle. A single path routing to a random interme-
diate point from a restricted area was studied in [?]. Yao
and Wen [?] considered the random shortest path from
the source to the base station. This approach does not
have a good location-privacy as with high probability the
physical routing path will stay around the line between
the source and the base station and hence the attacker
will be relatively easy to capture many packets and trace
back to the source in a hop-by-hop manner. The phantom
routing technique was further studied in [?, ?, ?].
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Location privacy for a receiver was studied in the liter-
ature. Although this is different from our problem, it can
be regarded as the dual problem to the source location
privacy. In [?, ?, ?], the protocol is based on a multi-path
routing and a fake packet injection. However, their fake
packet injection has a constant rate and hence is energy
consuming. Jian et al. [?] considered the location privacy
of a moving receiver in a wireless sensor network. Their
method involves a fake packet injection by each interme-
diate sensor and the fake packet needs to transmit suffi-
ciently far. Hence, their method is still energy-consuming.
Luo et al. [?] proposed a variant of [?]. But they still need
to forward the fake packet and hence is energy consuming
again. Phantom routing and fake source techniques are
combined in [?].

Yao et al. [?] proposed a new method for source-
location privacy in WSN, where they considered the no-
tion of ring that is the set of nodes with the same distance
to the base station. They first routes the message to a
random ring c and then routes it on the ring toward a
fixed direction for some steps. Next, they routes to a ran-
dom ring b to do the similar thing and finally routes the
message directly to the base station. It is assumed that a
node on a ring knows which neighbors are in a given di-
rection and which are not. This can not be implemented
only by a landmark (as done by the east-west separation
in [?]) because nodes are placed circularly. So it requires
the awareness of its own and neighbors’ positions.

Yang et al. [?] considered the clustered wireless sensor
network with a cluster head more powerful than a com-
mon sensor and the location-privacy is achieved through
the faking message simulation by cluster heads. This
method is not suitable for a homogenous network such
as our setting since the message simulation will con-
sume the power quickly. Location-privacy in wireless sen-
sor network against a global eavesdropper was studied
in [?, ?, ?, ?, ?, ?], where the adversary can eavesdrop the
whole network and the privacy is achieved by fake pack-
ets. Since a global attacker is more powerful than our
local eavesdropper, this method is relevant to our setting.
However, it always results in a large energy consumption
and we also feel that a global eavesdropper model is too
strong. Hence, we will not consider such an adversary.

1.2 Contribution

In this work, we propose a new method for SLP-WSN.
Our scheme lies in the well-known two-stage strategy:
the first stage routes the message to a random intermedi-
ate position and the second stage routes the message to
the base station. However, we do not assume any loca-
tion information for each sensor (beyond the knowledge
of three reference nodes’ coordinates). Instead, we help
a sensor to obtain distances (termed hop distance which
is the number of hops between two nodes) to reference
nodes and use the sensor’s hop distance tuple as its lo-
cation information. We also find out a method to esti-
mate the hop distance between two positions while each

position is represented by its hop distance tuple. Our
scheme starts the first stage routing using a probabilis-
tic method. Specifically, starting from the source, the
next sensor is chosen probabilistically among the current
sensor’s neighbors, where the probability distribution is
carefully designed such that a sensor close to the ran-
dom intermediate position has a better chance of being
selected. Our choice of the probability distribution allows
the next-hop sensor is chosen probabilistically so that it
is hard to trace back, while the message can still steadily
move toward the random intermediate position. The sec-
ond stage is a shortest path routing. Under our design,
we evaluate its privacy and efficiency. We consider the
message delay measure (called PathRatio), defined as the
ratio of our routing path length to the shortest path from
the source to the base station. Our PathRatio only has
a small factor. We also consider the energy consumption
ratio (termed EnergyRatio), defined as the length of to-
tal messages sent in the whole network to the length of
total messages sent by nodes when only using the short-
est path routing from the source to the base statio. Our
scheme, EnergyRatio is equal to PathRatio and is small.
We also consider the SafetyPeriod, defined as the number
of source messages the source can send before its location
privacy is broken. We build a model to quantify this and
find our protocol has a good privacy. Finally, assuming
the network is almost fully connected, our scheme can
deliver the source message reliably. In comparison with
existing works [?, ?, ?, ?, ?, ?, ?], our protocol either
has a much smaller EnergyRatio or a better privacy or re-
moves a node’s awareness of its location; see Section 4.3
for details.

2 Model

We now formalize the source-location privacy in wireless
sensor networks (SLP-WSN). This consists of the system
model, assumptions, location privacy and efficiency mea-
sures.

2.1 System Model

SLP-WSN is a system that enables a source S to trans-
mit a message m to a base station under the help of some
sensors such that no adversary, who eavesdrops the traffic
at some points, can determine the location of S. In our
model, S is an entity that can communicate, where the
motivation example is the soldier in a battle field or a
sensor carried by a monitored animal. In some works, S
is a sensor that monitors the environment such as a wild
animal. Obviously, these two presentations have no es-
sential differences in the location privacy technology. We
use v1, · · · , vn−1 to denote sensors and use v0 to denote
base station. For simplicity, a sensor or base station is
called a node.

We suggest a three-stage model for a SLP-WSN sys-
tem, which consists of a deployment stage, a preprocess-
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ing stage and a message transmission stage. Details are
as follows.

Deployment. In this stage, a system manager will de-
ploy nodes in a desired area. The position of S is
undetermined and it can move arbitrarily. For sim-
plicity, we assume that the deployed area is planar
with radius R. However, our work can be easily gen-
eralized to the three-dimensional case.

Preprocessing. In this stage, v0, · · · , vn−1 jointly exe-
cute a protocol. At the end, each vi obtains an in-
ternal state, which will be crucial for the next-stage
protocol.

Message transmission. This is the main part of the
system. It helps source S transmit a source message
m to base station v0. Toward this, S will find a node
vi0 nearby and send m to it. Then, vi0 will find an
adjacent node vi1 and send m to it. This process
continues until m reaches v0.

2.2 Assumptions

Our system will make the following assumptions.
• We assume that the location of a sensor is fixed

throughout the system. This assumption will be used
to keep the internal state of a node obtained in the
preprocessing stage unchanged. However, as long as
the network topology does not change frequently, it
can be relaxed by executing the preprocessing stage
periodically. This will be further discussed in Sec-
tion 5.2. This slow changing topology is suitable for
applications such as the habitat monitoring.

• The sensor network as an undirected graph is almost
fully connected, where an edge (vi, vj) means that vi
is in the hearing range of vj and vice versa. This
in fact is the necessary assumption for any useful
sensor network. We use the term “almost” as a few
unconnected nodes do not affect the system validity
and it is easy to satisfy through a uniformly random
deployment.

• We assume that the message between sensor nodes
are authenticated. This is the assumption that has
been made in the literature. It can be waived through
a key management. This assumption essentially
means that we only consider the eavesdropping at-
tack. Strictly, this belongs to the formulation of the
adversarial model. But we put here to remind the
readers this restriction on the adversarial power.

2.3 Location Privacy

In this subsection, we consider the privacy of a SLP-WSN
system. Toward this, we first specify feasible adversarial
behaviors and then define the location privacy.

Adversarial behaviors. The adversary has ν devices to
perform eavesdropping attacks in the network, each

of which has a hearing range h. For any selected po-
sition, he can place an eavesdropping device. Any
signal transmitted in its hearing range will be cap-
tured. For each captured signal, the attacker can
localize its immediate sender node.

Remark 1.

1) In this work, we only consider the eavesdropping at-
tack above. An active attack such as a man-in-the-
middle attack is not considered as a convention of
known SLP-WSN systems. This can be amended
through a key distribution protocol to allow any two
neighboring nodes to share a key with which the au-
thentication and confidentiality can be achieved. This
is obviously out of the scope of this work and we will
not explore this.

2) Some works in the literature (e.g., [?, ?, ?]) con-
sidered the global eavesdropping attack, where an ad-
versary can eavesdrop any message sent in the net-
work. We feel this attack is too strong and unneces-
sary. To secure against such an attack, the system
must sacrifice the efficiency. For example, the sys-
tems in [?, ?, ?] emit many faking packets in order
to mislead the attacker. This results in a large energy
consumption and is not desired.

Location privacy. The location privacy is to require
that an attacker can not find the physical location of
S by performing an eavesdropping attack above. The
location privacy is quantified by the number of source
messages that S can send before it is localized by the
attacker and we call it SafetyPeriod. Certainly, Safe-
tyPeriod is expected to be as large as possible for
better privacy.

2.4 Efficiency Measures

In this subsection, we define three measures to evaluate
the efficiency of a SLP-WSN system.

PathRatio. We use PathRatio to denote the ratio of the
number of edges on the real path that a source mes-
sage will travel from S to v0, relative to the number of
edges on the shortest path from S to v0. Note that a
small PathRatio indicates a small transmission delay
and hence is desired.

EnergyRatio. We use EnergyRatio to denote the ratio
of the total length of messages that nodes in the
whole network have sent in order to transmit one
source message from S to v0, relative to the length
of messages sent by the nodes when S routes the
message only through the shortest path to v0. This
measure is concerned with the energy consumption
of the network and hence is better to be as small as
possible. If S sends m to v0 by simply flooding it
into the network, then EnergyRatio will be n/dSv0 ,
where dSv0 is the shortest path length from S to v0
and n is the network size.
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DeliveryRate. The DeliveryRate is the percentage of
the source messages from S that have been success-
fully delivered to v0. Usually, for a useful protocol,
DeliveryRate should be almost 100%.

3 Construction

In this section, we present a new SLP-WSN protocol.
In our protocol, v3, · · · , vn−1 are ordinary sensors while
v1, v2 are reference sensors. Reference sensors are func-
tionally identical to ordinary sensors, except that they
will, together with the base station v0, play as anchors to
help all sensors determine their locations. We present our
protocol in stages.

3.1 Deployment

In this stage, a system manager deploys the nodes in a
region of radius R as follows.
• Randomly deploy {v3, · · · , vn−1} in the desired area

(of radius R) and place v0, v1, v2 on the perimeter
such that any two of them are separated by an angle
2π/3 (as in Figure 1).

Figure 1: The placement of v0, v1, v2

3.2 Preprocessing

In this stage, each node will obtain some state informa-
tion for its future execution. This includes its neighboring
information, the shortest path to v0 and the minimum dis-
tances to v0, v1, v2, where the minimum distance between
v and v′ is the minimal number of nodes to traverse from
v to v′.

Let N (v) be the set of nodes within the hearing range
of node v and the hearing range of a node is r0. So,
vi ∈ N (vj) if and only if vj ∈ N (vi). Clearly, N (v) is
defined only after the deployment.

The preprocessing stage has two sub-protocols. The
first one helps each v to learn N (v) while the second one
helps v to learn its location information.

Compute N (v). In this protocol, each vi broadcasts
hello. When a node vj receives hello from vi, it means
that vi lies in its hearing range r0 and so it adds
vi ∈ N (vj). Since every node v broadcasts hello to
its neighbors, any vj can compute N (vj). The formal
description is as follows.

1) For i = 0, · · · , n− 1, vi broadcasts vi|hello.

loop Upon vi|hello, each vj adds vi into N (vj).

2) If no more hello is heard, vj stores N (vj).

We remind again that, as other related works, the
privacy model in this paper only considers eaves-
dropping attacks and hence N (v) above can be cor-
rectly computed. However, as remarked in the pri-
vacy model, the privacy against active attacks can be
achieved easily through a key management scheme.

Compute the location information. Now we show
how to help vi to compute its minimum distances
to v0, v1, v2 respectively. If the distance were Eu-
clidean, then they are sufficient to uniquely locate vi
(by elementary mathematics). However, we do not
assume a sensor to be equipped with any positioning
tool such as GPS, the Euclidean distance is hard to
obtain. Instead, we use the length of the shortest
path (i.e., the number of edges on the shortest path)
between two nodes as a representation for the dis-
tance between them and call it hop distance. Under
this, a node’s distance vector (to v0, v1, v2) should
approximately represent its relative location in the
network1.

To compute the hop distance from each vi to v ∈
{v0, v1, v2}, we run the one-to-all shortest path al-
gorithm for three times. Let dvu be the hop dis-
tance from node v to node u. Then, the three ex-
ecutions of the algorithm will respectively compute
{dv0vi}ni=0, {dv1vi}ni=0 and {dv2vi}ni=0. The protocol is
to continuously update dvvj for v = v0, v1, v2 and
finally obtain the correct dvvj . Since the symbols
in {dv0vi}i, {dv1vi}i and {dv2vi}i do not overlap, we
can present the three executions in parallel. We use
pre(u) to record the next node on the shortest path
from u to v0 in computing {dv0vi}i. Clearly, start-
ing from any node u and iteratively following pre(·),
the shortest path to witness dv0u is given. Note that
the shortest path to witness dv1u or dv2u (other than
hop distances dv1u, dv2u) is not interesting to us and
hence is not considered. Details are in Figure 2.

1It is possible that two neighboring nodes have the same distance
vector. However, it is unlikely that two nodes of several hops away
still share the same distance vector. Thus, although the distance
vector can not accurately localize a node, it certainly approximates
its relative location very well.
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1. Each vi lets dvvi = ∞ for v ∈ {v0, v1, v2} and
pre(vi) =⊥ . Then, v ∈ {v0, v1, v2} updates
dvv = 0 and sends v|v|0 to N (v).

2. [loop] When vi receives vj |v|` with v ∈
{v0, v1, v2} from vj ∈ N (vi), it proceeds only if
dvvi > `+1. In this case, it updates dvvi = `+1,
sends vi|v|dvvi to N (vi), and (if v = v0) also
updates pre(vi) = vj .

3. If no more update is heard, vi defines di =
(dv0vi , dv1vi , dv2vi) and broadcasts vi|di to
N (vi).

4. vj keeps (vi,di) for vi ∈ N (vj) ∪ {vj}, and
pre(vj).

Figure 2. Compute pre(vi), dv0vi , dv1vi and dv2vi for

each vi.

At the end of this stage, vi obtains di,N (vi),
{dj}vj∈N (vi) and pre(vi) and it keeps them for the
use in the next stage. Again, we remind that as the
privacy model considers eavesdropping attack only,
all the information can be correctly computed.

3.3 Message Transmission

In this stage, we show how S sends message m to v0 under
the help of some sensors. As our concern is to hide the
location of S, we can not route m through the shortest
path to v0. Otherwise, an attacker can stay around v0
to eavesdrop signals and trace back hop-by-hop. This is
feasible, as the shortest path from v to v0 is fixed (recall
that pre(vi) is fixed after the preprocessing stage) and
one signal allows him to trace one step back (hence dSv0
signals will lead to S).

The idea of our protocol is as follows. Source S first
sends m to an adjacent node vi0 . Then, vi0 chooses a
random point in the deployed area through sampling a
vector d that represents a random position’s hop distances
to v0, v1, v2. It then probabilistically chooses a node vi1 ∈
N (vi0) according to a certain distribution and requests
vi1 to route m to location d. Here the choice of vi1 has a
property that a node closer to d has a better chance to be
selected. Upon m, vi1 chooses a node vi2 and requests it
to route m to d. This process continues until m reaches
a node viN close to d. In this case, viN routes m to v0 via
the shortest path.

Before proceeding, we introduce or recall some nota-
tions. Some of them will not be used until Section 4. But
we put them together for an easy reference later.

• ||d− d′|| =
√∑2

i=0 |di − d′i|2.

• dj is the vector of the hop distance from vj to
v0, v1, v2.

• ordi(vj) is the order of ||d− dj || in the decreasingly
sorted list of {||d−dt||}vt∈N (vi) for a given d, where
vj ∈ N (vi).

• Given a constant ω > 0 and for v ∈ N (vi), let

Qvi,d(v) =
|N (vi)|ω + ordi(v)

|N (vi)|2(ω + .5) + .5|N (vi)|
. (1)

• elementary triangle formulae: if a triangle has two
sides of lengths `1, `2 with angle θ between them,
then the third side has a length

L(`1, `2, θ) = (`21 + `22 − 2`1`2 cos θ)1/2. (2)

• R is the radius of the deployed area with origin O;
r0 is the hearing of a sensor node; h is the hearing
range of an adversarial device.

• A point in the deployed area has polar coordinates
(r, θ), with origin O so that v0 has the coordinates
(R, 0). Thus, v1 is at (R, 2π3 ) and v2 is at (R, 4π3 ).

• δ is a small constant (e.g., about 3) and its concrete
value is not important.

• ζ is a constant scaling factor (see details at the end
of this section).

• The area within radius r1 of S is called threat area
and r1 is called threat radius.

Recall that vi has the following state from the previous
stage.

- N (vi): the set of neighbors of node vi.

- di = (dv0vi , dv1vi , dv2vi): dvu is the hop distance (i.e.,
the minimum number of hops) from v to u.

- pre(vi): the first node on the shortest path from vi
to v0.

Notice that Qvi,d(·) is a probability distribution over
N (vi). We will use this distribution to select the next
node before approaching d. This selection has the prop-
erty that a node vj with dj closer to d will have a larger
probability Qvi,d(vj). One might wonder why we can not
simply replace |N (vi)|ω+ ordi(vj) with ||d−dj ||. In the-
ory, this is possible. But it has a drawback that when vi is
far from d, ||d−dj || will remain almost constant when vj
goes over N (vj). Thus, Qvi,d(·) will be almost uniformly
random. Under this, statistics tells us that the routing
will remain about S even after a long time. The constant
factor ω is used to adjust the “gap” between Qv,d and
a uniformly random distribution. The gap will decrease
when ω increases. Given ω, a smaller |N (v)| implies a
larger gap and so we can increase ω to reduce the gap. A
more considerate design is to allow a sensor v to choose
its own ω (w.r.t. the value |N (v)|). In this work, we just
use a global ω for the convenience of analysis.

In our experiment, we found that choosing vij+1
solely

according to Qvi,d(·) is problematic. For some networks,
the routing will be stuck in a small area for a long time.
To avoid this, we make a special rule such that if vij
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1. If S wishes to send m to v0, it sends m to an adjacent node vi0 . Upon m, the latter chooses
θ ∈ [0, 2π) uniformly randomly and r ∈ [0, R] with density P (r) = 2r

R2 . Next, it computes d with
du = ζ ·L(r,R, 2uπ3 −θ)/r0 for u = 0, 1, 2, and samples vi1 from N (vi0) w.r.t. Qvi0 ,d(·) and special
rule below. Finally, it sends 0|vi0 |m|d to vi1 .

2. [loop] (randomized routing) If vij receives 0|vij−1 |m|d, it does the following. If ||d − dij || ≤ δ
(small constant), then it moves to step 3; otherwise, it samples vij+1 w.r.t. Qvij ,d(·) and special

rule below, and sends 0|vij |m|d to vij+1
.

3. [loop] (deterministic routing) Upon 1|vij−1 |m| or when transferred from step 2, if vij = v0, then
m arrives at v0 successfully; otherwise, vij sends 1|vij |m to vij+1

= pre(vij ).

Figure 3. Message transmission. Special rule: The next sensor policy is amended such that if the current node vij has been

visited three times, then the next node vij+1 will be the node among N (vij ) with the minimal distance to d and that if the

current node vij has been visited seven times, then vij moves to step 3 to route m via the shortest path to v0.

was visited three times, then the next node vij+1
will be

chosen as the node in N (vij ) closest to d. Under this, the
message will not linger around vij . Besides this, we also
found that there exists a certain bad d so that no vi lies
in the distance δ to d. In this case, the message will move
around d forever. To avoid this problem, we also make
the special rule such that if vij has been visited seven
times, then it directly routes m to v0 via the shortest
path. Of course, here the threshold three and seven can
be modified to other values but we found they work well
in our experiments.

For a point at (r, θ), we can see that their Euclidean
distances to v0, v1, v2 are respectively L(R, r, 2uπ3 −θ), u =
0, 1, 2. However, what we need is a measure that is com-
patible with the hop distance vectors di’s. Fortunately,
we find in the experiment that, for a randomly chosen
(r, θ), if we scale the Euclidean distance by a factor ζ/r0,
then this scaled distance vector will well approximate a
hop distance vector. Further, this ζ only depends on the
average node degree E(|N (v)|) (e.g., ζ = 1.478 if the av-
erage node degree is 7). Intuitively, ζ is affected by two
factors: (1) the average hop length in a shortest path is
smaller than the full hop length r0; (2) the shortest path
between two nodes is not in a straight line. Both factors
will result in ζ larger than 1.

With the above discussion, we are now ready to present
our protocol; see Figure 3.

4 Analysis

In this section, we analyze the location privacy of our
protocol and discuss its efficiency. When necessary, please
see Section 3.3 to recall some notations.

4.1 Location Privacy

Now we consider the location privacy of source S. Before
our analysis, we give a sample path for the randomized
routing to get a picture of what it looks like; see Figure 4.

We will analyze the following attack framework. The
attacker has ν eavesdropping devices. He can place his

Figure 4: A sample path from source N to random inter-
mediate point �, with R = 63r0 and E[|N (v)|] = 7

devices at any location for eavesdropping. We assume
that if the attacker captures a message within the radius
r1 of S, then he can localize S. We call this area threat
area and r1 the threat radius. To properly capture the
capability of a real adversary, r1 can not be large (a large
r1 also implies a strong model and we can not result in
an interesting result). We suggest r1 = 8r0 although our
analysis does not depend this. Toward discovering the
threat area, an attacker can try any strategy to place his
eavesdropping device. Our effort in this section is to find
the number of source messages that S can send before the
attacker can discover the threat area. This is, we derive
the SafetyPeriod. This is done in several steps.

For convenience, we call the path from vi0 to viN Path
I and the path from viN to v0 Path II.

An eavesdropping attack on Path II is useless.
Since Path II starts at viN , an eavesdropping attack
on Path II can at most trace back to viN . This is
useless as d is the uniformly random in the deployed
area (independent of the source S).

In the following, we only consider the eavesdropping
attack on Path I. We first show that catching the
message from vij to vij+1 can not imply any informa-
tion about the location of vij−1

(although it indeed
indicates the location of vij as assumed).

Under this, one eavesdropped message only exposes
one edge on the transmission path. Then, we an-
alyze the edges exposed by eavesdropped messages
and derive the probability that an attacker can dis-
cover the threat area. From this, SafetyPeriod will
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be computed.

Tracing back more than one edge from one eaves-
dropped message on Path I is impossible.
In this part, we argue that an attacker can not trace
back more than one edge from one eavesdropped mes-
sage on the routing Path I. We will not directly prove
this rigorously. Instead, we compare our next sensor
policy with the uniformly random policy, in which
the next sensor node is chosen uniformly randomly
from the neighbors of the current node2. In contrast,
our policy is to choose the next sensor vij+1

according
to Qvij ,d(·) and special rule (see Figure 3). Since the

next node of the uniformly random policy is indepen-
dent of the current and previous nodes, tracing back
more than one edge is obviously impossible. On the
other hand, the next sensor policy through the short-
est path to d is deterministic and hence is the worst.
The strategy for proving our policy is good is to find
a measurement under which, our policy is close to
the uniformly random policy while the shortest path
policy is the worst.

Toward this, we define µj to be the angle between
−−−→vi0vij and the average vector E(−−−−−→vijvij+1

), where E(·)
is taken over the distribution of vij+1 (for fixed d and
vij ). We also define θj to the angle between −−−→vi0vij
and −−−−−→vijvij+1

. If the next sensor policy is good, then
θj should vary a lot around µj . For the uniformly
random policy, no matter what µj is, θj is uniformly
random over [0, π]. In contrast, for the shortest path
policy, θj ≡ µj . Thus, we consider ∆ = E(|θj − µj |)
as the measurement for the performance of the next
sensor policy, where E(·) is over the distribution of
vij , vij+1

,d and µj (note that µj depends on vij and
d). Note that ∆ varies with j. We run simulations
to see how ∆ in our scheme performs. We take R =
63r0, ω = 1, and the average node degree E[|N (v)|] =
7. The result for (∆, j) is shown in Figure 5, where we
notice that the shortest path policy has ∆ = 0 while
the uniformly random policy has3 ∆ = π/3. From
the experimental result, we can see that our ∆ is
very close to that of the uniformly random policy and
hence demonstrates its excellent performance against
the tracing-back attack for more than one edge.

The probability to discover the threat area.
In the above, we have demonstrated that one eaves-
dropped message can only expose the underlying
edge (in a routing path). Now if an attacker can
capture many messages, then their underlying edges

2Note since a uniformly random policy does not allow a message
to go far, this strategy actually is not recommended in the litera-
ture. However, since it obviously prevents an attacker from tracing
back more than one edge, it is an ideal standard to evaluate the
performance of our next sensor policy.

3Note that under the uniformly random policy, θj is uniformly
random over [0, π], while µj is uniformly random over [0, π] (over
the distribution of vij and d). Thus, ∆ = π/3, which can be easily
calculated from E(|θj − µj |).

 

!"###uniformly random

 !! !!!shortest path

     our scheme

Figure 5: ∆ = E(|θj − µj |) varies with j: our scheme vs
uniformly random policy (constant π/3) vs the shortest
path policy (constant 0).

in the routing paths are exposed. If one of these mes-
sages lies in the threat area, then the attacker may
realize it and compromise the location privacy of S.
In the following, we will calculate the probability that
an attacker can catch one message in the threat area
when S sends one message. Then, we will use it to
compute the SafetyPeriod.

If a device is placed on the radius r of S, the proba-
bility that an outgoing message from S will be eaves-
dropped, can be calculated as follows. If r ≤ h, then
certainly the message will be catched as the hear-
ing range of the device covers S. If r > h, it is
easy to see that the device covers the angle (centered
at S) of at most 2β = 2 arcsin(h/r); see Figure 6.
Hence, the message is catched with probability at

most arcsin(h/r)
π .

Figure 6: Hearing coverage of an eavesdropping device
with respect to S

Now since S is uniformly random in the deployed
area, a particular eavesdropping device is on the ra-
dius r to S with the probability density 2r

R2 (here
for simplicity, we assume the maximum distance is
still R). Thus, the probability that a single device
is placed within the threat radius r1(> h) to S and
also catches a message, is∫ h

0

2r

R2
dr +

∫ r1

h

2r

R2

arcsin(h/r)

π
dr

=
r2 ∗ arcsin(h/r) + h

√
r2 − h2

R2π

∣∣∣r1
h

+
h2

R2
(use Maple)

=
r21 ∗ arcsin(h/r1) + h

√
r21 − h2

R2π
+

h2

2R2
(3)

We can assume h ≤ 0.3r1, under which, it is
well approximated that arcsin(h/r1) ≈ h/r1 and
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√
r21 − h2 ≈ r1. Then, Eq. (3) is approximately

2r1h
R2π + h2

2R2 . This is the probability for one device.

Since the attacker has ν devices, the probability he
catches a message within radius r1 of S (when one
source message is sent) is

2νr1h

R2π
+
νh2

2R2
. (4)

Calculating SafetyPeriod.
Now we calculate the SafetyPeriod. If S sends W
messages in the SafetyPeriod, then an attacker can
identify the threat area of S only if he can catch at
least one message within the radius r1 of S. Thus, to
preserve the location privacy of S, we can use Equa-
tion (4) to demand the average number of catched
messages in the threat area to satisfy 2Wr1hν

R2π +
Wh2ν
2R2 < 1. This implies W < R2

0.5νh2+0.636νr1h
. Note

any W satisfies this restriction will be good. Thus,

SafetyPeriod = d R2

0.5νh2 + 0.636νr1h
e − 1. (5)

Take r1 = 8r0, h = 3r0. We have SafetyPeriod=
d0.0506R2/(r20ν)e − 1. If R = 63r0 and ν = 1, then
SafetyPeriod=200. Note we take ν = 1 as the lit-
erature does not consider the case ν > 1 and this
will be convenient for us to compare. The curve
W = 0.0506R2/r20 is shown in Figure 7 with Safe-
tyPeriod being the integer value just below the curve.

Figure 7: SafetyPeriod vs R/r0, with ν = 1, r1 = 8r0, h =
3r0. SafetyPeriod for R/r0 is the integer just below the
curve.

Remark 2. The hearing range of adversary h would not
be significantly larger than the sensor hearing range r0,
as the signal by the sensor will die out quickly beyond
the range of r0 (or the noise will be more powerful than
the signal), under which the adversarial device can not
decode correctly (even if it is good). Thus, our sample
choice h = 3r0 is reasonable.

4.2 Efficiency

In this subsection, we discuss the PathRatio, EnergyRatio
and DeliveryRatio of our scheme. For the definitions of
these measures, see Section 2.4.

In our assumption at Section 2.2, we assume that
the network is almost fully connected and thus the mes-
sage DeliveryRate is almost 100%. Our PathRatio =
EnergyRatio also has a good performance. The experi-
mental result is shown in Figure 8, where we depicted the
PathRatio vs ω for R = 63r0 and average node degree 7.
We also depicted the experimental result PathRatio vs the
average node degree deg for R = 63r0 in Figure 9 (where
a node degree vs ∆18 is also shown). We can see that
our PathRatio is typically very small while the privacy is
preserved well (in Figure 7). Although our experiment is
done on average node degree 7, we prefer a smaller degree,
because the smaller degree gives a smaller PathRatio and
EnergyRatio, as seen in Figure 9(a). The only problem
is that we need to satisfy the almost full connectivity. If
there is a strategy to satisfy this for a smaller degree, it is
certainly good for our application4. Since it is obviously
out of the scope of this work, we will not explore this.

Figure 8: PathRatio vs ω (R = 63r0 and average degree
E[|N (v)|] = 7).

(a) node degree vs PathRatio

 !"

(b) node degree vs ∆18

Figure 9: The effect of node degree to PathRatio and
∆, where R = 63r0 is fixed. We can see that PathRatio
increases significantly with node degree while it does not
impact ∆ significantly.

4.3 Comparison

In this subsection, we compare our scheme with related
works and the summary of the comparison appears in
Table 4.3. We believe that our criteria and result are
satisfactory.

All the schemes [?, ?, ?, ?, ?, ?, ?] use the two-stage
routing strategy as we do. We assume the network is

4Indeed, SafetyPeriod is not significantly affected by a reduced
degree, as our SafetyPeriod analysis in Section 4.1 depends on the
average node degree only through ∆ while ∆ does not depend sig-
nificantly on this average degree: ∆18 does not change significantly
with the average node degree (see Figure 9(b)) and ∆j does not
change significantly with j (see Figure 5).
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almost fully connected and so all these works (including
ours) have almost 100% DeliveryRate.

Flooding-based methods were proposed in [?, ?]. They
all have a large energy ratio (which is 125 in their sam-
ple experiment) although their PathRatio is 1. Since our
PathRatio can be made small (Figure 8 and Figure 9(a))
as long as the average node degree is not large, our pro-
tocol is certainly advantageous to theirs.

Phantom single path method in [?] starts the first
phase routing with ` steps of directed random walk. How-
ever, the directional information is visible and as observed
in [?], this reduces the attack complexity by a factor of
2`. This places a concern on their SafetyPeriod. The di-
rected random walk was designed as a weak version of
a purely random walk, where the latter has the problem
that the message will only move nearby the source node.
Our method is to approximate the random walk while it
moves toward the random intermediate position. This is
achieved by carefully choosing the distribution function
for the next-hop sensor.

In comparison with [?, ?, ?, ?, ?], our obvious ad-
vantage is to remove a node’s awareness of its personal
location. This is important as it might need an extra
hardware such as GPS to realize. Since our EnergyRatio
and PathRatio can be made small as mentioned above, our
gain is interesting. In addition, [?, ?] used a mixing ring to
hide the routing and thus the ring nodes have a fast power
drainage (although authors suggested a leverage strategy,
the effect is limited). Lightfoot et al. [?] directly routes
the message to a random intermediate point deterministi-
cally in the first stage and results in a smaller PathRatio.
As seen before, a deterministic routing is certainly not
advantageous as our probabilistic routing. Li and Ren
[?, ?] proposed several schemes. The most interesting one
(in our view) is the multi-intermediate method. We do
not have an obvious advantage over their method other
than removing a node’s awareness of its own position. For
EnergyRatio and PathRatio in [?, ?], the comparison with
us depends on their choice of the number of intermediate
nodes.

As a summary, we can safely conclude that our proto-
col in comparison with [?, ?] has either a much smaller
EnergyRatio or a better privacy and in comparison with
Li et al. [?, ?, ?, ?, ?] has the advantage of removing a
node’s awareness of its own position. As our EnergyRa-
tio and PathRatio can be made small (with a moderate
average node degree), our advantages are interesting.

5 Other Issues

In this section, we discuss some other issues that are im-
portant for a useful SLP-WSN system.

5.1 Localizing S from a Base Station

Our SLP-WSN system is to prevent an attacker from lo-
calizing the source S. However, in some situations, the

Table 1: Performance comparison (undesired result
marked double black).

Path Energy own loction Safety
Ratio Ratio Awareness Period

SinglePath
Phantom [?] small small partial small

Flood [?, ?] 1 large not required large

[?, ?]
[?, ?, ?] vary vary required large

ours small small not required large

base station (operated by a personnel) might wish to lo-
calize S. In this case, S can send di0 of node vi0 to
v0 through our routing system (whenever he moves to a
new location). Of course, to be secure, this should be
encrypted and authenticated using a secret key shared
between S and the base station. When the base station
receives di0 , he can find S by moving toward di0 . For this
to work, he might need to query a node vj (on his way to
S) for its distance vector dj .

5.2 Service Availability

Network robustness. Network is robust if the network
is connected when a small fraction of nodes are out
of order. Thus, it is significant to design a robust
network. However, since this issue is common in a
general wireless sensor network. We will not discuss
it here and assume that the network remains almost
fully connected even if a small fraction of nodes are
out of order.

Routing information update. In our system, we rely
on each node and their neighbors’ information about
the shortest path to v0 and distance vectors di’s. If
all nodes are alive and located at the fixed locations,
then this information will remain unchanged. If a few
nodes die out, then the system can be maintained to
continue functioning. Toward this, the system can
use a standard network routing update strategy to
maintain a node’s internal state. Since the number of
broken sensors is small, this will be a small workload
only. We may also try to keep it working without
an update. The only concern is Pred(·), where when
Pred(v) dies out, our system does not specify what
is the next sensor for v. To patch this, v can send
the message to the node vj with the second smallest
dj0 among its neighbors vj ∈ N (v). If this vj still
dies out, then it can try vt with the third smallest
dt0. It continues until the message is sent out. If
the message can not send out at a node v, then the
path to v0 is broken and the delivery fails. If only a
few nodes are broken in the network, this bad event
should not occur with a noticeable probability. Now
if the system runs for a longer period, then many
nodes might move or die out. In this case, the system
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needs a significant work to update. It might be better
to run the preprocessing stage once again. If this
update does not occur frequently, we believe that the
re-execution is a feasible solution.

6 Conclusion

In this work, we studied the source location privacy in
wireless sensor networks, where the source S wants to
route a message m to the base station v0 while keeping
its own location private. We proposed a new scheme for
this problem. Our scheme routes m through a single path
to v0. Our idea is to first route m to an intermediate po-
sition d while the choice of the next sensor is randomized
according to a well-designed probabilistic strategy. Our
strategy has the property that a node close to d has a bet-
ter chance to be selected. When m approaches d, the un-
derlying node then routes it directly to v0 through a short-
est path. Our protocol performs well at the energy con-
sumption, delivery rate, time delay and the safety period.
Importantly, we do not assume that a node is equipped
with a localization tool such as GPS. Our scheme has
significant advantages over existing protocols.
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Abstract

In this paper, modifications in the original KASUMI block
cipher is proposed by introducing a finite-state machine
(FSM) and substitution box (S- box) to provide better
confidentiality and integrity function in global system for
mobile communications (GSM) and 3G networks. The
FSM constitute the nonlinear combiner of SNOW 3G
block cipher and it uses two S-box to provide strong dif-
fusion. The addition of FSM in KASUMI is introducing
the non-linearity in output bits and it will increase the
complexity for an attacker to make an attack. Also, few
changes are made in a KI and KL keys that are used in
a different rounds of KASUMI to prevent various attacks
such as a rectangle attack, sandwich attack, single key
attack, etc. The simulation results show the performance
improvement of the proposed modified KASUMI design is
compared with the conventional KASUMI in terms both
the encryption speed and encryption time taken.

Keywords: Finite-state Machine (FSM); KASUMI; S-
box; SNOW-3G

1 Introduction

The rapid growth of mobile communications has increased
the requirement of having secure network/communication
between the users. Multiple ways of attacking or hacking
a network are used by attackers. As the wireless mode of
communications provides feasibility and ease to the users,
the security of information being exchanged within two
users or group of users is always at threat. Many algo-
rithms have been proposed which are used for different
encryption purposes [5, 6, 16]. Some have proved resis-
tant towards attacks while some have high security issues
with them and hence, proved as weaker one by attack-
ers. For having secure network, encryption services and
algorithms involved need to be robust and secure enough

to provide end-to-end secure transmission of data among
various users. It poses a challenge for designers to design
highly secure and attack-resistant algorithm for encryp-
tion of data.

The KASUMI block cipher is used for providing en-
cryption services in mobile networks like GSM, universal
mobile telecommunications system (UMTS) and general
packet radio service (GPRS). In UMTS, KASUMI is used
in the confidentiality (f8) and integrity algorithms (f9)
with names UEA1 and UIA1, respectively. In GSM, KA-
SUMI is used in the A5/3 key stream generator and in
GPRS in the GEA3 key stream generator. The KASUMI
is evolved from MISTY1 algorithm to provide users safe
and secure way for exchange of data. The KASUMI is a
slightly modified version of MISTY1. And it provides easy
hardware implementation that meets security require-
ment of 3G mobile communications. In [3, 4, 11, 12, 14]
attacks related to KASUMI were discussed which indicate
that KASUMI is weak algorithm. Though these attacks
were very powerful and posed a threat on it, they were not
considered due to impractical assumptions made as sug-
gested in [11] by 3GPP society and thus, inapplicable to
real-life attack on full KASUMI. But as there are chances
of these or other attacks related to them being carried
out practically, new algorithms are designed and worked
upon to provide high confidentiality and security of data.
The experimental study of the obtained encryptor from
various researchers are demonstrated its effectiveness in
protecting from many existing types of attacks aimed at
block cipher algorithms [13]. Also Reference [10] present a
new concept called a certificateless key insulated encryp-
tion scheme (CL-KIE).

In this paper, it proposed the modified KASUMI block
cipher to improve its resistance against attack. The
SNOW-3G block cipher is a another encryption algo-
rithm for mobile networks and the concept of SNOW-3G
is widely used in our proposed method. The SNOW-3G
is used as UEA2 and UIA2 algorithm for providing con-
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fidentiality and integrity in 3rd Generation Partnership
Project (3GPP) [7, 8]. It is seen as strong enough for car-
rying any attack as it has Rijndael’s SR box and SQ box
and LFSR. It also uses three 32-bit registers R1, R2, R3
and 16 s-boxes and each having capacity to hold 32-bits.
As suggested in [9] inclusion of R3 had increased resis-
tance of SNOW-3G towards algebraic attacks along with
use of two S-box, and it can be used strengthen the pro-
posed modified KASUMI. The FSM is known to provide
resistance towards differential and linear attack and, alge-
braic attack as it uses S1 and S2 32-bit boxes along with
three registers R1, R2, and R3. The proposed KASUMI
is using a part of SNOW-3G security module which are
FSM machine and two S-boxes. We have taken into use
three 32-bit Shift Registers two of them providing input
to FSM. Besides introducing SNOW-3G, small change in
KL keys of 1st and 8th round as well as change in KI keys
is also made which is discussed in further section of paper.

This paper is organized in following way: Section 2
gives briefly an overview of KASUMI. Different functions
and keys used in each rounds for their respective func-
tions are described. Section 3 contains brief descrip-
tion of SNOW-3G and describes about its two modules
LFSR and, FSM. Functioning of initialization and key-
stream mode for generation of key-stream is also dis-
cussed. Section 4 discusses about our proposed work re-
lated to changes in KASUMI. Section 5 provides results of
our work done. Finally conclusions are given in Section 6.

Throughout this paper, ⊕ stands for EX-OR operation,
‖ stands for Concatenation operation and � is addition
modulo 223.

2 Overview of KASUMI

KASUMI is modified form of cipher algorithm MISTY1.
It is Fiestel network of 8-rounds taking input of 64-bit
and giving output of 64-bit by using 128-bit key for each
round. Functions of KASUMI are FI, FO and FL func-
tions performed by them are completely different from
each other and they use key values for doing their oper-
ations. The key values are KI for FI function, KO for
FO function and, KL for FL function for all 8 rounds.
Figure 1 provides Fiestel structure of 8-round KASUMI
algorithm [2]. For odd numbered rounds, function FL
comes before FO, FI functions while in even numbered
rounds, FO, FI comes before FL function. Brief descrip-
tion of three functions of algorithm is given below along
with key-value operations done in them.

2.1 FL Function

This function has two rounds of operation as shown in
Figure 1 It takes 32-bit input and performs operation on
it using 32-bit key, KL, to produce 32-bit output. Key,
KL, is divided in two 16-bit values for each of the two
rounds as shown below:

KLi = KLi,1‖KLi,2

 

C

Fig. 1: KASUMI
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Figure 1: The original KASUMI algorithm, FO, FI and
FL functions.

Input is divided in two 16-bit values, L (left) and R
(right) as given below:

R
′

= R⊕ROL(L ∩KLi,1)

L
′

= L⊕ROL(R ∩KLi,2)

R
′
and L

′
are each 16-bit values obtained after performing

operations on R and L. These values obtained are then
concatenated to make 32-bit output.

2.2 FO Function

This function has three rounds of operation as shown in
Figure 1. It first takes 32-bit input, divides it in two
equal 16-bit values and, performs operation on it using
48-bit key KO and, another 48-bit sub-key KI used in FI
function. Figure for FO function is shown in Figure 1.
The 48-bit sub-keys are subdivided into three 16-bit sub-
keys where:

KOi = KOi,1‖KOi,2‖KOi,3

KIi = KIi,1‖KIi,2‖KIi,3
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For each integer j (number of rounds within FO) with
1 ≤ j ≤ 3, Rj and Lj are given as:

Rj = FI(Lj−1 ⊕KOi,j,KIi,j)⊕Rj−1

Lj = Rj−1

We then, return the 32-bit concatenated value obtained
(L3‖R3) after completion of FO function.

2.3 FI Function

This function involves four rounds of operation. FI func-
tion takes 16-bits of input data and gives 16-bits of out-
put. Data is split into 9-bit, say L0, which goes to left
side of FI function and, 7-bit value, say L0, which goes to
right side of FI function. Two S-boxes used are S9 box
used when 9-bit data is operated and, S7 box used when
7-bit data is operated. FI-box is given in Figure 1. Trun-
cation of 9-bit data done by removing 2 most significant
bits when it is operated with 7-bit data and, 7-bit data
is zero padded by adding two zeros as most significant
bits when it is operated with 9-bit data. We define the
following series of operations:

L1 = R0,

R1 = S9[L0]⊕ ZE(R0),

L2 = R1 ⊕KIi,j,2,

R2 = S7[L1]⊕TR(R1)⊕KIi,j,1,

L3 = R2,

R3 = S9[L2]⊕ ZE(R2),

L4 = S7[L3]⊕TR(R3),

R4 = R3

The function returns the 16-bit value (L4‖R4). The
Figure 1 shows the structure of KASUMI [2] along with
three functions used in it.

3 Overview of SNOW-3G

SNOW-3G is word-oriented cipher algorithm which per-
forms operations by using 128-bit key and, 128-bit Initial-
ization Vector (IV). It has two security modules, LFSR
(Linear Feedback Shift Register) and FSM [9]. The LFSR
is made up of 16 s-blocks each having the capacity to
hold 32-bit data and, the feedback is defined by a primi-
tive polynomial over the finite field GF (232). The second
module is FSM which consists of three registers R1, R2
and R3 and it perform functions by using two substitu-
tion boxes S1 and S2. The algebraic operations used in
the FSM are EX-OR and addition modulo 232.

The SNOW-3G algorithm is working under two differ-
ent modes, one is initialization mode and other is key-
stream generation mode. In initialization mode, 32-bit
output F is generated and it is discarded at the beginning.
After that, the algorithm goes into key-stream mode gen-
eration and produces 32-bit output called as F. The F

⊞

s11 s5 s2 s1 s0s15

-1

⊞

R1 R3R2

S2S1

FSM

Figure 2: The SNOW-3G algorithm [9]

value generated from key-stream is used in the feedback
part of LFSR as shown in Figure 2 Various 32-bit val-
ues of the key-stream are generated which are then used
for encryption of different input data. Brief description
about working of LFSR and, FSM is given below.

3.1 LFSR

It has 16 s-boxes s0, s1, ..., s15 and each box having the
holding capacity of 32-bit. As seen from Figure 2, the
feedback values are taken only from s0, s2 and s11 boxes
and given as feedback to the s15 after some mathematical
feedback computations that are MULα and DIVα.

3.2 FSM

The FSM takes two input values from LFSR which are s5
and s15 and it produces 32-bit output word F defined as
follows:

F = (s15 �R1)⊕R2

The registers (R1, R2 and R3) are updated with the
inflow of new values. Intermediate value r is calculated
before getting in operation with register R1 and so, it is
given as:

r = R2� (R3⊕ s5)

The values corresponding to the Registers R3, R2, R1
are computed in the following way:

R3 = S2(R2)

R2 = S1(R1)

R1 = r

4 Proposed Work on KASUMI

In this proposed design, the FI function is completely re-
moved from all 8 rounds of KASUMI. But the keys that
are used in FI function are retained. The three 16-bit
keys of FI function used in each round of KASUMI are
now used differently. For a particular round, three KI
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                                                                     R4 (Data coming after XOR operation from KI5prime)   

                 (Data coming after XOR operation                                                           

                     with key KI5) (L4)                                       ⊕ 

                                                                                                                                                  ⊕      F 

s2 s1 s0 

FSM 

Figure 3: Structure used at end of the 4th round of KA-
SUMI

keys, KIi1, KIi2 and KIi3 are used. The first two 16-bit
KI sub-keys, KIi1 and KIi2 are concatenated to form a
32-bit key. Similarly, KIi2 and KIi3 are concatenated to
form another 32-bit key, i.e.,

KI1 = KIi1‖KIi2

KI2 = KIi2‖KIi3

The same operation is performed with KI keys of the
other rounds of KASUMI to form two separate 32-bit key.
Final key values are given below and their implementation
is shown in Figure 4 where ’n’ denotes nth round value,

KI3 = (KIi1[n]‖KIi2[n])⊕
(KIi1[n + 2]‖KIi2[n + 2])

KI3prime = (KIi2[n]‖KIi3[n])⊕
(KIi2[n + 2]‖KIi3[n + 2])

Similarly, other sets of 32-bit key values are defined as
follows:

KI5 = (KIi1[n + 3]‖KIi2[n + 3])⊕
(KIi1[n + 6]‖KIi2[n + 6])

KI5prime = (KIi2[n + 3]‖KIi3[n + 3])⊕
(KIi2[n + 6]‖KIi3[n + 6]).

KI7 = (KIi1[n + 1]‖KIi2[n + 1])⊕
(KIi1[n + 4]‖KIi2[n + 4])

KI7prime = (KIi2[n + 1]‖KIi3[n + 1])⊕
(KIi2[n + 4]‖KIi3[n + 4]).

KI8 = (KIi1[n + 5]‖KIi2[n + 5])⊕
(KIi1[n + 7]‖KIi2[n + 7])

KI8prime = (KIi2[n + 5]‖KIi3[n + 5])⊕
(KIi2[n + 7]‖KIi3[n + 7]).

It is well known that 8 rounds are involved in KA-
SUMI. Let’s say 0th round is the first round of KASUMI.
If [n+(integer)] > 7, then MSB will be masked and value
corresponding to binary value is obtained. Then the ob-
tained value will be considered for further operations (for
example, the binary value 110 gets changed to the binary
value 010 after masking MSB). Two nth round values are
required for producing 32-bit KI key and it will be cho-
sen as per the procedure given in the above eqnarray*s.
These KI keys are used as corresponding round values.

                                                                                             64-bit Input 

                                          32-bit                   KL1                                     KO1, KI1    32-bit       

                                                                                                                                  ⊕ 

   KO2, KI2                          KL2 

                                                                                                                                  ⊕ 

                                                                      KL3                                 KO3, KI3 

                                      KI3          ⊕                                                                        ⊕         KI3prime   

                                                                      KO4, KI4                              KL4 

                                                                                                                                 ⊕             KI5prime 

                                        KI5          ⊕                                                                 F  

 ⊕ 

                                                                         KL5                                     KO5, KI5 

                                                                                                                                  ⊕                                                                  

                                                                         KO6, KI6                          KL6 

                                                                 ⊕  

                                                                      KL7                                   KO7, KI7                                    

                                      KI7            ⊕                                                                      ⊕           KI7prime  

                                      

                                                                        KO8, KI8                           KL8      

                                                                                                         ⊕              KI8prime 

                                        KI8        ⊕ 

                                                                                           

                                                                               64-bit Output 

FL 1 FO1 

FO2 FL 2 

FL3 FO3 

FO4 FL 4 

FL5 FO5 

FO6 FL6 

FL 7 FO7 

S1 S2 

Figure.3. 

FL 8 FO8 

Figure 4: Proposed modified KASUMI algorithm (using
combined S1 and S2 at the 7th round)

In proposed design, in addition to making changes in
KI key, small change in second KL-key produced by KL
function is also done in a proposed design. This change
is done only in last and first rounds. As suggested in
reference [15], KL key value used in the 8th round of the
KASUMI is weak and it is having some bits as same as
that of the KL key value that used in the second round of
the KASUMI. The chances for the attack can be extended
to more rounds of the algorithm if the attack has been
done already in the 6th or 7th rounds of the KASUMI.
The changes in the KL function is introduced only in the
first and last rounds of the KASUMI. The S3 box is used
to changing KL key value of 2nd stage of FL function that
present in the first and last rounds. This S-box is same
as that used in SNOW-3G (32-bit Rijndael’s S-box) but
it performs the 16-bit data operation as the length of the
key is 16-bit.

Another important change that made in the proposed
design is the insertion of FSM machine along with three
shift registers and each of it is having the capacity of hold-
ing 32-bits data as is shown in Figure 3 The functioning
of FSM is same as in SNOW-3G. But the SNOW-3G is
basically well known for key-stream generation but in our
case it is used different purpose. The FSM is used only
after the end of 4th round, as shown in Fig.7 and Fig.8.
The output which is generated from FSM for the first time
will be discarded. After discarding this first value from
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FSM, next output bits generated will be used as an input
for next round of the KASUMI. In purposed design the
FSM is initialized for only one time rather than 32 times
as done in SNOW-3G algorithm. The input to FSM is
given through two shift registers that are s1 and s2. The
left input value from the end of fourth round is entered
into s2. This s2 is then EX-ORed with right input value
that coming from the end of the fourth round. This value
produced is then passed into s1 shift register followed by
s0. Fig.6. illustrates the the above explanations.

The 32-bit value of F1 is generated from FSM and it
is EX-ORed with s0 to produce the final output F. This
F is referred as a right input data (R5) for next round
(i.e. 5th round) of the KASUMI. The left 32-bit input
data (L5) is r 4th round of the KASUMI.

L5 = L4 ⊕R4

R5 = F = (F1)(32− bitoutoutfromFSM)⊕ s0

Third modification which have been done in the pro-
posed design is the insertion of S1 and S2 boxes which
are based on Rijndael’s SR and SQ box, respectively.
The functionality of the S1 and S2 boxes are same as in
SNOW-3G. But these boxes are used only after the end
of the 7th round. It considers two different cases, one is
the use of both the S1 and S2 boxes while other use only
the S1 box at the end of the 7th round which are illus-
trated in Fig.7 and Fig8, respectively. Since the S2 box
is not strong as S1 box, it considered to use both the S1

and S2 boxes [8]. The 32-bit output data from left side is
EX-ORed with ’KI8’ key value and the 32-bit right side
data is EX-ORed with KI8 prime’ key to obtain the fi-
nal 32-bit left and 32-bit right data. This is illustrated
in Figure 4 and Figure 5 As given in [15], the last two
rounds are observed to be weaker. In order to strong, the
nonlinearity output can be produced with the help of S-
box that can be leads to increase the complexity for the
attacker.

The FSM is implemented after the 4th round, but this
produced more delay in the encryption process. If the
FSM is implement before 4th round, then also no differ-
ence in encryption time. Our focus was to merely propose
modifications in KASUMI to make it more robust and also
it consumes approximately the same time for encryption
compared to standard KASUMI.

5 Simulation Results

The proposed algorithm was tested using National Insti-
tute of Standards and Technology (NIST) [14] statistical
test suite where all 15 tests were passed. This suite is used
for testing of randomness produced in designed/modified
algorithm. The encryption time required by the modified
algorithm indicates an increase by few seconds compared
to original KASUMI. Comparison is done based on the
’No. of iterations’ which means number of times algo-
rithm remains in operational mode continuously before

                                                                                             64-bit Input 

                                          32-bit                   KL1                                     KO1, KI1    32-bit      

                                                                                                                                 ⊕ 

   KO2, KI2                         KL2 

                                                                                                                                 ⊕ 

                                                   KL3                                    KO3, KI3 

                                        KI3        ⊕                                                                        ⊕         KI3prime  

                                                                       KO4, KI4                            KL4 

                                                                                                                                 ⊕             KI5prime 

                                         KI5         ⊕                                                                F  

 ⊕ 

                                                                         KL5                                     KO5, KI5 

                                                                                                                                  ⊕                                                                                           

                                                                         KO6, KI6                          KL6 

                                                                  ⊕  

                                                       KL7                                    KO7, KI7                                   

       KI7            ⊕                                                                        ⊕            KI7prime 

                                     

                                                                         KO8, KI8                          KL8           ⊕ 

                                                                                                                                   ⊕              KI8prime 

           KI8        ⊕ 

                                                                                  64-bit Output  

FL 1 FO1 

FO2 FL 2 

FL3 FO3 

FO4 

FL5 FO5 

FO6 FL6 

FL 7 FO7 

S1 

Figure.3. 

FL 8 FO8 

FO4 

Figure 5: Proposed modified KASUMI algorithm (using
only S1 at the 7th round)

producing final output value. There are Federal Infor-
mation Processing Standard (FIPS) or Standardization
Administration of China (SAC) standards also used in
previous works as alternate standard for testing an algo-
rithm. In this proposed design, a large array of numbers
at a single time is given to find out an approximate time
taken when the number of iterations are entered. The
testing was based on the software (MobaXtermlinux ap-
plication) and it done on Intel (R) Core(TM) i7-4770 CPU
@ 3.4GHz.

As one can be seen from the simulation results and
the tables presented in this paper, the performance im-
provement of the proposed modified KASUMI design is
compared with the conventional KASUMI in terms both
the encryption speed and encryption time taken. In addi-
tion to that, it also present the simulation result for com-
paring the two different proposed design based on differ-
ent usage of the S-boxes (S1 box alone and combined S1

and S2). The Table 1 illustrate the values for encryption
speed and encryption time taken for various number of
numbers entered for the proposed modified KASUMI al-
gorithm (using combined S1 and S2 box at the 7th round).
And Table 2 illustrate the values for encryption speed and
encryption time taken for various number of numbers en-
tered for the proposed modified KASUMI algorithm (us-
ing only S1 box at the 7th round). And Table 3 illus-
trate the values for encryption speed and encryption time
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taken for various number of numbers entered for the con-
ventional KASUMI algorithm.

First, Figure 6 shows the performance comparisons
of the conventional KASUMI with that of the proposed
modified KASUMI (using combined S1 and S2 at the 7th

round) in terms of encryption time taken Vs number of
numbers entered. The main purpose of this simulation to
show the performance in terms of encryption time taken
of the proposed modified KASUMI is almost identical to
conventional KASUMI. Figure 7 shows the performance
comparisons of the conventional KASUMI with that of
the proposed modified KASUMI (using combined S1 and
S2 box at the 7th round) in terms of encryption speed Vs
Number of numbers entered. As can be seen from the Fig-
ure 7, the proposed modified KASUMI speed is reduced
for higher values of number of numbers entered compared
to the conventional KASUMI. Figure 8 and Figure 9 also
shows the similar type of performance comparisons as in
Figure 6 and Figure 7 but for the case proposed modified
KASUMI (using only S1 at the 7th round). Again, the
performance degradation of our proposed design over the
conventional design is clearly observed from Figure 8 and
Figure 9.

Figure 10 examines the performance comparison of the
proposed modified KASUMI using combined S1 and S2

box at the 7th round Vs proposed modified KASUMI us-
ing only S1 box at the 7th round in terms of encryption
time taken Vs number of numbers entered. From this
result, we can observe that while only the S1 at the 7th

round is used, the time taken for the for encryption is re-
duced by 1 to 2 seconds for the cases of 5 ∗ 107 to 1 ∗ 108

iterations. Figure 11 shows the proposed modified KA-
SUMI using combined S1 and S2 box at the 7th round Vs
proposed modified KASUMI using only S1 box at the 7th

round in terms of encryption speed Vs number of num-
bers entered. As can be seen from the Figure 11, the
encryption speed of the proposed modified KASUMI us-
ing only S1 box at the 7th is increased by 20 to 60 Kbps
for the cases of 5 ∗ 107 to 1 ∗ 108 iterations. Though, the
encryption speed of the proposed modified KASUMI us-
ing combined S1 and S2 box at the 7th round would get
reduced little, but it can be acceptable to have a delay of
1 to 2 by achieving more resistance against attacks.

6 Conclusion

In this paper,it is proposed the use the FSM machine,
Rijndael’s SR box and SQ box in the existing KASUMI
algorithm to make it as more robust against attacks. Also
it is proposed to modify the KL keys by using SR box.
And this changes are is done in the KL keys which are cor-
responding to the 1st and 8th. I addition to that, it is also
proposed to use KI keys in different ways by using Ex-OR
and concatenation operations in tth and 8th as explained
in this paper. From the simulation results, it observed
that the proposed modified KASUMI algorithm will take
more encryption time compared to standard KASUMI al-

Table 1: proposed modified KASUMI algorithm (using
combined S1 and S2 box at the 7th round)

No. of iterations Encry. time taken in sec. Encry. speed in bps

1 ∗ 106 to 2 ∗ 106 1 2000000.00

4 ∗ 106 2 2000000.00

6 ∗ 106 3 2000000.00

8 ∗ 106 4 2000000.00

1 ∗ 107 5 2000000.00

2 ∗ 107 11 1818181.82

4 ∗ 107 22 1769132.49

5 ∗ 107 28 1785714.29

6 ∗ 107 34 1764705.88

7 ∗ 107 40 1750000.00

8 ∗ 107 46 1739130.43

9 ∗ 107 51 1764705.88

1 ∗ 108 57 1754385.96

Table 2: proposed modified KASUMI algorithm (using
only S1 box at the 7th round)

No. of iterations Encry. time taken in sec. Encry.n speed in bps

1 ∗ 106 to 2 ∗ 106 1 2000000.00

4 ∗ 106 2 2000000.00

6 ∗ 106 3 2000000.00

8 ∗ 106 4 2000000.00

1 ∗ 107 5 2000000.00

2 ∗ 107 11 1818181.82

4 ∗ 107 22 1818181.82

5 ∗ 107 27 1821851.85

6 ∗ 107 33 1818181.82

7 ∗ 107 38 1832105.26

8 ∗ 107 44 1818181.82

9 ∗ 107 49 1826734.69

1 ∗ 108 55 1818181.82

gorithm, but the proposed modified KASUMI algorithm
reduce linear and differential attacks in KASUMI.
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Abstract

The competitive edge of many companies and public trust
in government institutions can often depend on the secu-
rity of the information held in their systems. Breaches
of that security, whether deliberate or accidental, can be
profoundly damaging. Therefore, security is a highly topi-
cal issue for both designers and users of computer systems.
A system is said to be secure if it supports the policy of
a security model in a demonstrable way. Two users, or
processes operating on their behalf, are communicating
indirectly or covertly in such a system if they are com-
municating through means that violate the interpretation
of the supported security model. Research to eliminate
or resolve covert communication channels is limited com-
pared to the real, rapid, and often dangerous threats these
channels continuously pose. That is due; at large; to their
ingenious, inventive, and numerous scenarios. In order
for any two users to establish a covert channel, they both
must know one another’s identity. This paper proposes
a design that is based on the fact that it is impossible
inside a system for any process to recognize any user, for
whom other processes are invoked, in order to covertly
communicate with him or her - identities of all users are
hidden. Our design is sought to eliminate covert channels
that are known to a system and those that are unknown
and waiting to be discovered and potentially utilized il-
licitly. The design is sought to eliminate covert channels
indifferent to the scenario they employ.

Keywords: Covert Channels; Channel bandwidth; Cryp-
tography; Multilevel Security; Network Protocols; Security
Model; Security Policy

1 Introduction

It is well known that a large number of databases contain
data that needs to be categorized into different security
levels to securely manage the access to this data. In ad-

dition, the database user must obtain security clearance
that allows them to access a particular data level [16]. In
other words, any system must ensure that the users ob-
tain the data which they are authorized for [35]. There-
fore, civilian and military government agencies are used
to building up their relational database systems based on
the hierarchical classification levels such as Top Secret,
Secret, Confidential and Unclassified.

The Mandatory Access Control (MAC) is a common
security access control model that requires users and re-
sources to be classified and assigned security labels [14],
In other words, objects and subject are labelled with dif-
ferent security levels [13]. MAC is an approach to restrict
unauthorized users from accessing objects that hold sen-
sitive information. It is a B1 level requirement of the Or-
ange Book [9], and interested readers can see more about
the Orange Book in [23]. When a system ororganizes
its data into different classification levels and mandates
with its access control utilizing the MAC model, then
the system will be defined as a Multilevel Secure Sys-
tem (MLS). The MLS is an implementation of MAC. It is
mainly developed for databases and computers that be-
long to highly sensitive government organizations such as
the U.S. Department of Defense [10]. In Multilevel Se-
cure Database Management Systems, users are cleared at
different clearance levels (i.e. Top-secret, Secret, Con-
fidential and Unclassified. While data is given different
sensitivity levels (i.e. Top-secret, Secret, Confidential and
Unclassified) [38]. A covert channel scenario exists if la-
belled data is being transferred to an unauthorized user
without violating Mandatory Access Controls. The unau-
thorized user in this case is a user that hasn’t the appro-
priate clearance to access this labelled data. Commonly,
a covert channel is a method of exploiting a communi-
cation channel by a process in order to pass information
without violating the system security policy. It is note-
worthy to mention that any proposal to solve a covert
channel problem should take into account the system us-
ability and usefulness. In other words, a useful covert
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channel solution is a solution that doesn’t diminish the
usability and performance of the overt channel - a legit-
imate channel that is supposed to allow labelled data to
be accessed by a legitimate user. This paper introduces
a design that is supposed to fully eliminate any potential
covert channel scenario that is intended to leak labelled
information to unauthorized parties.

The rest of this paper is organized as follows: The
next section gives a general overview of covert channel
concepts and their development. Section 3 illustrates the
typical covert channel model, which reflects the general
concept of the covert channel scenario through address-
ing so called prisoners problem. Section 4 sheds some
light onto some common fundamental concepts to give a
concrete idea that facilitates a full understanding of our
proposed design which is presented in Section 5. Then
Section 6 outlines the evaluation criteria of the proposed
design. The paper is concluded in Section 7 and subse-
quently the future work is presented in Section 8.

2 Covert Channel Development

A covert channel allows people to exchange hidden infor-
mation in an undetectable way - in a way that doesn’t di-
minish legitimate communication procedures, which com-
plicates the detection of such kinds of threats. In addition,
a covert channel can also be exploited to pass malicious
activities such as Trojans and viruses etc. so traditional
firewall systems couldn’t recognize them.

It is illogical to attain full elimination of covert chan-
nels; however, it is possible to reduce them through an effi-
cient and careful system design. Initially, the covert chan-
nel was introduced in stand-alone systems and was later
extended to exploit computer network environments. Ac-
cordingly, there are two scenarios in which covert channels
exist: network-based system covert channels and stand-
alone system covert channels. In stand-alone covert chan-
nels, two processes of different security levels communi-
cate with each other covertly to leak hidden information,
(i.e. a high security level process leaks secret data to
another process with low security level). In, contrast, a
network covert channel exploits network protocol to carry
covert messages [4].

Recently, different techniques have been developed
that increasingly magnify covert channel threats. These
rapidly developed techniques present security experts
with a real challenge to fight against this ongoing threat.
Interested readers are referred to [6], for in depth in-
formation on the rapid development of covert channels,
in which a lack of covert channel countermeasures is
clearly noticed. In the same context, Elsadig et al. in-
troduced a valuable concept, the network covert chan-
nel triangle (DSM - Development, Switching and Micro-
protocol), which involves three elements that have the
most direct impact in developing network covert chan-
nel technology. The DSM triangle reflects the impor-
tance of network covert channels and the security chal-

lenge that is posed [6]. Another good contribution in net-
work steganography is done by Wendzel et al. [40]. They
introduced a unified description that assist in categorizing
network hiding methods. This valuable effort provides a
unified taxonomy of hiding techniques, enables the com-
parison between them and offers an evaluation framework
to assess hiding methods novelty.

It is noteworthy to mention that covert channels are
not always used to threaten information security. Some
practical uses for covert channels were presented, [11, 12,
34, 36] such as use of covert channels by network ad-
ministrators to distribute secret information among the
network users, use of covert channels to secure authen-
tication processes, etc. As an example of using covert
channels legitimately, Singh et al. proposed an approach
that uses covert communication to enhance Vehicular Ad-
hoc Networks (VANETs) security [34]. VANETs have
become a hot area of research as they pose many se-
curity challenges [8]. Moreover, any suggested security
solution for VANETs has to ensure an acceptable over-
head that doesn’t affect their protocols performance [7].
Singh’s model exploits a storage covert channel approach
to convey secure data while the transmission of unimpor-
tant data can be done through the system overt channel.
However, this trend, the trend of using covert channels
for useful purposes, doesn’t change the fact that covert
channels are ongoing, devolved and a dangerous threat,
as covert channel techniques are developed according to
the rapid development of computer system and network
protocols.

3 Typical Covert Channel Model

This section introduces the typical concept of covert chan-
nels, which is illustrated through the common scenario
that is known as the prisoners problem [33].

Alice and Bob are prisoners who wish to communicate
to each other, keeping in mind the end goal is to arrange
their escape. The possible communication channel that
can be used to speak to each other is under monitoring
by so called Wendy (Warden). Wendy is dedicated to
watch the communication between them. When Wendy
catches any suspicious information, Alice and Bob will be
moved into solitary confinement and that results in killing
any hope for them to exchange any piece of information.
Therefore, in order to avoid this situation, Alice and Bob
should find a secret channel to exchange their messages in
a manner such that Wendy cannot be able to detect them.
In this case, this channel is known as a covert channel
which allows two communication parties to exchange their
secret information covertly without being detected by a
monitoring system.

When Alice and Bob are establishing their communi-
cation via networked computers, then the scenario is rep-
resenting another type of covert channel which is know as
a network covert channel [5].
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Figure 1: Typical covert channel model

4 Fundamental Concepts

This section has introduced fundamental security con-
cepts that are required to understand our proposed de-
sign which is illustrated in Section 5. These concepts
encompass Authentication, Multilevel Security and Cryp-
tosystems. In addition, this section sheds some light on a
storage covert channel that threatens multilevel security
systems.

4.1 Authentication

Authentication, authorization and accounting (AAA) is a
framework to apply policies, control and manage access to
resources and examine the usage of these resources [42].
Authentication is a process of verifying the identity of a
subject so as to ensure no subject can gain access to an
information resource (object) unless their identity is ver-
ified. The next step after verification is Authorization
which determines what a subject accesses after authen-
tication. Authorization is classed into two types, Course
Authorization and Fine Authorization. As an example,
having access to a payroll system is a Course Authoriza-
tion while determining which function is allowed to be
accessed after getting into a payroll system is a Fine Au-
thorization.

Accountability is concerned with recording what a sub-
ject does, when it does it and where it does it.

These combined processes (authentication, authoriza-
tion and accounting) are considered vital for effective net-
work management and security. Moreover, authentication
is considered the foundation of all security systems [28].

An effective and successful authentication procedure
is heavily based on the efficiency of the verification pro-
cedure that is being used. The trusted computing base
(TCB) is the mechanism that is used to perform the au-
thentication procedures as a part of its whole security
mission. It maintains enforcement of the security policy
of a given system. The careful design and implementa-
tion of a TCB for any system is paramount to its overall
security. System users are considered outside the system
boundaries, so the TCB doesn’t deal directly with the sys-
tem users. The TCB is dealing with the processes inside
the system that act on behalf of the real system users.
Normally, inside a system boundary, the system creates

processes to represent users, so the processes request and
consume the system resources on behalf of the associated
users.

In our proposed design, the Extended TCB Theater
(ETCB) that is illustrated in Section 5, a user is assumed
to have neither stolen nor forged the identity of a legit-
imate user that is given to provide authorized access to
the TCB system.

Commonly, there are three types of authentication
mechanisms: password-based [1, 15, 20, 25, 27, 39], token-
based and biometrics-based [17, 21, 22, 43]. Password-
based is the most popular one and it uses something a user
knows (i.e. password, personal identity number (PIN)
etc.). While token-based uses something a user possesses
(i.e. smart cards, physical keys etc.). The last type is
biometrics-based which is known as something a user is
and does (i.e. fingerprint matching, iris scanning, voice
recognition etc.) [28].

Pham et al. discussed the shortcomings of the afore-
mentioned authentication mechanisms and recommended
the new mechanism that has emerged recently, which
is known as electroencephalography (EEG) [28]. EEG
is a type of biometrics and combines the advantages
of password-based and biometrics-based authentication
mechanisms without their shortcomings. Accordingly,
Pham et al. proposed an authentication system based
on EEG signals to be used in multilevel security systems.

4.2 Multilevel Security

The development of database systems and their utiliza-
tion by various people with various interests makes it cru-
cial to design completely secured database systems [31].

Commonly, any secure Database Management System
(DBMS) uses some rules to control access to its data. The
setting of these rules is defined as the system security pol-
icy, in which any company enforces its security policy to
allow only authorized users to access what they are au-
thorized for. The access process encompasses subject and
object. The subject is an active process request to ac-
cess an object, while the object is a passive entity such
as information resources. The rules that control the ac-
cess process can be abstracted by what is called an access
control matrix. Each element of this matrix represents an
authorized mode of access as illustrated in Figure 2.

Each subject is assigned a clearance, and each object
a classification [18]. Clearances and classifications are
formed into so called access classes. Each access class
involves two parameters (a hierarchical and a group of
nonhierarchical categories). Top secret and Secret are ex-
amples of hierarchical components while Navy, Military
is an example of a group of nonhierarchical categories [9].

MAC, which is mainly based on the Bell-LaPadula
model [10, 26] allows a labelled object to be transferred
to a subject if and only if the object access class is dom-
inated by that of the subject. The TCB mechanism is
closely similar to MAC concepts. It is the set of security
components in which to enforce a system security policy.
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Figure 2: An example of TCB model

It assigns labels to objects, users and processes. The TCB
should be carefully designed and protected to enforce ac-
cess controls effectively.

Fadlalla asserted that covert channels still exist in
many systems despite the fact that many effective criteria
were presented to disallow any attempt at covert commu-
nication between two processes. These criteria include
CTCPEC, TCSEC and the Bell-LaPadula model etc. [9].

As mentioned, in Multilevel Secure Database Manage-
ment Systems, users are cleared at different clearance lev-
els (i.e. Top-secret, Secret, Confidential and Unclassified.
Data is given different sensitivity levels (i.e. Top-secret,
Secret, Confidential and Unclassified) [38]. To illustrate
the concept of a security level classifications approach an
example is given below.

Example 1. Imagine a database system with five user
classifications as follows: Top Secret, Secret, Confidential
and Unclassified. According to these classifications, the
database would be classified into the same security level
classifications as shown in Figure 3.

Figure 3: Database security level classification

A user can access the database according to two pa-
rameters (their security level and database security level).
These classifications are hierarchical in nature. In other
words, an unclassified user can only see the unclassi-
fied database while the Top-Secret user can see all other
database security levels (Top Secret, Secret, Confidential
and Unclassified). Confidential can see Confidential and

Unclassified security levels and so on as illustrated in Fig-
ure 4.

Figure 4: User clearance levels

Generally, it is commonly known that any system en-
forces the two rules: (1) simple security property and (2)
star property providing multilevel security [30, 37]. Multi-
level Security is expected to help in the decision to access
a domain with security classifications, a domain where
its information has security levels (i.e. Confidential, Se-
cret etc.) [29]. Based on some specific requirements and
definitions, the National Security Agency (NSA) has de-
fined various levels of security for computer and network
systems. These definitions were stated on the evalua-
tion criteria: Trusted Computer System Evaluation Cri-
teria (TCSEC) and Trusted Network Interpretation of the
Trusted Computer System Evaluation Criteria. Accord-
ingly, six hierarchical ratings levels are defined: A1, B3,
B2, B1, C2 and C1. A1 is the most secure level while C1
is the least secure. The requirements for MLS are pre-
sented in Division B, which includes three sub-levels (B3,
B2 and B1). Generally, we summarize that MLS refers
to a system in which at least two classification levels of
information or more are processed at the same time, and
not all users are cleared for all levels of information [41].

4.3 Covert Channel

When dealing with a data object, as one subject writes to
and another reads from, in this case the data object is con-
sidered an overt channel because this entity (data object)
is mainly intended to hold data (i.e. files, buffers etc.).
When subjects exchange information through a non-data
object entity, then a covert channel exists. That means
covert channels use a non-data object (an object that isn’t
used to hold data) to send data from one subject to an-
other. There are two types of covert channel, storage
and timing covert channels [3]. In a storage channel, the
unauthorized information is being exchanged through a
non-data object (i.e. one high process writes information
to a non-data object, and then a low process reads that
information). This scenario is legally accepted because
the two processes can write to or read from a non-data
object. However, from a different perspective, the sce-
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nario is violating the system security policy because the
information is exchanged between a high process and low
process, which is prohibited. Therefore, it is noteworthy
to say that detection of covert channels is highly difficult
since the covert channel doesn’t diminish the system le-
gal operations. Timing covert channels occur by means of
one process that can modulate signals or secret messages
to another process that is not authorized to gain such
information. After modulation of the secret message by
the sender process, then the intended process (receiver)
observes and decodes the secret message [4].

Commonly, most covert channel detection methods
rely heavily on identifying illegal flow of information in
source code or top-level specifications. As a matter of
fact, some excluded resources in the interpretation phase
of any security model represent fruitful areas for develop-
ing covert channels. These resources include design detail,
implementation detail etc.

4.4 Cryptosystems

A cryptographic system has five components:

• A plaintext message.

• A ciphertext message.

• A key space.

• An enciphering transformation: the transformation
of a plaintext into ciphertext.

• A deciphering transformation: the transformation of
a ciphertext into plaintext.

Commonly, there are two rules that each cryptographic
system should adhere to, these rules are:

1) The two main operations of any cryptographic sys-
tem, enciphering and deciphering transformations,
have to work for all keys of the key space.

2) Any cryptographic system must depend on maintain-
ing the security of the keys not on the secrecy of the
encryption/decryption algorithms.

Figure 5: Diagram of a cryptographic system [9]

The Cryptosystems are categorized into two classes:
symmetric cryptosystems and asymmetric cryptosystems.
For symmetric cryptosystems, a same key is used for
both operations, encryption and decryption, and this key
should be kept secret. In asymmetric cryptosystems, the

encryption key and the decryption key are different. So,
the decryption key is kept secret while the encryption key
is made public [9].

5 Extended TCB Theater

The extended TCB Theater is a security design that aims
to eliminate any potential covert channel that is sup-
posed to pass classified information to unauthorized users
covertly. The design is an extended version of our design,
TCB Theater presented in [9]. The enhanced version,
called Extended TCB Theater (ETCBT) is a combina-
tion of two approaches, authentication and cryptography.
This is to ensure that the identity of a user is kept secret
from other users. So, covert processes - that work on be-
half of users - would never know each other and this is
expected to fully eliminate any potential covert channel
that intends to leak confidential information to unautho-
rized parties. The ETCBT is controlling the request that
is made by a subject to access an object; the subject would
be any process that wishes to utilize object resources. As
a matter of fact, some processes are legitimate processes
that work on behalf of legitimate users, while some pro-
cesses can be malicious (i.e. processes infected by Trojan
horses or by any other means of malicious activity) that
work on behalf of covert users -legitimate users that com-
municate with each other covertly. Therefore, this design
is mainly built to break the connection between covert
processes through hiding the true users’ identities.

5.1 ETCBT Assumptions

There are three assumptions that our proposed system
heavily relies on:

1) The design assumes that a user can’t be seen on the
ETCBT system after assigning a process to work on
their behalf.

2) The design assumes that more than two processes
are running at the same time. It is commonly ex-
pected that most times this assumption is valid, but
in case this assumption is not valid, the ETCBT in-
troduces a new approach to ensure the validity of
this assumption. The ETCBT ensures the presence
of this assumption by introducing a confusing pro-
cess in the case that only two processes are running
at a given time. If two covert processes try to infer
that they are the only communicated processes at a
given time, the confusing process defeats that.

3) The design assumes that a trusted, secure and direct
communication path should be attained between a
user and the ETCBT system. To ensure the two com-
munication parties are authenticated by each other
and their exchanged data is secured.
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5.2 ETCBT Components and Descrip-
tion

The ETCBT system consists of four essential components
listed below and illustrated in Figure 6.

1) Theater Office.

2) TCB.

3) Confusing Process Generator.

4) The user.

5.2.1 Theater Office

This unit is the same as the “Box Office” unit illustrated
in the previous model [5]. A user is required to ob-
tain “pass-information” to be able to access the TCB.
This pass-information is provided by the Theater Office.
When the Theater Office provides the user with the pass-
information, it sends encrypted information about the
user to the TCB at the same time. The detail of how
this unit works is discussed in the next section.

5.2.2 TCB

This unit consists of four components: the Database
Trusted Guard, the Reference Monitor, the Authentica-
tor, and the Secure Data Block. The Secure Data Block
has a direct communication channel with the Theater Of-
fice, whereas the rest of the components are logically con-
nected to the Theater Office.

5.2.3 Confusing Process Generator

This unit works only under special conditions, when there
are only two processes running at the same time. When
this condition is met, the Reference Monitor sends a re-
quest to the Confusing Process Generator, and then the
latter unit generates a confusing process. The Reference
Monitor receives the confusing process and prompts the
Database Trusted Guard to give the confusing process
access to the same object that is being used by the afore-
mentioned two processes. In this case, the two processes
will be confused about which process has performed the
last operation on the shared object. Therefore, this breaks
up any potential covert communication, if we assume that
the two processes have an intention to leak classified in-
formation covertly.

5.2.4 The User

This unit represents a user who wishes to access the TCB.
In other words, the user who wishes to access an object
in a classified database (Multilevel Security System).

5.3 How ETCBT Works

A user is granted an access class, a list of user allowed
processes to be executed on the TCB, and a permanent
login identifier. These are permanent privileges unless a

Figure 6: ETCBT design diagram

change is required by the system security policy. The
Theater Office is responsible for providing the aforemen-
tioned privileges. Then the user uses his log on identifier
and encryption key/keys to only communicate with the
Theater Office.

When a user needs to access an object, they send their
plain login identifier to the Theater Office - unencrypted
identifier. That means the user must be identified by
the Theater Office. Then the Theater Office does the
following scenarios simultaneously:

1) Send encrypted “pass information” to the user, which
includes a temporary login identifier along with a new
user encryption key to be used to communicate with
the TCB.

2) Send a “ticket” to the TCB through the Secure Data
Block unit, which is connected to all other TCB’s
components. The ticket is an encrypted packet that
consists of the following parts:

• The “pass-information” which is encrypted with
a shared key between the TCB Authenticator
and the Theater Office.

• Users’ login identifiers and a list of their allowed
processes to be executed on the TCB. This in-
formation is encrypted with a key. This key is
shared between the Theater Office and the TCB
Reference Monitor.

• Users’ login identifiers and their access classes
are both encrypted with a key. This key is



International Journal of Network Security, Vol.20, No.5, PP.898-906, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).11) 904

shared between the Theater Office and the TCB
Trusted Guard.

These scenarios ensure separate communication be-
tween the Theater Office and the TCB’s components.
This design relies on cryptography to secure the commu-
nication between its components as described above. So,
each component has a logical separate secure path to the
other components, which ensures the separation between
the users and the processes are working on their behalf.
In return, this will successfully prevent any attempts to
establish any covert communication.

6 Approach Evaluation Criteria

Our evaluation is based on implementations of real sce-
narios that are expected to reflect realistic results which
prove our approach’s expectations. Our design is sought
to completely stop any two users - usually with different
access levels - to benefit from their covert communication.
To initiate a covert channel, two users who are presented
inside the systems by two different processes, have to iden-
tify each other. One of the two users is the sender of the
illicit information and the other is the receiver. Our de-
sign hides all users’ identities from the TCB. Our design
does not prevent; nor does it worry about; illicit signaling
between processes, rather, it prevents illicit signaled infor-
mation to reach its intended receiver. Hiding users’ identi-
ties prevents any potential covert communication between
any two users. Our approach establishes a trusted path
service which ensures users direct and uncompromised
secure communication with TCB; the Trusted Guard is
placed between a process and the database. Each TCB
component is forced to know the least information about
users necessary to serve them; and is certainly not aware
of their identities. Therefore, our evaluation is dependent
on the cryptosystem used; we assume it to be effective
in terms of its efficiency and usability. The evaluation
procedure may consider either symmetric or asymmetric
cryptosystem. Taking into account the development in
cryptosystem techniques; e.g., Elliptic Curve Cryptogra-
phy (ECC) challenges RSA. ECC attains better security
in case of using a smaller key compared to RSA [19]; con-
sequently; it decreases the processing overhead and that
is one important criterion when it comes to evaluating
a cryptosystem’s performance. Any suitable supported
programming language may be used to implement our
design, e.g., C++. while this section demonstrates our
approach’s evaluation criteria, the implementation and
evaluation results are left as future work, as indicated
in Section 8.

7 Conclusion and Discussion

Based on hiding all user identities from the TCB and thus
from the processes that are operating on their behalf, an

efficient design has been proposed by this paper to pre-
vent any two users with different classes (i.e. Top Secret
level and Confidential level) from initiating a covert com-
munication channel. As a matter of fact, the design is
not preventing two processes from being communicated
covertly. However, the process that passes a covert mes-
sage never knows to which user the receiving process be-
longs. So, at the level of processes communication, the
processes will never identify each other on the level of the
true users that they are operating on their behalf. This
design is expected to totally overcome the covert chan-
nel problem in multilevel security systems even if there
are only two processes running at the same time. When
there are only two active processes, the design introduces
a so called “confusing process” to confuse the two active
processes and thus prevents them from having a successful
covert communication.

With the rapid development of computer networks,
many enterprises build up their local network. Defi-
antly, these networked computers store a great amount
of data or information and the users continuously ex-
change information over the network. This phenomenon
has boosted the need for secure communication [24]. In
this sense, some recent woks have been presented such as
those at [2, 32].

An extension of the Bell-Lapadula model to suit local
area networks, called the L-BLP model, has been pro-
posed in [32]. This is where each host is assigned a se-
curity level, and then according to these levels the mon-
itoring device controls all communications between these
hosts by applying the L-BLP security policy. The L-BLP
defines system topologies and builds up new state transi-
tion rules to control the flow of information securely. This
represents a multilevel security local area network MSL.
The L-BLP model allows a low-level host to send informa-
tion to another with a high level and prevent a high-level
host sending information to a low-level host. However,
this scenario isn’t valid for a TCP/IP network, which re-
quires a Knowledge message (ACK) to ensure packet de-
livery. When a packet is sent by a low host to a high one,
the low host waits to receive the ACK message, but the
high host is prevented by L-BLP model policy from send-
ing any information to the low host. Solving this problem
(by allowing the high host to send an ACK message to
the low one) causes a covert channel scenario as a high
host can exploit the ACK message to pass information to
a low host which is against security rules [24]. Our design
is expected to solve this problem as it is mainly based on
the separation between a user and the process that oper-
ates on their behalf. If a user (a Host in terms of network)
acknowledges another user (another Host), this acknowl-
edgment is within the level of the users. Therefore, the
processes are not being involved as per our design pol-
icy and thus prevent any attempt to handle any covert
communication.
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8 Future Work

Our future work would be focused in verifying our design
through a real or simulated environment to give realistic
results. In addition, this design is expected to be ex-
tended to suit a network environment as an approach to
fix network-based covert channels. The network covert
channel techniques are dramatically increased, developed
and pose a real challenge.
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Abstract

Traditional ciphertext encryption scheme easily leaks in-
dividual data privacy information. Therefore, this pa-
per proposes a secure and efficient ciphertext encryption
scheme based on attribute and support strategy dynamic
update via hybrid encryption method. The asymmet-
ric encryption algorithm (ASE) is adopted to encrypt
the data and the attribute-based encryption algorithm
(ABEA) to encrypt the sharing key. The results are stored
in cloud with the form of ciphertext, which ensures the se-
curity of stored data. Meanwhile, it reduces the number of
ciphertext variable parameters, this way saves the energy
consumption of physiological sensors. Access strategy of
dynamic update technology is based on attribute encryp-
tion algorithm which provides an extension features, it
is the effective way to achieve fine-grained access con-
trol. Dynamic update technology allows data owner to
dynamically update ciphertext access information in the
clouds. Through comparing the proposed scheme with
the state-of-the-art schemes in terms of performance, the
experimental results show that the proposed scheme can
ensure the security of the stored data. In addition, it has
a low communication and computation overhead, which
proves that our new scheme has higher performance than
other encryption schemes.

Keywords: Asymmetric Encryption; Ciphertext Encryp-
tion Scheme; Data Privacy; Energy Consumption; Sup-
port Strategy Dynamic Update

1 Introduction

In recent years, how to design an efficient and secure pub-
lic key encryption scheme is a hot issue. Ciphertext en-

cryption system is a special public key encryption sys-
tem [1,16]. In a ciphertext-based encryption scheme, any
string (such as an E-mail address), address, ID card num-
ber etc., can be used as a legitimate public key. The
private key of user needs to be generated by the private
key generation center. Due to the widely use and flexi-
ble application of ciphertext encryption, researchers pro-
pose a variety of secure ciphertext encryption schemes,
but the common drawback is that the safety certificate
is not compact, or difficult to solve the Diffie-Hellman
(BDH) problem [6, 9, 14]. For data storage security pri-
vacy protection, Jivanyan [4] proposed to send the user
key of encrypted the data through the security channel
to ensure the stored data privacy security. To reduce the
transmission overhead,

Li [5] proposed a new encrypted storage scheme that
used the user’s private key to encrypt the data and store
it on the server side. The user access server could decrypt
the data directly. But the above two programs need to
maintain a large number of keys, and it is not easy to
control. Zhou [18] proposed a new construction of Ci-
phertext Policy Attribute-Based Encryption (CP-ABE),
named Privacy Preserving Constant CP-ABE (denoted
as PP-CP-ABE) that significantly reduced the ciphertext
to a constant size with any given number of attributes.
Furthermore, PP-CP-ABE leveraged a hidden policy con-
struction such that the recipients’ privacy was preserved
efficiently. As far as we know, PP-CP-ABE was the first
construction with such properties [2]. Furthermore, he
developed a Privacy Preserving Attribute-Based Broad-
cast Encryption (PP-AB-BE) scheme. Compared to ex-
isting Broadcast Encryption (BE) schemes, PP-AB-BE
was more flexible because a broadcasted message could
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be encrypted by an expressive hidden access policy, either
with or without explicit specifying the receivers. Hu [?]
proposed a secure and efficient data communication pro-
tocol. After establishing a communication channel by
a two-factor authentication, it used CP-ABE technology
and signature methods to make protection and privacy
certification for the data, but the weak point was that
the energy consumption was large. But they has a com-
mon problem-low computational efficiency.

In view of the above problems, this paper presents
an attribute-based security and efficient ciphertext en-
cryption scheme via hybrid encryption method. The
asymmetric encryption algorithm encrypts the data and
attribute-based encryption algorithm encrypts the shar-
ing key respectively to ensure the security of the stored
data and realize the user’s attribute-based access control.
The traditional encryption algorithm is improved by re-
ducing the number of ciphertext variable parameters, it
has improved communication efficiency and reduced com-
putational overhead.

The rest of the paper is organized as follows. Section 2
introduces public key encryption definition and security
model. Section 3 outlines the proposed scheme to analyze
detailed processes. Experience and security analysis are
given in Section 4. Section 5 finally concludes this paper.

2 Public Key Encryption Defini-
tion and Security Model

A public key encryption scheme consists of three algo-
rithms.

1) Key generation algorithm (Setup(k)). Given secure
parameter k, this algorithm outputs public key pk
and corresponding private key sk.

2) Encryption algorithm (Enc(pk,m)). Given public
key pk and plaintext m, this algorithm outputs C.

3) Decryption algorithm (Dec(sk, C)). Given private
key sk and ciphertext C, this algorithm outputs
plaintext M or N . N indicates that it is illegal ci-
phertext.

IND-CCA2 secure model of public key encryption can
be defined by the game between challenger Ch and ad-
versary A.

Stage 1. System building. Challenger Ch runs Setup to
generate public-private key pair (pk, sk) and reserve
sk. pk is sent to adversary.

Stage 2. Query1. Adversary does a series of decryp-
tion queries. When adversary decrypts ciphertext
C, challenger runs Dec(sk, C) and sends results to
adversary.

Stage 3. Challenge. When adversary decides to finish
query1 stage, it will output two equal plaintexts m1

and m2. Challenger will randomly select α ∈ (0, 1)
and set challenge ciphertext as C ′ = Enc(pk,mα).
Then C ′ will be returned to adversary.

Stage 4. Query2. Adversary does a series of decryption
queries. Challenger uses the same method like stage1
to respond. Here, adversary cannot decrypt C ′.

Stage 5. Guessing. Finally, adversary outputs the guess
α′ of α.

The above adversary A is defined as IND-CCA2 ad-
versary. And the advantage of public key encryption is
as:

AdvIND−CCA2
A = |Pr[α′ = α]− 1

2
|.

For any adversary A with probabilistic polynomial
time, the advantage AdvIND−CCA2

A of public encryption
scheme can be ignored. Therefore, this public encryption
scheme is IND-CCA2 security.

3 Secure and Efficient Ciphertext
Encryption Scheme

The system mainly involves four basic technologies: ac-
cess tree [3], bilinear map [8], Shamir secret Sharing [17]
and CABE [12].

3.1 Access Tree

Supposing T is an access tree, and each non-leaf node x in
T represents a threshold structure described by its child
node numx and a threshold kx, where numx represents
the number of child nodes of node x. kx represents the
threshold value of x, and kx ∈ [1, numx]. When kx = 1,
node x denotes a logic OR relation. When kx = numx, it
represents a logic AND relationship. Each leaf node x is
described by an attribute and a threshold kx = 1.

Access tree involves several related functions in the
practical application. Here is a brief introduction. The
function parent(x) represents the parent of node x. The
function att(x) represents the associated attribute of re-
turn leaf node x. In order to conveniently invoke nodes
in the access tree, access tree sorts each node, and the
function index(x) represents the index value of the re-
turn node x.

3.2 Bilinear Map

Supposing G0 and G1 are two p − order multiplicative
cyclic groups. g is a generator of G0 and e is a bilinear
map, namely e : G0 ×G0 → G1, then for any i, j, k ∈ G0

and a, b ∈ Zp, the map e has the following properties:

1) Bilinear: e(ia, jb) = e(i, j)ab.

2) Non-degenerative: e(g, g) 6= 1.

3) Polymerizability: e(i · j, k) = e(i, k)× e(j, k).
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If the group operation is highly computable in G0 and
the map e : G0 × G0 → G1, then the group is called
bilinear. So map e is commutative: e(ga, gb) = e(g, g)ab =
e(gb, ga).

3.3 Shamir Secret Sharing

Shamir secret sharing technology can be explained that
distributors distribute the sharing key s to n participants
P1, P2, · · · , Pn, any t participants can restore the key, and
less than t participants can not restore the key. The main
principle of Shamir secret sharing is to divide the key s
into n parts and distribute them to n participants. Ran-
domly selecting the t integers a0, a1, · · · , at−1 from finite
field GF (q). Supposing a0 = s, we can form a polyno-
mial f(x) = s+ a1x+ a2x

2 + · · ·+ at−1x
t−1. Calculating

f(xi)(i = 1, 2, · · · , n), and then sharing xi and f(xi) with
the participant Pi. When the collected sub-secrets are
greater than or equal to that provided by t participants,
we can rebuild the key S by the following formula.

s = f(0) =

t∑
i=1

(f(xi)
∏

j∈[1,t],j 6=i
0−xj
xi−xj

).

3.4 Ciphertext Attribute-based Encryp-
tion

Ciphertext attribute-based encryption (CABE) is a
method that associates a user’s private key with a set of
user attributes and expresses the attribute discrimination
condition as an access tree and is deployed in a ciphertext.
The user can decrypt the ciphertext only if the attribute
set of the user’s private key satisfies the attribute judg-
ment condition in the ciphertext.

In general, CABE includes the following four steps:

1) System initialization Setup: input a random param-
eter, output the main key MK and public parameter
PK.

2) Message Encryption CT = Encrypt(PK,M, T ): in-
put encrypted message M , public parameter PK and
access tree T , output ciphertext CT .

3) Key generation SK = KeyGen(MK,S): input at-
tribute set S and the main keyMK, output the user’s
public key PK and private key SK.

4) Ciphertext decryption M = Decrypt(CT, SK): in-
put ciphertext CT and user private key SK. And
decrypt ciphertext CT to get the plaintext M .

3.5 Proposed Security and Efficient Ci-
phertext Encryption Scheme

Because of the excellent characteristics of CABE, it can
be used for our ciphertext access control scenario, but
CP-ABE belongs to asymmetric encryption algorithm, it
is difficult to encrypt a lot of data. So in our scheme, we

first use an AES sharing secret key K to encrypt the data,
a RSA public key is used for signing and verifying Kpub,
Kpriv for K. Then the K is encrypted using the improved
CP-ABE to reduce the number of ciphertext variables and
ensure that K can only be accessed by legitimate users.

The following is the detailed realizing process for our
new scheme.

3.5.1 System Initialization

1) Randomly select a p− order cyclic group G0, a gen-
erator g and a bilinear pair e : G0×G0 → G1. Select
a hash function H : G2

0 → Zp and (x1, x2, x3 ∈ G).
Compute g1 = gx;

2) Define a Lagrangian coefficient ∆i,x : ∆i,x(x) =∏
j∈[1,t],j 6=i

0−xj
xi−xj

), i represents the element in user at-

tribute set S;

3) Randomly select a parameter α and a hash function
H : 0, 1∗ → 0, 1l;

4) Generate the master key MK = (α, gα) and the pa-
rameter PK = G0, g, e(g, g)a;

5) Use PK and user attribute set S to generate the user

private key SK = (∀j ∈ S : Dj = g
a

H(j) .

3.5.2 Data Encryption

Given a plaintext M ∈ GT , it first randomly selects τ ∈
Z∗p .

1) Physiological sensor SNi perceives information M1,
generates a hash value hash(M1) for M1;

2) SNi uses K to encrypt information M1 and get
EK(M1, hash(M1)), uses Kpriv to sign K and get
SIGKpriv

(K);

3) Use Algorithm 1 to encrypt K and get CK = (T,C =
Ke(g, g)as, y ∈ Y , Cy = gH(att(y))qy(0);

4) SNi sends EK(M1, hash(M1)) and {SIGKpriv (K),
CK} to PDA, SNi → PDA: {IDSNi , IDPDA,
EK(M1, hash(M1)), SIGKpriv

(K), CK};

5) When the SNi uploads the i−th dataM1, performing
step1 and step2, sends EK(Mi, hash(Mi)) to PDA:
SNi → PDA : IDSNi

, IDPDA, EK(M1, hash(M1));

In each time period, SNi only sends the ciphertext
data CK and the signature data SIGKpriv

(K) to
PDA, the next transmission is happened when the
sharing key K is updated or invalidated.

6) Then it calculates C0 = e(g1, x3)rM , C1 = gr and
C2 = (xw1 , x

τ
2 , x3)r. Here, w = H(C0, C1). Finally, it

outputs ciphertext CK.

Algorithm 1. Encrypt(PK,K, T )
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• Input: public parameter PK, sharing key K and ac-
cess tree T with root node R.

• Output: ciphertext CK.

Step 1. Set a polynomial qx with dx = kx − 1 power for
each node in the access tree.

Step 2. Select a random number s ∈ Zp and set s =
qR(0), meanwhile, select dR random numbers ai ∈
Zp. Define the polynomial qR for root node R.

Step 3. Set qx(0) = qparent(x)(index(x)) for any other
nodes x in the access tree, and select dx random num-
bers from Zp to define qx.

Step 4. Let Y be the set of leaf nodes, and the cipher-
text constructed by access tree T is CK = (T,C =
Ke(g, g)as, y ∈ Y : Cy = gH(att(y))qy(0)).

Step 5. Output ciphertext CK.

3.5.3 Support Strategy Dynamic Update

Support strategy dynamic update (SSDU) contains at-
tribute authority, cloud server, data owner and data user.

• Attribute authority. In the system, it has multiple
attribute authorities, each attribute authority does
not depend on other attributes authorities. It is only
responsible for managing their domain attribute of
users. Attribute authority is responsible for generat-
ing the public and private key pair. And according
to the domain users, they generate their own private
key respectively.

• Cloud server. It is responsible for storing data and
providing file access service for the data users. Cloud
server is responsible for updating old ciphertext ac-
cess strategy tasks at the same time. After updating,
the completion of the new ciphertext is equivalent to
the ciphertext directly generated by the new access
strategy.

• Data owner. It is responsible for access strategy and
using these strategies to encrypt data. Data owner
is responsible for generating policy to update the key
at the same time, and requesting a cloud server to
update the old access strategy.

• Data user. The system generates an unique identity
for each data user.

In SSDU, there are seven polynomial time al-
gorithms: GlobalSetup, AuthoritySetup, SKeyGen,
Encrypt, Decrypt, UKeyGen and CTUpdata.

• GlobalSetup(λ)→ GP . Select a random security pa-
rameter λ as input and output the public parameter
GP .

• AuthoritySetup(GP,AID) → (SKAID, PKAID).
In the system, each attribute authority performs
this algorithm to complete initialization opera-
tion. Use public parameter GP and unique iden-
tity AID to generate private key and public key
(SKAID, PKAID).

• SKeyGen(GID,GP, SGID,AID, SKAID). AID pro-
duces attribute private key SKAID for GID.
SKAID, GID, SGID,AID and GP is as input.
SKGID,AID is as output.

• Encrypt(PK,GP,m,A) → CT . Public parameter
GP , access structure A and public key set PK are
used to encrypt message m. Output ciphertext CT .

• Decrypt(CT,GP, SKGID,AID → m. GP and
SKGID,AID are used to decrypt ciphertext CT . If
the attribute of user private key can satisfy the ac-
cess structure in ciphertext CT , then the encryption
algorithm can correctly decrypt ciphertext and out-
put message m.

• UKeyGen(PK,EnInfo(m), A,A′) → UKm. Data
owner executes the cryptographic strategy update
key generation algorithm. Public key set PK, enci-
phered message EnInfo(m) of message m, old access
structure A and new access structure A′ are as input.
Then it generates ciphertext update key UKm.

• CTUpdata(CT,UKm) → CT ′. Ciphertext update
algorithm is performed by the cloud server. It uses
UKm to update CT and outputs the ciphertext CT ′

related to new access structure A′.

3.5.4 Decryption Stage

Given ciphertext C = (τ, C0, C1, C2), computing w =
H(C0, C1) and verifying e(C1, x

w
1 , x

τ
2 , x3) = e(g, C2).

Plaintext will be recovered with private key M ←
C0

e(C1,x3)x .

1) The user obtains the ciphertext {IDSNi
, EK(M1,

hash(M1), · · · , EK(Mn, hash(Mn)))} and
SIGKpriv

(K), CK of SNi from the PDA;

2) The user uses Algorithm 2 to decrypt CK and get
K;

3) The user uses Kpub to verify the correctness of
SIGKpriv

(K), if it is correct, then it performs the
next step, otherwise returns to the first step;

4) User uses K to decrypt EK(M1, hash(M1), EK(M2,
hash(M2), · · · , EK(Mn, hash(Mn))) and get M ′1,
M ′2, · · · , M ′n1, hash(M1), hash(M2), · · · , hash(Mn);

5) User verifies batched the correct of infor-
mation M ′1,M

′
2, · · · ,M ′n1, if hash(M ′i) =

hash(Mi), · · · , hash(Mn), (1 ≤ i ≤ n), then
the information acquired by users is valid, otherwise
give up it;
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Algorithm 1 is an improved algorithm for CP-ABE en-
cryption. And Algorithm 2 is the corresponding decryp-
tion algorithm. In Algorithm 1, calculating one Tate pair
needs time O(|p|), outputting ciphertext CK needs to cal-
culate two Tate pairs, so the time complexity of the whole
algorithm is O(2|p|). While the CP-ABE encryption al-
gorithm needs to calculate four Tate pairs with a time
complexity O(4|p|).

Algorithm 2. Decrypt(CK,SK).

• Input: ciphertext CT = T,C,Cy, user privacy key
SK = ∀j ∈ S : Dj and user attribute set S.

• Output: Sharing key K.

Step 1. If node x is a leaf node, executing
DecryptNode(CT, SK, x) to get e(Di, Cx) =

e(g
a

H(i) , gH(att(x)qx(0))) = e(g, g)aqx(0);

Step 2. If node x is a non-leaf node, it calls
DecryptNode(CT, SK, y) for each child node y to
obtain e(g, g)aqx(0);

Step 3. Executing the formula FX =∏
y∈sx e(g, g)aqx(i)·∆i,s′x(0) for all child nodes y

and get e(g, g)aqx(0);

Step 4. Repeat step 1, 2, 3, until e(g, g)aqR(0) of the root
node R of access tree T is obtained;

Step 5. Calculating C
e(g,g)aqR(0) to get K;

Step 6. Output the sharing key K.

4 Experiment and Analysis

In this section, we compare our new scheme (abbreviated
to AHEM) with state-of-the-art schemes PPCPA [13],
FEAC [11], EABE [10]. Our experimental equipment
is Intel i5-4200U 2.30GHz processor, 8G memory, 64-bit
Windows 8.1 operating system.

Because the PDA has a wealth of energy resources, but
physiological sensor energy resources are limited. The ex-
periment mainly analyzes calculation overhead of data en-
cryption operation and transmission data communication
costs for the physiological sensor. Since the size of infor-
mation is directly related to the communication overhead,
we begin to analyze the information size.

4.1 Information Size

Any physiological sensors SNi needs to upload two types
of data for PDA: one is the encryption and signature data
EK(M,hash(M), SIGKpriv

(K), and the other is cipher-
text data CK = T,C,Cy. Therefore, the information size
of our new scheme is:

T 1 =|IDSNi
|+ |IDPDA|+ |T |+ |C|+ |Cy|+

|SIGKpriv
(k)|+ |EK(M,hash(M))|.

Figure 1: Relation between information size and users’
number

At the same time, we also give the information size of
PPCPA, FEAC, EABE as shown in following equations
respectively.

T 2 = |IDSNi
|+ |IDPDA|+ |T |+ |C̃|+ |Cy|

+|C|+ |AES(K,M)|+ |σ|+ |C ′|.
T 3 = |IDSNi

|+ |IDPDA|+ |2T |+ |C̃|+ |Cy|
+|2C|+ |AES(K,M)|+ |3C ′|.

T 4 = |IDSNi
|+ |IDPDA|+ |3T |+ |2Cy|

+|5C|+ |AES(K,M)|+ |4σ|+ |C ′|.

We set the IDSNi
of physiological sensor SNi and the

IDPDA of the PDA is 1byte, the size of T is 4bytes, size
of SIGKpriv

(K) is 40bytes, the size of EK(M,hash(M)
is 16bytes. C and Cy are variable. In our scheme, the
bilinear map e uses Tate pairs. The elliptic curve E is
defined as q − order 160-bit prime in Fp, groups G1 and
G2. According to the literature [7,15], in order to provide
a security level equivalent to 1024-bit RSA, if the group
G2 is defined as a q − order subgroup in the multiplica-
tive group of finite fields F ∗p2 , then p is a 64bytes prime.
In addition, in the finite field F ∗p3 , p is 42.5bytes and p
is 20bytes in the finite field F ∗p6 . For uniform compari-

son, we take |p|=64bytes. Therefore, the information size
of PPCPA is 175bytes, the information size of FEAC is
201 bytes, the information size of the EABE is 131bytes
(m=64). Figure 1 shows the relationship between the size
of the information and the number N of users. From the
curve we can see that the new scheme’s information size
and the number of users are independent of each other.

4.2 Communication Overhead

Assuming that during time period, the physiological sen-
sor SNi transforms n data to PDA. Total communication
costs AHEM, PPCPA, FEAC, EABE are shown as fol-
lowing equations respectively.

T 1
n = |IDSNi

|+ |IDPDA|+ |T |+ |C|+ |Cy|
+|SIGKpriv

(k)|+ |EK(M,hash(M))| × n.
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Figure 2: Relation between communication cost and data
transmission number

T 2
n = |IDSNi |+ |IDPDA|+ |T |+ |C̃|+ |Cy|

+|C|+ |AES(K,M)| × n+ |σ|+ |C ′|.
T 3
n = |IDSNi

|+ |IDPDA|+ |2T |+ |C|
+|SIGKpriv

(k)| × n+ |EK(M,hash(M))|.
T 4
n = |IDSNi |+ |IDPDA|+ |C̃|+ |Cy| × n

+|1.5C|+ |AES(K,M)|+ |σ|+ |2C ′|.

Figure 2 shows the relationship between the communi-
cation overhead and the number of data transmissions n.
It can be seen from the curve that when the number of
n increases, the communication overhead of all schemes
increases. The growth rate of the EABE is the largest,
and the growth rate of AHEM is the smallest.

4.3 Calculation Overhead

At the 64-bit Intel i5-4200U processor with running speed
2.30GHz, calculating one Tate needs about 61.03ms. In
addition, the certification of a 160-bit ECDSA signature
takes about 18.48ms. Note that we omit the computa-
tional overhead of hash operation and symmetric encryp-
tion operation. In that they have a significantly lower
computational cost. Assuming that the physiological sen-
sor SNi transmits n data to PDA during the time pe-
riod. In the EABE scheme, SNi encrypts the data, and
the computational overhead is three Tate pairs. So the
total computational cost is 3 × 61.03 = 181.09ms. In
the FEAC scheme, the calculation is five Tate pairs with
a total computational overhead 5 × 61.03 = 305.15ms.
The computational overhead of PPCPA scheme is mainly
generated by two ECDSA signatures, with a total compu-
tational cost 36.96nms. The computational overhead of
the AHEM scheme is generated primarily by an ECDSA
signature with a total computational effort of 18.48nms.

Figure 3 shows the relationship between the computa-
tional cost and the number of data transmissions n. From
the curve, our scheme has a low computational overhead
and is not affected by the number of data transfers, since
it only needs to perform a Tate operation on n data trans-
mission. But to illustrate the performance of proposed

Figure 3: Relation between calculation cost and data
transmission number with high cost equipment

Figure 4: Relation between calculation cost and data
transmission number with low cost equipment

algorithm, we also perform an experiment with low cost
equipment. Results are as Figure 4.

5 Conclusion

In this paper, a secure and efficient ciphertext encryption
scheme based on attribute and support strategy dynamic
update via hybrid encryption method is proposed. The
new scheme encrypts the data through asymmetric en-
cryption technology, which guarantees the security of the
stored data, and associates the user key with a set of
attributes. Associating the sharing key with a set of at-
tribute discrimination criteria, the user can decrypt the
ciphertext only if the attribute discrimination condition
is satisfied avoiding the cost of distributing the sharing
key for each user. Finally, experiments for the proposed
scheme, the results show that our new scheme has very
low computational and communication overhead. In the
future work, we will carry out the proposed program, so as
to further improve the effectiveness of privacy protection.
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Abstract

Mobile Ad hoc Networks (MANET) utilize multi-hop
communications to forward packets across the network
consuming power, processing, and memory resources. In
an ideal MANET the nodes are unselfish and forward
packets on demand. The real-time, ad hoc and open char-
acteristics of MANET make it susceptible to selfish and
malicious nodes affecting performance. In a MANET,
some of the nodes may decide to selfishly cooperate or
to not cooperate, with other nodes. The selfish nodes re-
duce the overall effectiveness of network communications,
decrease packet delivery rates and increase packet deliv-
ery time. This paper investigates an approach to harness
selfish node energy and transmission capacity to share
network load. This paper utilizes a Grudger Artificial
Immune Systems based trust model to study the impact
of selfish nodes in the network. The proposed algorithm
demonstrates an increase in the packet delivery ratio.

Keywords: Artificial Immune System; Grudger; Mobile
Ad hoc Networks

1 Introduction

In Mobile Ad hoc Networks (MANET) information is sent
across the self-organizing network utilizing node to node
communications. MANET is an ideal candidate for mo-
bile communications in regions with limited access to fixed
infrastructure and for emergency and disaster relief oper-
ations. The nodes that form a part of the network have
limited battery power and utilize the help of other nodes
in the network for packet forwarding. The traditional
MANET routing protocols like Dynamic Source Rout-
ing (DSR) [1] and Ad hoc on Demand Distance Vector
(AODV) [2] function on the assumption that all nodes are
highly cooperative and truthful. The dynamic MANET
topology and communication demands, particularly as a
relay, can take a toll on the limited node battery power,
and it is possible that nodes will adopt a selfish stance to

prevent further power drain by relay requests. The selfish
nodes continue to consume the resources of other nodes
while preserving their resources.

Selfish nodes limit MANET performance, and it is rea-
sonable in certain situations to adopt an approach that
isolates selfish nodes upon identification or to encourage
selfish nodes to change their behavior before isolation is
imposed. MANET is a networking approach that can be
utilized for disaster management, military and rescue op-
erations. In each of these scenarios, for MANET to be
effective there is a need to limit the number of selfish
nodes. MANET effectiveness is increased when the nodes
within the network are active participants thereby reduc-
ing the amount of traffic that is resent due to nodes failing
to relay traffic as requested.

This paper is divided into four sections. Section 2 pro-
vides a description of earlier work relating to selfish nodes
found in the literature. Section 3 provides an overview
of the Artificial Immune System (AIS) and selected AIS
algorithms. Section 4 describes the proposed Grudger Ar-
tificial Immune System framework (GrAIS). In Section 5,
simulation results for scenarios with different mission-
critical workloads are presented. Finally, Section 6 con-
cludes the paper and outlines future work.

2 Related Work

Routing protocols developed for MANET can be classi-
fied as proactive, reactive and hybrid. The effect of node
selfishness on routing and node resource utilization effi-
ciency has not been a focus for earlier research. In [3]
misbehavior in MANET was first identified, defined and
the focus of this work was to alleviate node misbehavior.
Research found in the literature appears to focus on how
to detect and isolate selfish nodes. This approach does not
penalize the selfish nodes nor to coerce the selfish nodes
to forward packets. The malicious nodes are rewarded if
they’re identified and removed from routing paths. In [4]
a review of node selfishness in MANET is provided. This
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paper summarizes existing approaches to dealing with the
selfishness problem and the authors provide a proposed
solution to mitigate the selfishness problem. The opera-
tion of DSR [5] is explored and as energy depletes node
selfishness occurs. Various types of selfishness are de-
fined and the problems arising because of selfish nodes
co-existing in the network is investigated. In [6] the data
flows between MANET nodes are observed and when a
selfish node does not forward a packet, the neighbor node
waits for a pre-defined threshold number of packet trans-
mission failures to be exceeded before triggering an alarm.

In [7] the impact of selfish nodes on the quality of ser-
vice in MANET is explored. This work analyses param-
eters including throughput, average hop count and pack-
ets dropped. The hop count increases as the selfish node
concentration increases. The authors found that there is
an increase in the number of packets dropped along with
a significant decrease in throughput as the selfish node
concentration increases. In [8] the MANET nodes are en-
couraged to be altruistic and the nodes are given positive
or negative scores depending on their behavior. The al-
truistic nodes utilize their energy to relay for other nodes
but they relay for selfish nodes only once. This approach
does not call for the participation of selfish nodes for any
communication.

The Combined Immune Theories Algorithm
(CITA) [15, 16] utilizes the basic principles of well-
known immune theories including the Dendritic Cell
Algorithm (DCA), Clonal Selection (CS), and the
Negative Selection Algorithm (NSA). Cerri and Ghioni
compare this algorithm with the Secure Ad hoc on
Demand Distance Vector algorithm (SAODV) and
demonstrate its improved performance [14]. DCA is used
to obtain contextual information. Dendritic Cells (DC)
are associated with a subset of neighboring nodes called
elements, which are responsible for DC maturation.
Element subsets are monitored using adjacent Immature
Detectors (ID), adjacent Mature Detectors (MTD) and
Memory Detectors (MMD). During the learning phase
the network is configured with trusted nodes, parameters,
alarms and the nodes have a set of detectors. The CITA
algorithm shows an improved performance regarding the
packet delivery ratio in the presence of malicious nodes
performing a denial of service attack.

3 Artificial Immune Systems

AIS are adaptive systems inspired by theoretical im-
munology and observed immune functions, principles,
and models, which are applied to complex problem do-
mains [17]. Research into the immune system is gaining
in significance due to its unique ability to solve complex
issues. AIS research, as a branch of computational intel-
ligence, has attained importance since its genesis in the
1990’s. There are, to date, four major AIS algorithms
upon which AIS research is based. They are 1) Artificial
Immune Networks (AIN); 2) NSA; 3) CS; and 4) Danger

Theory and the DCA. The AIS research field combines
the Immunology, Computer Science, and Engineering dis-
ciplines to solve complex problems. The prominent AIS
features include learning, memory and pattern recogni-
tion. Forrest et al. initially proposed the NSA [18] to
differentiate between self and non-self cells based on the
generation of T-cells. This approach was originally ap-
plied to computer virus detection. Based on the work of
Forrest et al. variations of the NSA have been formu-
lated keeping in mind the fundamental properties of the
original algorithm.

An immune system is the defender of the human body
against pathogens. There has been a significant amount of
work in recent research about how to use Human Immune
System (HIS) [16] concepts to solve complex problems.
The HIS is capable of processing information, learning
and memorizing salient information. The AIS borrows
principles from the HIS and attempts to apply the funda-
mental concepts to other applications. The primary task
of the HIS is to keep the body healthy and protect it from
pathogens. The HIS consists of organs, cells, and tissue
that work together to identify and attack dangerous in-
vasive threats like bacteria and viruses. In the event of
an attack by a pathogen, a series of steps called an im-
mune response is launched, thereby distinguishing, and
protecting cells and tissue from harmful pathogens.

The key to a healthy immune system is the ability to
make a distinction between self and non-self cells. The im-
mune defenders launch an attack on anything they iden-
tify as foreign. Antigens are foreign objects that trigger
an immune response. Transplants from another person
may also relate to non-self, can lead to an attack by the
HIS and, as a result, to limit the probability that this
unwanted outcome can occur, masking drugs have been
developed.

The AIN model was redefined by Timmis et al. [19].
The AIS coterie has produced many versatile sets of im-
mune inspired algorithms to solve real world as well as
computational problems. An insight into the mathe-
matical immuno-computing strategies was provided by
Tarakanov et al. [20].

3.1 Dendritic Cell Algorithm

Steinman and Cohn [21] identified the DC characteristic
as an antigen presenting cell. A DC is mainly composed of
leukocytes and is present in all tissue. DCs inside the tis-
sues segregate and mature during an appropriate trigger;
once they mature they move to secondary lymphoid tis-
sues and present antigen to T-cells to launch an immune
response. Immature DCs are found on the body surfaces
including the skin and is also found in blood. When the
pathogens are identified, captured and processed by the
immature DC the DCs migrate to the thymus and spleen
where they mature and induce an immune response.

The change of state of the DC [22, 23] is facilitated
by the identification of signals such as the pathogen-
associated molecular pattern (PAMP), danger signals and
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apoptotic signals (safe signals) as seen in Figure 1. The
signals are described as follows: (1) PAMPs activate the
immune response thereby protecting the host from in-
fection; (2) danger signals are released during tissue cell
damage, their strength is lower than PAMPs; (3) safe sig-
nals are given out when programmed/normal cell death
occurs; and (4) inflammatory cytokines are given out
when general tissue distress occurs and amplify the ef-
fect of the other three signals. The immune response of
the T-cell is determined by the corresponding weights of
the four signal types. The DCA was proposed by Green-
smith et al. [24] and combines various signals to inves-
tigate the current circumstance of the environment and
non-parallel sampling of another data stream (antigen).
A fuzzy margin derived corresponding to the concentra-
tion of co-stimulatory molecules is an indicator for a DC
to stop antigen collection and migrate to a virtual lymph
node. The DCA works on the input signals with presumed
weights to produce output signals.

The algorithm proposed in [25] consists of the following
stages: initialization, update, and aggregation. During
the initialization phase, training and initial values are set.
The update stage consists of two stages namely tissue
update and cell cycle analysis. The DC is designed as
a Libitissue server [26]. The cell cycle is a well-defined
process that occurs at a user-defined rate. As soon as
the antigen data is processed, the process of the cell cycle
and tissue updating stops. During the concluding stage,
aggregation of the collected antigens occurs together with
analysis, and the Mature Context Antigen Value (MCAV)
per antigen is derived.

Figure 1: Dendritic cell algorithm schematic

3.2 Danger Theory

The Danger Theory, proposed by Matzinger, emphasized
that the ”foreignness” of a microbe is not the primary fac-
tor that ignites a response [27]. Danger Theory states that
antigen-presenting cells are activated by danger/alarm
signals from exerted cells. Danger signals will not be sent
by robust cells or by cells experiencing normal cell death.
Any cell that dies unnaturally sends out a danger signal,
and antigens near the dying cell are captured by antigen
presenting cells like macrophages and are then dispensed
to the lymphocytes. B-cells also secrete antibodies. The
antibodies that identify a match with the antigens present
in the danger zone will be triggered. Those antibodies
that do not identify a match with the antigens will not be
in the danger zone and therefore will not be triggered.

The Danger Theory has its drawbacks and Aickelin et
al. proposed applications of Danger Theory that high-
light: (1) the presence of an Antigen Presenting Cell
(APC) is crucial for a danger signal; (2) a danger sig-
nal does not need to be related to threatening events; (3)
danger signals can be positive or negative (presence or
absence of signal); and (4) conceptual ideas were also pro-
posed on how the Danger Theory can be used for anomaly
detection [29]. Based on the Danger Theory, danger sig-
nals always spark an immune response. In a comput-
ing application of Danger Theory, low or high memory
usage, fraudulent disk activity, and other events could
be indicated by danger signals. The immune system re-
acts to the antigens in the danger zone once a danger
signal is created. After the critical components are rec-
ognized, they are then sent to a part of the system for
further verification. The Two-Signal Model extended by
Bretscher et al. [28] explains Danger Theory in a different
way where two signals are needed to activate the lympho-
cytes: 1) antigen recognition; and 2) co-stimulation. The
co-stimulation signal indicates that the antigen is threat-
ening.

4 Trade-Off Between Selfishness
and Altruism

The motivation for this paper stems from the observation
that it is not beneficial to the operation of a MANET to
ignore or isolate selfish nodes. The approaches presented
in Section ?? isolated the selfish nodes with a bad reputa-
tion. Initially, all nodes in the network have the same clas-
sification and as time changes some nodes tend to become
selfish. One of the reasons for nodes to become selfish is
due to the relay load that the node may have experienced.
Traffic workload has a direct effect on energy consump-
tion and as energy reduces the nodes can become selfish
for various reasons including observation of the number
and state of neighboring nodes. The good nodes tend
to overlook selfish nodes and continue to render service
to the selfish nodes irrespective of any service in return.
This paper provides a trust model framework that incor-
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porates the good and selfish nodes. The proposal is that
for high traffic volumes the routing task should be carried
out by all nodes, including selfish nodes. In [11] the author
uses a model that considers how birds clean each other of
parasites in hard to reach places, therefore helping with
individual and group survival. The author defines three
different model behaviors:

1) Sucker-Birds that blindly help other birds without
expecting anything in return.

2) Cheat-Birds that take advantage of all the help they
can get but do not offer anything in return.

3) Grudger-Birds that help others and recall who they
have helped. In case the same bird does not recipro-
cate, they will not help that bird again.

The routing model proposed in this paper categorizes
good nodes into a sucker group, cheat nodes into self-
ish and Dendritic Cell (DC) nodes into a grudger group.
In the proposed GrAIS algorithm, as seen in Figure 2,
each node is modeled as a Grudger Dendritic Cell (gDC).
This DC node is analogous to the HIS DCs as they are
the first line of defense in HIS. The initiator gDC node
sends a Route request to the nodes in the network. The
nodes that already have a path to the destination will
send back a Route Reply. Upon receipt of the Route Re-
ply, the source gDC node calculates the Probability of
communication nearness (Pcom) [9] of those nodes from
which a Route Reply was obtained. The packet is sent to
the node that responded with the highest Pcom value.

During this phase, the source node expects nodes to
Acknowledge (ACK) packet receipt. In the case of a
selfish node that does not send an ACK, a high priority
PAMP signal is raised by the gDC node and the initia-
tor node is also notified. The selfish node is forced to
acknowledge receipt of high priority PAMP signal as this
high priority packet overwrites the selfish node’s buffer
and there upon the packet signal will be transmitted as
high priority by the previous gDC node.

Figure 2: GrAIS model. The interaction types between
nodes are shown along with the incorporation of the trust
model in order to launch an immune response

Similarly the gDC nodes, when they do not receive a
response from the intermediate selfish node, inform the

Figure 3: Trust number-line model

sender node and raises the high priority PAMP signal to
validate the presence or absence of a selfish node. In our
AIS based trust model, three trust signals are proposed:

• Safe Signal 1 (SS1) - This is generated upon receipt
of Route Reply;

• Safe Signal 2 (SS2) - This is generated upon receipt
of ACK;

• PAMP - This signal helps validate selfish node behav-
ior. PAMP activates the immune response thereby
protecting the host from infections in HIS. Similarly
PAMP, being a high priority signal, overwrites the
node buffer, and the selfish node will acknowledge
receipt of the PAMP.

The trust value TTPa,,b (t) is evaluated by Node a towards

Node b at time t, TP is the trust purpose. TTPa,b (t) is
represented as a real number in the range [0, 1] as seen
in Figure 3 where 1 indicates unselfish nodes, [0.5-0.8]
indicates route error discrepancies and indicates a selfish
behavior.

TTPa,b (t) = w1T
SS1
a,b + w2T

SS2
a,b + w3T

PAMP
a,b (1)

Where w1, w2, w3, are the weights related to the trust
components, with w1 + w2 + w3 = 1.

Instead of assigning individual weights to each of the
trust elements a priority signal, PAMP, is used and a
signal, SAFE, to indicate the nodes are behaving cor-
rectly. The weight of the PAMP priority signal is shown
by wPAMP . The weight of the safe signal is shown by
wSAFE . Equation (1) can be rewritten as:

Ta,b(t) = wPAMP [TPAMP
a,b ] + wSAFE [TSS1

a,b + TSS2
a,b ]. (2)

Where wPAMP +wSAFE = 1. A sliding window trans-
mission approach is used to decrease the effect of condi-
tions arising out of a network that could affect the trust
calculation. We use a timing window (∆t) to determine
the number of successful and unsuccessful packets sent
between nodes. Let us consider a scenario where Node a
evaluates Node b based on its behavior; thereby making
Node a trustor and Node b the trustee. Node c sits be-
yond Node b. The trust relationship between nodes a, b
and cas shown in Figure 4 is given by (a, b) = (a, b) : (b, c).
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Figure 4: Trust relationship

Let the Trust Purpose be defined as “the node should
be good.” The trust between Node a and Node bwill be
direct therefore it’s a functional (direct) level of trust
whereas the trust between Node a and Node c will be in-
direct (referral) as well as an exponential decay factor of
trust ρ is also considered therefore it’s a referral level [13]
of trust.

TTPa,b,c(t) = TTPa,b (t)Pcom + TTPb,c (t)Pcom + e−ρ∆tTTPa,c Pcom.

To computeTRIALRESTRICTION , we consider the
number of interactions between nodes a, band cover the
maximum possible number of interactions that could oc-
cur with any neighbor node during the interval [0, t ].
The hop count measure calculated by Pcom [9] and the
Effective Energy of each node (EEnode) [10] is detrimen-
tal during the interaction between nodes in the GrAIS
model. The flow chart of the GrAIS algorithm is as seen
in Figure 5. In this approach, the following interaction
categories, with regards to an unselfish node are consid-
ered, given that Node a:

• Sending Request;

• Receiving Reply;

• Selection of node based on highest value of Pcom;

• Send Packet;

• If no ACK, send PAMP;

• If PAMP received, classify node as selfish node;

• gDC node will resend packet to selfish node.

Pcom is an important factor while evaluating the trust
purpose (TRIALRESTRICTION) between any two
nodes as the packet will be sent to the node that re-
sponds with a route reply and highest Pcom value. In
this approach TRIALRESTRICTION between any two
neighboring nodes is computed by taking into account
the number of communications between nodes aand bover
the maximum possible number of interactions that could
occur with any neighbor node during the interval [0,t ].
The trust purpose for Safe Signal 1 is computed by
taking the ratio of the total number of route replies
(NRREP ) received with the total number of route re-
quests sent (NRREQ). The trust purpose for Safe Signal

Figure 5: Flow of events in the proposed GrAIS model.
The importance of PAMP signal is depicted in the flow
chart.

2 is computed by taking the ratio of the total number
of acknowledgment packetsTRIALRESTRICTION re-
ceived by the sender with the route reply packets sent by
the destination/intermediate (TRIALRESTRICTION
node. The trust purpose for the PAMP signal is com-
puted by taking the ratio of the total number of PAMP
sent for every route reply received by the sender and no
acknowledgment sent by the destination/neighbor node.

TSS1
a,b (t) = [

NRREP
NRQ

]Pcom

TSS2
a,b (t) = [

NACK
NRREP

]Pcom

TPAMP
a,b (t) = [

NPAMP

NRREP
]Pcom

The intermediate node informs the source node of a
neighboring node that appears to be selfish. The source
node sends a PAMP signal to overwrite the selfish node
buffer and this selfish node is added to a blacklist to pre-
vent it being used in future communications if it does not
respond to the PAMP signal. The high priority PAMP
signal plays a vital role in this process. The ”Activate
DC” mode that is switched on due to a selfish node being
identified sets in motion the response process. The effect
of the PAMP signal in the presence of selfish nodes and
its impact on packet loss ratio can be seen in Figure 6.
As the PAMP effect to deal with the selfish nodes, the
packet loss ratio is reduced.

The source node sends a PAMP signal, PAMPsend
and each node have to acknowledge receipt by sending
back a PAMP receive signal, PAMPrecv. The selfish node
that did not formerly acknowledge receipt of the packet
will be forced to respond with a PAMP receive signal,
PAMPrecv, as the PAMP signal is a high priority mes-
sage and it overwrites the node buffer.
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Figure 6: Weight of PAMP signal strength

Once Node a obtains TTPa,b for TP = Safe Signal1,

Safe Signal 2 and PAMP then TTPa.b is calculated based on
Equation (2).

• TSS1
a,b (t): Measures the number of times any interme-

diate (trustee) node generated a route reply. Here
a settlor node evaluates the unselfish and honest be-
havior of the trustee node. This trust component is
computed based on the number of interactions be-
tween the trustor and trustee node.

• TSS2
a,b (t): The trust element is evaluated when the

trustee node sends back an acknowledgment of re-
ceipt of a packet.

• TPAMP
a,b (t): Analysed by observing if the interme-

diate node received no acknowledgment to the data
packet but it did send a route reply earlier, and then
the PAMP signal is sent to validate selfish behavior
in a node.

The GrAIS utilizes the concept of a Price of Anarchy [9]
for load calculation. Consider there are N nodes in the
network. In the GrAIS model, nodes that perform rout-
ing task employ a trust purpose TTPa,b between any two
nodes a, b. The Effective Energy of the Node b and Trust
value of Node b as observed by Node ais taken into con-
sideration. Therefore, the Workload (WL) in a routing
task undertaken by any Node b is

WLb =
1

EEnode(b)T
TP
a,b (t)

(3)

The workload is dependent on the energy of a node or
inversely proportional to node energy and trust. Equa-
tion (3) shows that as workload increases the nodes ex-
pend more energy to carry out networking tasks. As the
node energy consumption increases the trust value could
reduce.

5 Simulation Results and Analysis

The simulations were carried out using NS-3 and MAT-
LAB. Energy-aware workload [12] distribution is the most

efficient approach to reduce energy consumption and
stimulate cooperation of selfish nodes. In the tradi-
tional applications of MANETs, the workloads are very
simple and wireless communication is usually the most
energy-intensive process. However, as the applications
of MANETs become more complex, it becomes necessary
to efficiently distribute the workloads by considering both
the trust, hop count and communication energy consump-
tion. In this paper, we consider workload in terms of the
trust metric and energy consumption during packet trans-
mission. The workload in terms of packet transmission is
considered to reveal the tradeoff between sucker (good)
nodes and selfish (cheat) nodes. In our simulations, there
are three workload scenarios explored with the packet de-
livery workload increasing from Workload-1 to Workload-
3.

Table 1: Simulated parameters

Simulator Ns-3.23
Mobility Model Random waypoint

Simulation Time 1000s
Number of selfish nodes 10-50

Number of nodes 150
Traffic Type UDP Network Area 300m*1500m

Packet size 130 bytes
Mobility 20 m/s

Transmission Range 50m

In Figure 7 and Figure 8, it can be observed that ini-
tially good nodes maintain trust while the selfish nodes
choose to conserve their energy. As the workload is ini-
tially light and all nodes have more energy, the unselfish
characteristic amongst participating nodes becomes a cru-
cial factor when determining trust. The prominent drop
in trust amongst the good nodes was observed at t = 300
min when the good nodes had depleted their energy to a
point where they began to look for alternative pathways
that would conserve the energy of known good nodes. The
GrAis model performs better as time progresses due to
selfish nodes being forced to co-operate. The selfish node
maintains trust for a longer t as it would have conserved
energy to this point.

In Figure 8, the trend is similar to Figure 7, except that
the time during which good nodes start to show a dip in
trust occurs earlier than when it occurred in the GrAIS
model. This is due to the increase from Workload-1 to
Workload-2. As workload increases the energy consump-
tion would also increase and good nodes would diminish
their energy store at a corresponding rate whilst cheat
nodes act to retain energy. The GrAIS model facilitates
traffic flows using selfish nodes and as a result the GrAIS
model is able to function more effectively as time pro-
gresses when compared to a model that relies upon good
nodes to transfer traffic flows. In Figure 9, a new trend
is seen with the cheat nodes acting to conserve energy
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Figure 7: Trust values plotted against time under
Workload-1

Figure 8: Trust values plotted against time under
Workload-2

earlier due to the higher workload and this results in a
lack of cooperation from the point where trust dips. The
GrAIS model approaches the good node model by forcing
the selfish nodes to cooperate with the help of the high
priority PAMP signal.

Figure 9: Trust values plotted against time under
Workload-3

Using a Packet Delivery Ratio (PDR) metric, as shown
in Figure 10, we can evaluate the performance of the pro-
posed GrAIS algorithm. The PDR is a performance met-
ric used in MANET to evaluate the performance of a rout-
ing protocol. It is the ratio of the number of data packets
delivered to the number of packets sent. GrAIS shows
an improved packet delivery ratio while SAODV [14] ex-
hibits a decrease in packet delivery ratio as the number

of selfish nodes increases while CITA-AODV [15] follows
closely behind GrAIS.

Figure 10: Packet delivery ratio v/s number of selfish
nodes

Figure 11: Detection ratio v/s number of selfish nodes

The detection rate has been compared against the
number of selfish nodes in the network. A detection rate
of 93.41% was achieved while for SAODV the detection
rate achieved was 85.34%. This shows that as the num-
ber of selfish nodes increases, GrAIS is able to detect the
selfish nodes due to its better trust framework.

6 Conclusion and Future Work

The GrAIS model approach presented in this paper shows
that selfish nodes need not be identified and isolated as
there should be an opportunity to force the selfish nodes
to participate using high priority signals thereby spread-
ing the load and resource utilization. It is important for
network survivability and successful task completion that
all MANET nodes cooperate and participate. In some
scenarios, it is deemed necessary to include selfish nodes
by forcing them to cooperate instead of overlooking their
selfish behavior or isolating them from the MANET, as
this would reduce the opportunity to leverage this re-
source. The GrAIS model utilizes the principles of AIS
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and probability to create a model incorporating good and
selfish nodes to combat selfishness in MANET. The re-
sults obtained from the simulations have shown that the
GrAIS model outcomes are an improvement over mod-
els that ignore or isolate selfish nodes as time progresses
in spite of increasing workload. A balance between en-
ergy utilization, due to good nodes transferring traffic,
and energy conservation, due to selfish nodes refusing to
transfer traffic, has been achieved by forcing selfish nodes
to participate at an appropriate point in the MANET life
cycle. A MANET that combines selfishness and unselfish-
ness can be shown to be beneficial when resources, par-
ticularly energy, become limited. As future work, a more
complex model could be developed exclusively for higher
workloads by considering the stability of the GrAIS model
over a longer time interval.
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Abstract

Two post-quantum password-based authenticated key
exchange (PAKE) protocols were proposed at CT-
RSA 2017. Following this work, we give much more ef-
ficient and portable C++ implementation of these two
protocols. We also choose more compact parameters
providing 200-bit security. Compared with original im-
plementation, we achieve 21.5x and 18.5x speedup for
RLWE-PAK and RLWE-PPK respectively. Compare
with quantum-vulnerable J-PAKE protocol, we achieve
nearly 8x speedup. We also integrate RLWE-PPK into
TLS to construct a post-quantum TLS ciphersuite. This
allows simpler key management, mutual authentication
and resistant to phishing attack. Benchmark shows that
our ciphersuite is indeed practical.

Keywords: Authenticated Key Exchange; Implementa-
tion; Post-quantum; RLWE; TLS

1 Introduction

1.1 Key Exchange and Post-Quantum
World

With the groundbreaking work “New Directions in Cryp-
tography” from Diffie and Hellman in 1976 [9], the idea
of key exchange (KE) and public key cryptography come
into reality. Key exchange is a very important crypto-
graphic primitive. With properly designed protocols, two
or more parties can agree on same session key for mes-
sage or data encryption using symmetric encryption algo-
rithms over adversary-controlled network. Well known
protocols including Diffie-Hellman key exchange (DH),
elliptic curve DH (ECDH) etc. However, these pro-
tocols cannot authenticate user’s identity, i.e., man-in-

the-middle (MITM) attack can compromise the security
of communication. Authenticated key exchange (AKE)
is a solution to this problem. AKE protocols can ne-
gotiate key and authenticate identity of communicat-
ing parties simultaneously. Well studied protocols in-
cluding HMQV [20], authenticated DH etc. As long
as each party has certified public key, two parties can
use various explicit or implicit authentication mecha-
nisms to verify the identity of communicating party. The
widely-deployed approach is combining unauthenticated
key exchange with digital signatures and trusted certifi-
cates [21]. This is also known as Public Key Infrastructure
(PKI)-based authentication.

Another important line of AKE is password-based
AKE (PAKE). PAKE utilizes human-memorable pass-
word (or passphrase) which is cryptographically inse-
cure to authenticate and negotiate symmetric session key.
PAKE is very strong in the sense that user does not re-
veal passwords to others [7]. In PAKE, password (or its
variant) is pre-shared by both parties. Since only com-
municating parties know this password, it can be intu-
itively used as authentication mechanism. Advantages
of PAKE include simpler key management since PAKE
does not rely on certificates and signatures to authenti-
cate, secure against webpage spoofing, phishing and man-
in-the-middle (MITM) attacks since attacker does not
know the password, user-friendly authentication (using
human-memorable password), prevents offline dictionary
attack etc. Plenty of PAKE protocols have been stan-
dardized and deployed in various applications. Exam-
ples and real-world applications of PAKE include PAK
& PPK [5], Password Authenticated Key Exchange by
Juggling (J-PAKE) [16], secure Pre-Shared Key (PSK)
authentication for Internet Key Exchange (IKE) proto-
col in RFC 6617 [17], elliptic curve J-PAKE ciphersuites
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in TLS [8], Secure Remote Password protocol (SRP) in
RFC 2945 [29] and patented protocols like Encrypted Key
Exchange (EKE) [3], Simple Password Exponential Key
Exchange (SPEKE) [18] etc. Also OpenSSL supports J-
PAKE and Firefox Sync service adopted J-PAKE for au-
thentication and key exchange. Some other works related
to key exchange include [12, 13, 24] etc.

With the advent of quantum computers during past
decades, people have realized the untapped potential from
quantum computers and huge threats to current crypto-
graphic constructions, especially public key algorithms.
Two best-known attacks from quantum computers are
Shor’s algorithm [28] and Grover’s algorithm [14]. Shor’s
quantum algorithm is widely conjectured to be effective
against all mainstream public-key algorithms that de-
signed based on integer factorization problem, discrete
logarithm problem etc., including RSA, Diffie-Hellman
and elliptic curve-based ones. If large quantum computer
exists, it is believed that most public key algorithms can
be broken very efficiently. For Grover’s quantum algo-
rithm, it attacks symmetric encryption algorithms. Re-
sult shows that n-bit key provides n/2-bit security on
quantum computers. Quantum brute force can be de-
feated by doubling key size without switching to new
algorithms. Larger key size works for symmetric and
hash algorithms but current public key algorithms will
be broken regardless of key size. In 2017, D-Wave 2000Q
quantum computer breaks the 2000-qubit barrier. De-
spite there are controversies around D-Wave on whether
they are building truly quantum computer or not, they
show the potential of building practical and very power-
ful quantum computers within coming years. In 2015, Na-
tional Security Agency (NSA) announced plan to switch
to quantum-resistant cryptography in near future. At
PQCrypto 2016 conference, NIST announced their call
for quantum-resistant cryptographic algorithms for fu-
ture and plans for post-quantum cryptography standards.
Therefore, it is imperative to build quantum-resistant and
efficient algorithms, implementations and gain real-world
deployment.

1.2 Contributions

In this paper, we first present a very efficient implemen-
tation of two RLWE-based post-quantum password-based
authenticated key exchange protocols proposed at CT-
RSA 2017 (denoted as PAKE17) [10]. We also choose
more compact parameters providing at least 200-bit secu-
rity. Our implementation achieve 21.5x and 18.5x per-
formance improvement over original implementation of
RLWE-PAK and RLWE-PPK protocol respectively. We
also compare performance with J-PAKE, which is de-
ployed in real-world applications but vulnerable to quan-
tum computers. Our implementation is more efficient
and achieves 8.5x and 7.4x speedup for RLWE-PAK and
RLWE-PPK respectively. Benchmark proves that our
work is indeed efficient, which is even faster than current
widely deployed and quantum-vulnerable PAKE protocol.

Our implementation is a portable C++ implementation
and does not rely on new instruction set (eg, AVX2) to
achieve high performance.

Second, we introduce a post-quantum TLS ciphersuite
and present our proof-of-concept implementation. We
integrate our efficient RLWE-PPK implementation into
TLS ciphersuite in a similar way as pre-shared key ci-
phersuites. Pre-shared password in RLWE-PPK in this
context is a pre-shared key. Advantages of our cipher-
suite more convenient key management compared with
PKI-based authentication, resistant to phishing attacks
and mutual authentication. Benchmark of our implemen-
tation shows that our post-quantum TLS ciphersuite is
truly practical.

1.3 Organization

We recall necessary background knowledge in Section 2.
In Section 3, we revisit PAKE17 protocol and introduce
new parameter choice with security level estimation, much
more efficient implementation, comparison with original
work and analysis. In Section 4, we introduce our post-
quantum TLS ciphersuite based on RLWE-PPK, proof-
of-concept implementation, performance and discussions.
We conclude the paper in Section 5.

2 Preliminary

2.1 Post-Quantum Cryptography

Due to Shor’s algorithm, major public key cryptosys-
tems nowadays (RSA, Diffie-Hellman, ECDH etc.) are
no longer secure when large quantum computer is avail-
able. Constructions built on these hard problems: inte-
ger factorization problem, discrete logarithm problem or
elliptic-curve discrete logarithm problem can be broken on
sufficient large quantum computer. Although it is hard to
predict the exact time that efficient quantum computers
can be built, most scientists believe that they will be built
within decades.

Post-quantum cryptography refers to designing and
building cryptosystems that can resist attacks from quan-
tum computers. Generally, quantum-resistant cryptosys-
tems can be achieved by these approaches: lattice-based,
multivariate-based, hash-based, code-based and symmet-
ric ciphers with larger key size. In this paper, we focus
on lattice-based ones since they have strong provable se-
curity, high efficiency, simple structure and much smaller
key sizes compared with other approaches. A lattice is
a set of points in an n-dimensional space with periodic
structure. The lattice L(b1, · · · , bn) =

∑n
i=1 xibi : xi ∈ Z

is formed by linear combinations of n linearly independent
vectors b1, · · · , bn ∈ Rn. These vectors are called “lat-
tice basis”. With the groundbreaking work of Ajtai [1],
cryptographic constructions based on lattice come to ex-
istence. The security of lattice-based constructions can
be reduced to hard lattice problems, including Shortest
Vector Problem (SVP), Closest Vector Problem (CVP)
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etc. Till now, no known efficient classical or quantum al-
gorithm can solve these lattice problems. Lattice-based
cryptosystem is one of the most promising constructions
for post-quantum world.

2.2 Learning with Errors and Ring Vari-
ant

In 2005, Oded Regev showed a problem called Learning
with Errors (LWE) [26]. LWE is proven to be as hard
as solving several worst-case lattice problems when LWE
instances are properly initiated. Regev and Peikert [25]
showed both quantum and classical reductions from LWE
to standard lattice problems. Properly chosen error term
keeps LWE problem very hard to solve. Decision version
of LWE is to distinguish truly uniform generated samples
from bi = ai · s + ei, where s is secret key, ei is the er-
ror term. Typically, s and ei are sampled from discrete
Gaussian distribution, ai is uniformly random generated.
Search version is to recover secret s given multiple LWE
samples. If one can solve LWE problem, then underly-
ing lattice problem can be solved as well due to reduction
theorem. Till now, there are no public known efficient al-
gorithms (both on classical and quantum computers) that
can solve lattice problems.

Ring Learning with Errors (RLWE) problem [22] is
the analogue of LWE in ring setting. The hardness of
RLWE can be reduced to hard problems in ideal lattice.
Compared with LWE, main attraction of RLWE prob-
lem mainly lies on its high efficiency since schemes based
on RLWE reduces quadratic overhead in LWE. Solving
RLWE problem can be reduced to finding shortest or clos-
est vectors in ideal lattice. Until now, there are no efficient
attacks that especially takes advantage of the ring struc-
ture, therefore attacks work for LWE may also work for
RLWE.

LWE and RLWE are extremely versatile with available
cryptography constructions including encryption, signa-
ture, key exchange, identity-based encryption, attribute-
based encryption, function encryption, homomorphic en-
cryption etc.

3 Efficient PAKE17 Implementa-
tion

In this section, we first briefly revisit the password-based
authenticated key exchange proposed at CT-RSA 2017
in [10]. Two protocols in PAKE17 can be regarded as
RLWE analogues of classical PAK and PPK protocol.
Second, we introduce our efficient and portable C++ im-
plementation for both three-pass explicit authenticated
key exchange protocol (RLWE-PAK) and two-pass im-
plicit authenticated key exchange protocol (RLWE-PPK).
We also give more compact parameter choice, analysis of
security level, efficient implementation, benchmark and
comparisons with original work and J-PAKE protocol.

3.1 Revisit PAKE17

PAKE17 can be categorized to an important line of AKE
protocols that takes advantage of human-memorable pass-
word to achieve authentication. Since only communicat-
ing parties share same password (or equivalents), it can
be utilized to construct password-based AKE protocols.
To the best of our knowledge, only [19] and PAKE17 pro-
vide post-quantum PAKE solutions. [19] can be viewed
as a general lattice-based construction but it is based on
Common Reference String (CRS). CRS-based protocols
are more complex and weaker in security proofs. PAKE17
is based on Random Oracle Model (ROM) and this work
gives two RLWE-based PAKE protocols: RLWE-PAK
and RLWE-PPK. This work follows the idea and struc-
ture of PAK & PPK [5] but they are constructed based
on RLWE key exchange of [11] (denoted as DING12).
They also prove the security of both protocols follow-
ing [3] with new techniques to adapt to RLWE setting.
Proof-of-concept implementation shows that two proto-
cols in PAKE17 are efficient. This is the first work that
gives practical and provably secure RLWE-based PAKE
constructions.

Figure 1 recalls three-pass explicit authenticated pro-
tocol RLWE-PAK. Figure 2 recalls two-pass implicit au-
thenticated protocol RLWE-PPK.

3.2 New Parameter Choice and Security
Estimation

We first choose new and more compact parameters for
PAKE17 considering correctness, security and implemen-
tation efficiency. Parameters are given as follows: We
choose prime q = 1073479681 (approximately 30 bits). q
can ensure the correctness of PAKE17 by following the-
orem 3 in Section 3.2 of PAKE17 and it holds q ≡ 1
mod 2n that can realize NTT efficiently. We also remark
that our prime p choice is more compact than original
work (modulus q = 232−1 and it is not a prime). n = 1024
and standard deviation σ = 8/

√
2π ≈ 3.192 are identical

to original work.
We also analyze security level of our parameter choice.

We use LWE estimator proposed in [2] to get security level
of our parameter choice. LWE estimator gives a thorough
security estimation for both LWE and RLWE-based cryp-
tosystems. It evaluates security level of cryptosystems
by computing attack complexity of exhaustive search,
coded Blum-Kalai-Wassermann algorithm (BKW), lattice
reduction, decoding, reducing BDD to unique-SVP, stan-
dard and dual embedding attacks etc. This estimation ap-
proach is considered as one of the most standardized and
complete security estimation tool for LWE and RLWE-
based cryptosystems. Authors of [2] also suggested it can
be used to evaluate RLWE instances since no known at-
tacks take advantage of ring structure.

Commands for executing security estimation script are
given as follows:

• load(“https://bitbucket.org/malb/lwe-estimator/
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Party i Party j

Pre-shared password: pwd
Public key: pi = asi + 2ei ∈ Rq
Private key: si ∈ Rq
where si, ei ← DZn,σ

γ = H1(pwd),m = pi + γ

Pre-shared password: pwd
Public key: pj = asj + 2ej ∈ Rq
Private key: sj ∈ Rq
where sj , ej ← DZn,σ

γ′ = −H1(pwd)

ki = pjsi, γ
′ = −γ

σi = Mod2(ki, wj) ∈ {0, 1}n
Abort if k 6= H2(i, j,m, pj , σ, γ

′)
Else k′ = H3(i, j,m, pj , σ, γ

′)

p′i = m+ γ′, kj = p′isj
wj = Cha(kj) ∈ {0, 1}n
σj = Mod2(kj , wj) ∈ {0, 1}n
k = H2(i, j,m, pj , σ, γ

′)
k′′ = H3(i, j,m, pj , σ, γ

′)

ski = H4(i, j,m, pj , σ, γ
′)

Abort if k′ 6= k′′

skj = H4(i, j,m, pj , σ, γ
′)

pi

pj , wj , cj

k′

Figure 1: Explicitly authenticated PAKE17 protocol: RLWE-PAK

Party i Party j

Pre-shared password: pwd
Public key: pi = asi + 2ei ∈ Rq
Private key: si ∈ Rq
where si, ei ← DZn,σ

γ1 = H1(pwd), γ2 = H2(pwd)
m = pi + γ1

Pre-shared password: pwd
Public key: pj = asj + 2ej ∈ Rq
Private key: sj ∈ Rq
where sj , ej ← DZn,σ

γ1 = −H1(pwd), γ2 = H2(pwd)
α = m+ γ′1, µ = pj + γ2

p′j = µ− γ2, ki = p′jsi, γ
′
1 = −γ1

σi = Mod2(ki, wj) ∈ {0, 1}n
ski = H3(i, j,m, µ, σ, γ′1)

kj = pisj
wj = Cha(kj) ∈ {0, 1}n
σj = Mod2(kj , wj) ∈ {0, 1}n
skj = H3(i, j,m, µ, σ, γ′1)

m

µ,wj

Figure 2: Implicitly authenticated PAKE17 protocol: RLWE-PPK

raw/HEAD/estimator.py”);

• n, α, q = 1024, f(8, 1073479681);

• set verbose(1);

• = estimate lwe(n, α, q, skip=[“arora-gb”]).

We remark that our approach is the same as [4]. With
above estimation approach, our parameter choice offers at
least 200-bit security. Since LWE estimator is constantly
updated, our result might slightly different from estima-
tion using latest version of LWE estimator script.

3.3 Implementation and Performance

We use NFLlib library [23] to implement RLWE-PAK and
RLWE-PPK protocols. NFLlib is a very efficient Num-
ber Theoretic Transform (NTT)-based C++ library ded-
icated to RLWE-based cryptography implementation. It
contains various algorithms and programming optimiza-
tions for lattice cryptography. NTT, inverse-NTT and
sampling from discrete Gaussian operations are very effi-
cient. For fast polynomial multiplication, we adopt NTT
and inverse NTT since our parameter q is chosen to in-
stantiate NTT efficiently. Note that NFLlib provides
non-constant time implementation and takes advantage

of SSE/AVX2 instruction set to optimize NTT and in-
verse NTT computation.

Our choice for hash function is SHA3-256. We
also utilize an extendable-output function (XOF) in
our implementation-SHAKE-128. In RLWE-PAK, we
have H1 = SHAKE-128(pwd, 4096), H2 = SHA3-
256(C, S, m, µ, σ, γ′). In RLWE-PPK, we have
H1 = SHAKE-128(pwd, 4096), H2 = SHAKE-128(SHA3-
256(pwd), 4096), Hi = SHA3-256(Hi−1) (i = 3, 4). We
safely set statistical distance from sampled distribution
to discrete Gaussian distribution as 2−128 to preserve
high statistical quality and security. More implementa-
tion techniques are introduced in Section 3.4. For Cha()
and Mod2(), since input is an polynomial in Rq, we take
each coefficient in the polynomial and compute its corre-
sponding value.

We test our performance of new implementation, orig-
inal work and J-PAKE on same server equipped with a
3.4GHz Intel Xeon E5-2687W v2 processor and 64GB
memory running 64-bit Ubuntu 14.04. Both PAKE17 im-
plementations are compiled by g++ version 4.8.4 with
’-O3 -fomit-frame-pointer -march=native -m64’ options
to achieve maximum performance. Note that this CPU
does not support AVX2 instruction set, therefore the per-
formance of our implementation only benefits from SSE
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instruction set. Recall that the only difference between
our parameter choice and PAKE17 is modulus q since we
choose same dimension n and standard deviation σ for
sampling.

We also compare performance of our implementation
with J-PAKE, which is known to be vulnerable to quan-
tum computers. J-PAKE implementation we use is later
integrated in OpenSSL and is compiled by gcc version
4.8.4 with ’-O3 -fomit-frame-pointer -march=native -m64’
options. All implementation codes only runs on single
core and does not utilizes parallel computing mechanisms.
We report average runtime over 10,000 executions of our
implementation, original work and J-PAKE in Table 1.

Table 1: Performance of this work, original PAKE17 and
J-PAKE implementation

Client
(ms)

Server
(ms)

This
work

RLWE-PAK 0.176 0.175
RLWE-PPK 0.203 0.203

Original
implementation

RLWE-PAK
3.472
(19.7x)

4.053
(23.2x)

RLWE-PPK
3.488
(17.2x)

4.041
(19.9)

J-PAKE - 1.499 1.495

Number in parentheses is number of times of corre-
sponding runtime for original implementation compared
with this work as baseline. Our implementation achieves
21.5x and 18.5x speedup over original implementation for
both RLWE-PAK and RLWE-PPK. Compared with J-
PAKE, our implementation is 8.5x and 7.4x faster for
RLWE-PAKE and RLWE-PPK respectively. This re-
sult highlights that our post-quantum PAKE implemen-
tation is much more efficient and even much faster than
legacy PAKE protocol implementation that is vulnerable
to quantum computers.

3.4 Discussion

Compared with original PAKE17 implementation, we be-
lieve following improvements and optimizations make this
work much more efficient:

1) Efficiency from NFLlib library. We use this library to
implement major functions related to PAKE17 and
this contributes to good performance. NTT, inverse-
NTT and sampling computation costs 0.008ms,
0.010ms, and 0.011ms respectively and they are 48x,
45.6x and 13.9x faster than original implementation.
There are 2 sampling, 2 NTT and 1 inverse NTT
computation operations for RLWE-PAK and RLWE-
PPK for both party i and j. NTT and inverse NTT
functions take advantage the power of SSE instruc-
tion set, therefore it is much more efficient. In origi-
nal work, they use NTL library which is much slower

than NFLlib (performance comparison of NFLlib and
NTL can be found in [23]). In original work, they
adopted FFT for polynomial multiplication and im-
plementation of discrete Gaussian sampler is less ef-
ficient. NTT, inverse-NTT and sampling take up
around 25% of total running time in our implemen-
tation.

2) We adopt a much smarter hashing strategy com-
bined with efficient hashing implementation. We
choose SHA3-256 as hash function and SHAKE-128
as XOF. These efforts deliver much faster hashing
computations. In original implementation, when
adding hashed value γ = H(pwd) to public key pi
(m = pi + γ), they hash a long and randomly gen-
erated number using SHA2-256 for 1024

256/32 = 128

rounds. Since SHA2-256 has 256-bit output and
each coefficient of polynomial takes up 32-bit, there-
fore in each SHA2-256 hashing computation round,
256
32 = 8 polynomial coefficients are generated. By

repeating 128 times, all 1024 coefficients are de-
rived. We use an alternative and more efficient ap-
proach to achieve this. Since output of SHAKE
family functions can be extended to any desired
length, we adopt SHAKE-128 and extend the out-
put to 4096 bytes to initiate 1024 polynomial coeffi-
cients. In our efficient implementation, generate γ =
H(pwd)=SHAKE-128(pwd,4096) only costs 0.027ms.
There is 1 γ computation and 2 γ computations in
RLWE-PAK and RLWE-PPK respectively. In orig-
inal work, it costs total of 1.578ms and 3.125ms to
generate γ for RLWE-PAK and RLWE-PPK respec-
tively, which take up more than 50% of total running
time. Our approach is much faster than original im-
plementation by 58.4x (0.027ms) and 57.9x (0.054ms)
for RLWE-PAK and RLWE-PPK respectively. Since
γ computation is very costly, our approach has a sig-
nificant improvement over original implementation.
γ computation takes up around 20% of total running
time in our implementation.

3) We avoid slower multiplication, division and modular
operations by make full use of bitwise operations to
boost performance. We also make full use of macros
and various programming techniques to reduce un-
necessary overhead, expensive memory copy opera-
tions etc. to improve efficiency. All these approaches
also contribute to the efficiency of our implementa-
tion.

Moreover, we remark that our implementation is
portable. Our code does not take advantage the power of
new instruction sets (eg, AVX2) to speedup performance,
therefore our implementation is portable and can run on
more outdated devices.

We note that most time-consuming computation
of our PAKE17 implementation is hashing six-tuple
(i, j,m, µ, σ, γ′) using SHA3-256 since they take up more
than 8KB of storage. Hashing this tuple costs more time
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compared with other operations. It costs 0.077ms which
takes up 43.75% and 36.95% of total running time for
RLWE-PAK and RLWE-PPK respectively.

We believe that PAKE17 and our implementation are
indeed practical for post-quantum world.

4 Post-quantum TLS Ciphersuite
and Implementation

We construct our post-quantum TLS ciphersuite by in-
tegrating RLWE-PPK into TLS. It can be regarded as
a post-quantum variant of DHE PSK and ECDHE PSK.
We build our ciphersuite based on DHE PSK in TLS v1.2
and adapt the notion of password in RLWE-PPK to a
key for symmetric encryption which is also pre-shared by
two parties (same as definition of PSK in DHE PSK).
Advantages of TLS and PAKE are well-inherited and in-
tegrated in our ciphersuite, including easier key manage-
ment (without PKE-based certificates), mutual authenti-
cation, better performance (efficient implementation and
no signatures), anti-phishing attack, simplified message
flow (inherit from TLS and RLWE-PPK) etc. We intro-
duce cryptographic primitive combination of our cipher-
suite, implementation based on Botan open source C++
library, benchmarks and discussions.

4.1 Introduction

TLS is designed to ensure secure communications over
adversary controlled network, providing secrecy and data
integrity between two communicating parties. TLS is con-
sisted with two major components: handshake protocol
and record protocol. In handshake protocol, two par-
ties negotiate and establish secure connection. In record
protocol, two parties transmit encrypted and authenti-
cated data securely. TLS is widely deployed in real world
with applications like HTTPS (HTTP over TLS), IMAPS
(IMAP over TLS), SMTPS (SMTP over TLS) etc. and it
has already comprised more than half of total web traf-
fic. It supports various methods for key exchange (Diffie-
Hellman and elliptic curve variant, RSA etc.), authen-
tication (pre-shared key, RSA, ECDSA etc.), encryption
(AES, stream ciphers etc.) and message authentication
code (MAC) algorithms. Two parties can agree on a pre-
master key using various key exchange algorithms. Other
keys are generated through premaster key. For authenti-
cation, certificates and signatures are more preferred and
widely deployed.

As TLS is so important and we are moving into a post-
quantum world, we consider TLS should also adopt post-
quantum cryptographic primitives. However, ciphersuites
in the latest version of TLS fail to meet the demands since
available key exchange and signature algorithms can be
broken by quantum computers. Recently, a project called
“Open Quantum Safety” (OQS) was launched [27]. It
provides prototype open-source software implementation
which integrate several unauthenticated post-quantum

key exchange protocols into TLS. By combining post-
quantum key exchange and classical signatures (RSA,
ECDSA etc.), OQS project suggests several post-quantum
TLS ciphersuites. Google did experiments on integrating
a post-quantum key exchange into Chrome browser in ca-
nary channel and few Google domain TLS servers with
ciphersuite called “CECPQ1” [6]. These works show that
post-quantum cryptographic primitives are very promis-
ing for real-world applications.

4.2 Our Post-Quantum TLS Ciphersuite

Project OQS and Google’s effort are based on
adopting unauthenticated key exchange protocol with
RSA/ECDSA signature to achieve authentication. We
want to achieve authentication in a way that discards
quantum-insecure signatures. Authenticate two par-
ties using pre-shared key is a very practical and effi-
cient approach as pointed out in [15]. In TLS v1.2,
there are various ciphersuites that supports authentica-
tion using pre-shared key (PSK), where PSK is a pre-
shared symmetric key for encryption and authentication.
PSK ciphersuites including standalone PSK, DHE PSK
(Diffie-Hellman ephemeral for key exchange+PSK for au-
thentication, ECDHE PSK (elliptic curve DHE+PSK),
RSA PSK (RSA for key exchange+PSK) etc. Advan-
tages for PSK-based ciphersuites including avoid expen-
sive public key computations for authentication (signing
and verifying), mutual authentication, avoid phishing at-
tacks, simpler key management etc. It can be established
with various methods and it is not the focus of this work.

As suggested in [15], integrating PAKE protocols in
TLS does not require too much changes in TLS standards,
therefore we can safely take this approach. To the best
of our knowledge, there are no existing works that in-
tegrate post-quantum PAKE protocols into TLS. Since
RLWE-PPK is a two-pass implicit authenticated key ex-
change protocol and it shares very similar structure with
Diffie-Hellman, it can be regarded as post-quantum alter-
native for pre-shared key ciphersuite in TLS. Analogously,
we can replace DHE PSK in standard TLS with RLWE-
PPK without modify structure of TLS and message flow
significantly. As mentioned before, PSK is a pre-shared
symmetric encryption key for authentication, therefore we
pre-share key for both parties in our implementation.

Our post-quantum TLS ciphersuite “RLWE PPK
WITH AES 256 GCM SHA384” is designed and im-

plemented based on TLS v1.2. We use our efficient imple-
mentation of RLWE-PPK to perform key exchange and
authentication, thus our ciphersuite can achieve mutual
authentication, forward security and resistant to quan-
tum computing attacks. We give detailed cryptographic
primitive combination of our post-quantum TLS cipher-
suite:

• Key exchange and authentication: We integrate
RLWE-PPK protocol revisited in Section 3.1 into
TLS to achieve post-quantum key exchange and au-
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thentication. This ciphersuite can realize mutual au-
thentication in a more convenient way than PKI-
based approach, where client may not have user cer-
tificate. Parameter choice for RLWE-PPK follow
Section 3.2.

• Authenticated encryption: We choose AES-256-
GCM. It provides confidentiality, integrity and au-
thenticity assurances on data.

• Hash function: We choose SHA-384. Our choice fol-
lowed the principle proposed by NIST of deprecating
SHA-1.

4.3 Implementation and Performance

Our proof-of-concept implementation is based on Botan
library. Botan is a C++ library that provides imple-
mentations of a variety of cryptographic algorithms and
protocols. We integrate our RLWE-PPK implementation
into Botan library according to TLS v1.2 handshake and
RLWE-PPK message flow. We also implement test pro-
grams that simulate TLS session between client and server
using our ciphersuite. Both client and server program are
run on localhost. Server listens on port 443 and client
communicates with server. We measure runtime from the
very beginning of session initiation and stop after hand-
shake completes. Test programs run on a PC equipped
with a 2.7GHz Intel Core i7-6820HQ processor and 4GB
RAM running Ubuntu 14.04 64-bit version. Test pro-
grams are compiled by g++ 4.8.4 with optimization flags
“-O3 -m64 -fstack-protector” and execute 1,000 times us-
ing single core. Average runtime over 1,000 executions of
our ciphersuite for client and server handshake is 4.83ms
and 4.94ms respectively.

Although our PAKE-PPK implementation is very ef-
ficient, our ciphersuite has larger communication cost.
Size of PAKE-PPK key exchange messages from client
to server and server to client is 3.75KB and 3.875KB re-
spectively and this is larger than DHE/ECDHE/RSA key
exchange messages (around 1-2KB). This might be a dis-
advantage of our ciphersuite. Also setting up pre-shared
materials securely require more works.

5 Conclusion

In this paper, we present a portable and truly effi-
cient post-quantum PAKE implementation for RLWE-
PAK and RLWE-PPK protocols. We implement these
two PAKE protocols in portable C++ style so that our
code can run on a variety of devices. We achieve 21.5x
and 18.5x performance improvement on both RLWE-PAK
and RLWE-PPK over original implementation. Perfor-
mance of RLWE-PAK and RLWE-PPK in this work is
also 8.5x and 7.4x faster than J-PAKE, which is known to
be widely deployed but vulnerable to quantum computers.
We also integrate RLWE-PPK into TLS as post-quantum
TLS ciphersuite. Proof-of-concept implementation based

on Botan library shows that our ciphersuite is very prac-
tical. Our work shows that post-quantum cryptographic
primitives like PAKE17 and real-world post-quantum ap-
plications like our post-quantum TLS ciphersuite can be
truly efficient.
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Abstract

This paper proposed a new method to point scalar multi-
plication on elliptic curve and it is defined in a finite field
with a characteristic greater than 3. It is based on the
Transformed Fibonacci type sequence like (2P + Q) and
it can resist the Simple Power Attack (SPA). Although
the sequence quite easier to calculate, expressing any k
using the sequence remains a very difficult problem, so
we proposed the Alternate-Zeckendorf representation and
given the proof of this view.The NewADD algorithm is
also added to the new algorithm and in meanwhile we also
listed (2P + Q) results as a table to reduce the compu-
tation cost.The performance comparisons show that our
algorithm is less costly than other algorithms 12.7 % to
27.9 % at least.

Keywords: Addition Chain; Elliptic Curve; Fibonacci Se-
quence; Scalar Multiplication; Simple Power Attack

1 Introduction

Since the Koblit [8] and Miller [15] firstly applied the ellip-
tic curve in the encryption system, Elliptic Curve Cryp-
tography (ECC) has received more and more attention. It
gradually become a mainly standard in public key cryp-
tography and widely used in various areas of information
security, such as message encryption, authentication and
digital signatures [2, 6, 9, 16, 17, 21]. The literature [20]
proposed a combination of RSA and ECC. Compared with
RSA, the advantages and benefits of the ECC as follows:

• High security. RSA’s security level is sub-exponential
and ECC is exponential.

• Shorter key. At the same level of security, the secret
key length of ECC is much smaller than that of RSA
and ElGamal, which makes the ECC is applied in the
storage-constrained environments.

• Small storage space,lower bandwidth requirements.
This advantage allows ECC have a good prospect in

many limited areas.

• The faster computational speed. Due to the small
size of the finite field bottom of ECC and the deep-
ening of related research, it is much faster than RSA’s
computational speed.

The SET agreement which is introduced by the Visa and
Master card has set its default public key cryptography
algorithm to ECC. That means with the development of
ECC it will be gradually replace the status of RSA main-
stream application algorithms.

Although the existing ECC is much faster than RSA,
with the development of information technology, the ex-
isting computing speed has been unable to meet peo-
ple’s need [22]. So it is imperative to improve the com-
putational efficiency of ECC. However, In elliptic curve
calculation the most basic and time-consuming opera-
tion is the elliptic curve scalar multiplication (ECSM),
which calculate the [k ]P, i.e., the computation of the
point kP = P + P + · · · + P , where the integer k is
in the known domain, the P is a point on the elliptic
curve. The literature [19, 23] introduced a fast scalar
multiplication algorithm. In fact, the entire process of
computing ECSM on two levels: top level and bottom
level. Among them, the top level operation refers to the
scalar multiplication is converted to the double and addi-
tion operation on the elliptic curve. On the other hand,
the bottom level operation refers to through the multi-
plication, square, inversion, addition operation to achieve
double and addition operation on top level. Therefore,
there are two aspects of the research of scalar multipli-
cation: The top level seeks the efficient representation of
scalar k, and the bottom level find the methods achieved
the fast calculation of point doubling and addition. Ob-
viously the top level is the operation on the elliptic curve
E and the common methods are double-and-add, NAF,
sliding window method and so on. The literature [5, 11]
were introduced separately improving Miller’s Algorithm
using NAF, Window NAF algorithm and extend Φ-NAF
algorithm. The literature [10] introduced the bottom al-
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gorithm on Jacobian coordinates. Our algorithm select
the former to research.

In this paper, we will devote to the two levels. Firstly,
we proposed a new addition chain based on the defor-
mation of the Fibonacci sequence [12, 13] and prove the
theory that any integer can be expressed by the sum of
this sequence. Secondly, we presented a new scalar mul-
tiplication algorithm based on the transformed Fibonacci
sequence and the algorithm form is like (2P + Q). By
the method of combining the NewADD algorithm with
new algorithm and calculating the results of (2P + Q)
form the table we improved the efficiency of the calcula-
tion greatly. In addition to that, our algorithm can resist
Simple Power Attack (SPA) [7, 18] naturally, SPA is a
type of side channel attack discovered by Kocher et al.
Literature [1] introduced a method that resist SPA using
the addition chain.

The paper is organized as follows. Section 2 gives some
relevant conception and definition for the ECC. Section 3
is about addition chain definition. Section 4 introduce
our new algorithm and some examples to description. Sec-
tion 5 we compare and analysis with the other algorithms.
And the summary is given in Section 6.

2 Elliptic Curve Arithmetic

2.1 Definition of Elliptic Curve

An elliptic curve E over a finite field K is defined by the
equation:

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6. (1)

where a1, a2, a3, a4, a6 ∈ K, and ∆ 6= 0. It is defined as

∆ = d22d8 − 8d34 − 27d26 + 9d2d4d6

d2 = a21 + 2a2

d4 = 2a4 + a1a3

d6 = a23 + 4a6

d8 = a21a6 + 4a2a6 − 4a1a3a4 + a3a
2
2 − a24.

When the characteristic of K is not equal 2 or 3, the
equation can be written in another form, such that

y2 = x3 + a4x+ a6. (2)

where a4, a6 ∈ K, and ∆ = −16(4a34 + 27a26) 6= 0.
In practice, we simplified the formula to

y2 = x3 + ax+ b. (3)

where a, b ∈ K and 4a3 + 27b2 6= 0, over the charac-
teristic greater than 3. The set of points of E(K) is an
Abelian group.

2.2 Addition on Elliptic Curve

People proposed several algorithms to compute the addi-
tion of two points and also found the many coordinate

systems to improve the addition efficiency, you can refer
to [4]. Algorithm 1 is executed in the Jacobian coordi-
nates.

Algorithm 1 EACCD

1: Input: P = (X1, Y1, Z1) , Q = (X2, Y2, Z2)
2: Output:P +Q
3: A← X1Z

2
2 , B ← X2Z

2
1 , C ← Y1Z

2
2 , D ← Y2Z

2
1

4: E ← B −A,F ← D − C
5: X3 ← F 2 − E3 − 2AE2

6: Y3 ← F (AE2 −X3 − CE3)
7: Z3 ← Z1Z2E
8: Return(X3, Y3, Z3)

If one of the point given the form like (X,Y, 1), we can
obtain the addition cost is 12 multiplications(M) and 4
square(S), the cost of the doubling is 4 multiplications(M)
and 6 square(S).

However, if we assume that P and Q sharing the
same Z-coordinate, P = (X1, Y1, Z) and Q = (X2, Y2, Z).
Then P+Q=(X3, Y3, Z3) = (X

′

3Z
6, Y

′

3Z
9, Z3

′
Z3) ∼

(X
′

3, Y
′

3 , Z
′

3). Where A = (X2 − X1)2, B = X1A,C =
X2A,D = (Y2 − Y1)2, therefore

X
′

3 = D −B − C
Y

′

3 = (Y2 − Y1)(B −X3)− Y1(C −B)

Z
′

3 = Z(X2 −X1)

The cost is reduced to 5M+2S.

3 Addition Chain Theory

Addition Chain: The addition chain is defined as a se-
quence v = (v1, · · · , vl), where v1 = 1, vl = k, vi =
vi−1 + vi−2(1 ≤ i ≤ l). And the l is a length of the
addition chain [3].

Euclidean Addition Chain: The Euclidean addition
chain (EAC) of k is defined as an addition chain
which satisfies v1 = 1, v2 = 2, v3 = v1 + v2 and
∀3 ≤ i ≤ s− 1, if vi = vi−1 + vj , some j < i− 1, then
vi+1 = vi + vi−1 or vi+1 = vi + vj [14].

Theorem 1. We denotes the average number of
steps to compute gcd(k, g) using the subtraction Eu-
clid’s algorithm when g is uniformly distributed in
the range 1 ≤ g ≤ k [14].

S(k) = 6π−2(lnk)2 +O(logk(logk)2). (4)

This formula shown that the chain length of the EAC
is determined by random g and the chain length is
about (lnk)2, the chain length is too long to practical
application. Even if we choose the g close to the k/φ,
where φ = (1 +

√
5) ÷ 2 is the golden section, the

average chain length is still nearly 1100. So we need
to find the appropriate addition chain, however how
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to seek the shortest addition chain is NP complete
problem and solving this problem is very difficult for
us. In order to avoid the effect of g, we choose the
Fibonacci sequence and the definition is shown as
follows.

Fibonacci Sequence: The Fibonacci sequence is de-
fined as F0 = 0, F1 = 1, Fi = Fi−2 + Fi−1 [13].

Fibonacci Type Sequence: All sequences satisfied the
Fibonacci condition Fi = Fi−2 + Fi−1 collectively
called Fibonacci type sequence.

We use the example to illustrate the difference be-
tween the Fibonacci Sequence and the Fibonacci
Type Sequence, the sequence {0, 1, 1, 2, 3, 5, 8,
· · · } is the Fibonacci sequence, but the Fibonacci
type sequence like {4, 5, 9, 14, 23, · · · }, this means
that the Fibonacci sequence is a special form of the
Fibonacci type sequence. Fibonacci type sequences
have a greater range and form. Thus we can compute
the Fibonacci type sequence of arbitrary integers.

4 A New Algorithm about 2P+Q

In previous section we have presented various addition
chain forms. Notice that the Fibonacci type sequence is
a special EAC and no gap in the application, and inher-
ited all the advantages of EAC. Based on this idea, we
proposed a new Transformed Fibonacci type sequence in
this section and introduced how to apply this algorithm
in the elliptic curve.

4.1 Transformed Fibonacci Type Addi-
tion Chain

Transformed Fibonacci Type Addition Chain: A se-
quence which satisfied the formula Ti = 2Ti−2 + Ti−1

(4 ≤ i ≤ l), where T1 = 1, T2 = 2, T3 = 3. We
called this sequence as Transformed Fibonacci Type
Addition Chain(TFTAC), marked as T. For example
T = {1, 2, 3, 7, 13, · · · }.

Alternate-Zeckendorf Representation: Let k be an inte-
ger and Ti(i ≥ 0) is the Transformed Fibonacci Type
(TFT) sequence, the k can be written in the form:

k = Σdi[2Ti−2 + Ti−1]. (5)

with di ∈ {0, 1}. This representation is similar
to that the Zeckendorf representation, we called it
Alternate-Zeckendorf (A-Z) representation method.

Proof. We use the inductive deduction to prove it. For
the i = 1, 2, 3, there is no doubt that it is correct since
these are Transformed Fibonacci definition numbers, for
i = 4 we get 7 = 2 ∗ 2 + 3. Now suppose each i ≤ k
can be represented correctly. If k + 1 is a Transformed
Fibonacci number then we’re done. Otherwise hypothesis
there exists j and Tj < k + 1 < Tj+1, making the a =

Figure 1: The flow chart of the addition chain

k + 1 − Tj . Since a < k and a can be represented, so
k + 1 = a + Tj . At the same time Tj + a < Tj+1, a <
Tj+1 − Tj = 2Tj−1. Taking into account the relationship
between 2Tj−1 and Tj we obtained that the a ≤ Tj , now
consider the following two cases:

Case 1: where a = Tj , a is represented as a = 2Tj−2 +
Tj−1, the k + 1 can be represented as a and Tj .

Case 2: where a < Tj , so representation a does not con-
tain Tj . As a result, k + 1 can be represented as the
sum of Tj and representation a.

In summary, k + 1 can be represented with this method.
Therefore, for any k, it can be represented using A-Z rep-
resentation.

4.2 Specific Algorithm

4.2.1 Generated the A-Z Representation Se-
quence

Now, we discuss how to generate a sequence represented
by A-Z. Firstly, we set the third number of the sequence is
equal to the second number plus the doubling of the first
number , in this way we can gain the next result until
all the T number are calculated. Then we calculate the
addition chain of the k. For any integer k, we calculate
the k − Ti, where i is the last element of T. Case 1: if
k − Ti ≥ 0 , then set k = k − Ti, mark di = 1, until the
k = 0. Case 2: if k − Ti < 0, mark di = 0 then calculate
k− Ti−1, till the k− Ti ≥ 0 using Case 1. The flow chart
is shown in Figure 1.

Algorithm 2 is a specific TFTAC algorithm. Through
a large number of experiments we found that the num-
ber of T is generally related to the number of the binary
bits of k. For example, if we select 160-bits integer to
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Algorithm 2 Transformed Fibonacci Addition Chain

1: Input: A positive integer k and n
2: Output: d={d1, d2, · · · , dn}.
3: T = {1, 2, 3}, d={},Set i = 4
4: while i ≤ n do
5: Ti = Ti−2 + Ti−1

6: Output T.
7: end while
8: while j ≥ 1 and j ≤ n do
9: if k − Tn < 0 then

10: Output n is not appropriate, return 1.
11: end if
12: if k − Tj ≥ 0 then
13: dj = 1
14: d = d

⋃
dj

15: k = k − Tj
16: j = j − 1
17: end if
18: if k − Tj < 0 then
19: dj = 0
20: d = d

⋃
dj

21: j = j − 1
22: end if
23: end while
24: Output d.

execute our experiment, the number of the T is 160 as
well. That means the chain length of the k obtained by
this method is the same as the binary length. But if we
use the Zenkendorf method to represent the k, the chain
length is about 230. It needs 44 % more digits than the A-
Z representation and the binary representation. In fact,
we can see that the definition of the A-Z representation
is similar to the binary method. Here we use an example
to illustrate our algorithm in Example 1.

Example 1. k = 567, n = 10, T ={1,2,3}
T4 = 2T2 + T3 = 7
T5 = 2T3 + T4 = 13
T6 = 2T4 + T5 = 27
T7 = 2T5 + T6 = 53
T8 = 2T6 + T7 = 107
T9 = 2T7 + T8 = 213
T10 = 2T8 + T9 = 427
We get the T = {1, 2, 3, 27, 53, 107, 217, 427} , then
k − T10 = 567− 427 > 0, d10 = 1, k = 567− 427 = 140
k − T9 = 140− 213 < 0, d9 = 0
k − T8 = 140− 107 > 0, d8 = 1, k = 140− 107 = 33
k − T7 = 33− 53 < 0, d7 = 0
k − T6 = 33− 27 > 0, d6 = 1, k = 33− 27 = 6
k − T5 = 6− 13 < 0, d5 = 0
k − T4 = 6− 7 < 0, d4 = 0
k − T3 = 6− 3 > 0, d3 = 1, k = 6− 3 = 3
k − T2 = 3− 2 > 0, d2 = 1, k = 3− 2 = 1
k − T1 = 1− 1 = 0, d1 = 1, k = 1− 1 = 0
Output d = {1010100111}

4.2.2 Application of Elliptic Curve

In previous section, we discussed how to compute the ad-
dition chain sequence of k, and now we describe the ap-
plication of this algorithm on elliptic curves. It is shown
in Algorithm 3.

Algorithm 3 Scalar Multiplication Algorithm using TF-
TAC
1: Input: P ∈ E(K), k = (dl, · · · , d1)
2: Output: W = [k]P ∈ E(K)
3: Begin W=0
4: if d1 = 1 then
5: W ← W + P
6: end if
7: (U, V)←(2P, 3P)
8: for i = 2, · · · , l do
9: if di = 1 then

10: W←W + U
11: end if
12: (U,V)←(V, 2U+V)
13: end for
14: Return W

In Section 2 we know that the NewADD algorithm
can be used as long as two points sharing the same Z-
coordinates. In the later content, we will use this theory
and the specific algorithm is shown in Algorithm 4.

Algorithm 4 Scalar Multiplication Algorithm using
NewADD
1: Input: P ∈ E(K), k = (dl, · · · , d1)
2: Output: W = [k]P ∈ E(K)
3: Begin W=0
4: if d1 = 1 then
5: W← P
6: end if
7: (U, V)←(2P, 3P)
8: for i = 2, · · · , l do
9: if di = 1 then

10: upgrade W
11: (· · · ,W)← NewADD(W,U)
12: end if
13: Calculate 2U
14: upgrade V
15: (U,V)← NewADD(2U,V)
16: end for
17: (· · · ,W)← NewADD(W,U)
18: Return W

Now we need to analyze the cost of the algorithm. Sup-
posing the U= (XU , YU , Z) , V= (XV , YV , Z) and P=
(x, y, 1). When d1 =1, W= (x, y, 1), upgrade the W=
(xZ2, yZ3, Z) and the cost is 3M+S. At this time we can
add W and U using the NewADD algorithm with the
cost is 5M+2S. And then doubling the U needs 4M+4S.
Since the Z2U = 2YUZ, thus the X

′

V = (XV (2YU )2,
YV (2YU )3, 2YUZ) only costs 2M. Because of the density
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of ”1” is about 0.5, the add step cost is 4M+1.5S. Finally,
the total cost is 15M+7.5S.

Example 2. Computation of
[39]P = 27 + 7 + 3 + 2 = (101110)A−Z :
initialization : W= 0
d2 = 1 : W = 0 + 2P = 2P, (U, V) ← (3P, 7P)
d3 = 1 : W = 2P + 3P = 5P, (U, V) ← (7P, 13P)
d4 = 1 : W = 5P + 7P = 12P, (U, V) ← (13P, 27P)
d5 = 0 : (U, V) ← (27P, 53P)
d6 = 1 : W = 12P + 27P = 39P
Return W = [39]P

Example 3. Computation of
[67]P = 53 + 13 + 1 = (1010001)A−Z :
initialization : W= 0
d1 = 1 : W = 0 + P = P
d2 = 0 : (U, V)← (3P, 7P)
d3 = 0 : (U, V)← (7P, 13P)
d4 = 0 : (U, V)← (13P, 27P)
d5 = 1 : W = P + 13P = 14P , (U, V)← (27P, 53P)
d6 = 0 : (U, V)← (53P, 107P)
d7 = 1 : W = 14P + 53P = 69P
Return W = [67]P

Example 2 and Example 3 are illustrated for Algo-
rithm 4. In Algorithm 4, the elliptic curve scalar mul-
tiplication process has a double and a addition each time.

4.2.3 Improve Algorithm

By the large of statistical analysis, we get the density of
”1” in the A-Z representation is approximate 0.5. That
means representing a 160-bits integer needs 80 Trans-
formed Fibonacci number and the total multiplication is
about 3360. In this part we will introduce how to im-
prove Algorithm 4 to reduce the cost of multiplication.
We known that each iteration of the algorithm needs to
calculate 2P + Q, so we can calculate the results of 2P +
Q in advance and recorded it as a table. That means we
do not need to calculate 2P + Q in the algorithm. The
part table shown in Table 1.

Table 1: Transformed fibonacci type number

Tth num. T1 T2 T3 T4 T5
TFT num. 1 2 3 7 13
Tth num. T6 T7 T8 T9 · · ·
TFT num. 27 53 107 213 · · ·

Now, we recalculate Example 3 using improved Algo-
rithm. As you can see in Example 4 only the di = 1 is
performed, and the amount of computation is reduced by
half.

Example 4. Computation of
[67]P = 53 + 13 + 1 = (1010001)A−Z :
initialization : W= 0
d1 = 1 : TFT num.=1, then W = 0 + P = P
d2 = 0 : Next
d3 = 0 : Next
d4 = 0 : Next
d5 = 1 : TFT num.=13, then W = P + 13P = 14P
d6 = 0 : Next
d7 = 1 : TFT num.=53, then W = 14P + 53P = 69P
return W = [67]P

5 Comparison with Other Algo-
rithms

In this section we will compare with other algorithms
and give some practical results about new algorithm. We
choose mixed coordinates to calculate the cost of the TF-
TAC and the cost of the various mixed coordinates is
shown in Table 2 [4]. In addition, we will also introduce
how to resist the SPA attacks using the new algorithm.

Where A is the Affine coordinates, the J is Jacobian,
Jc is Chudnovsky Jacobian, Jm is modified Jacobian, the
P is Projective coordinate.

5.1 Scalar Multiplication Analysis

In Table 3, We compared our algorithm with others, such
as NAF, 4-NAF and Double-and-add and so on on mixed
coordinates. In Table 4, we compared several algorithms
which used the NewADD. Table 5 shown the chain length
of several algorithms.

In Section 3, we know that there is unnecessary to cal-
culate the cost of (2P+Q). What we just need to do is to
calculate the remaining addition when 1 appears. So the
average cost is 4M+1.5S, the final multiplications are 832.
However, the number of occurrences of 1 dependent on the
specific number, in order to illustrate the advantages of
the TFTAC algorithm clearly, we choose the largest num-
ber to do comparison and the cost is 8M+3S, the final field
multiplications is 1664. On mixed coordinates, TFTAC is
faster at least 6.5 % than NAF, 20.9 % than double-and-
add, 12.7 % than GRAC-258 , 21 % DFAC-160. Although
slower 3.8 % than 4-NAF, most of the TFT numbers are
faster than it.

Table 4 shown the comparisons algorithm using the
NewADD algorithm. From 27.9 % more than the
Fibonacci-and-add, 20.3 % more than the Signed Fib-and-
add and 15.1 % more than the Window Fib-and-add. So
we can see the new algorithm significantly reduces the
addition computation.

Table 5 shown the chain length comparison of the var-
ious algorithms with the 160-bits, the A-Z representation
chain length is 160 and it is same as the binary counter-
part. And compared with other algorithm chain length
the A-Z representation chain length is quite shorter than
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Table 2: The cost of various mixed coordinate

doubling
operation costs

2A = J 2[M] + 4[S]
2Jm = J 3[M] + 4[S]
2A = Jm 3[M] + 4[S]

2Jm 3[M] + 5[S]
2Jm = Jc 4[M] + 4[S]

2J 4[M] + 6[S]
2Jc 5[M] + 6[S]
2P 7[M] + 5[S]

addition
operation costs
P + P 12[M] + 2[S]
Jm + Jm 13[M] + 6[S]
J +A 8[M] + 3[S]

Jm +A = Jm 9[M] + 5[S]
Jm +A = J 8[M] + 3[S]
Jc + J = J 11[M] + 3[S]
Jc + Jc = Jm 11[M] + 4[S]
Jc + Jc = J 10[M] + 2[S]
Jc + Jc 11[M] + 3[S]

Jc +A = Jm 8[M] + 4[S]
Jc +A = Jc 8[M] + 3[S]
J +A = Jm 9[M] + 5[S]
A+A = Jm 5[M] + 4[S]
A+A = Jc 5[M] + 3[S]
J + J 12[M] + 4[S]

Jc + J = Jm 12[M] + 5[S]
Jm + Jc = Jm 12[M] + 5[S]

Table 3: Comparison the classical algorithm for the 160-
bits

Algorithm Costs
4-NAF 1600
NAF 1780

Double-and-add 2104
GRAC-258 1907
DFAC-160 2016

Table 4: Comparisons with different algorithm using the
NewADD

Algorithm Chain length
Fibonacci-and-add 2311
Signed Fib-and-add 2088

Window Fib-and-add 1960
TFTAC 1664

Table 5: Comparisons with the chain length for 160-bit

Algorithm Chain length
Fibonacci-and-add 358
Signed Fib-and-add 322

Window Fib-and-add 292
Binary representation 160

Zenkendorf representation 230
TFTAC 160

others. It is 55 % shorter than the Fibonacci-and-add,
50.3 % shorter than Signed Fib-and-add, 45 % shorter
than Window Fib-and-add, and 44 % shorter than Zenk-
endorf representation.

5.2 SPA Analysis

SPA is a technology which is a direct interpretation of
energy consumption measured value. The system con-
sumption of energy is different that mainly depending on
the instructions executed by the microprocessor. When
the microprocessor operation performed at different part
of the encryption algorithm, some of the energy consump-
tion of the system is very obvious. With this feature, the
attacker can distinguish a single instruction to achieve the
purpose of breaking the algorithm.

We already know that the attacker obtained the key in-
formation by observing the energy curve changing. There-
fore we can utilize the method of fixed sequence to resist
SPA. Our algorithm based on the Transformed Fibonacci
sequence and it is a fixed sequence, therefore it can resist
the SPA as well.

6 Conclusion

In this paper we proposed a new algorithm TFTAC which
is based on the Fibonacci deformation sequence, the new
algorithm combined with the advantages of NewADD and
through the method of generating tables reduced the cost
of scalar multiplication significantly. This method utilized
the space exchange for time achieve the purpose of sav-
ing resources effectively. Among them the multiplication
is less at least 12.7 % than others, the chain length also
reduced from 45 % to 55 %. In addition, the algorithm
against the SPA as well.
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Abstract

Radio Frequency Identification (RFID) system consists
of three parts: tags, reader and database. Because of the
advantages of low cost, long life and easy deployment,
RFID technology has been widely used in logistics, sup-
ply chain management system and other fields. With the
widespread use of RFID technology, a number of security
problems occur. The prerequisite for further promotion
of RFID technology is to ensure the security of shared
keys stored between legitimate readers and tags. How-
ever, because the tags and reader communicate in wireless
channel, the shared key written directly to the tag by the
reader is easily intercepted by the attacker. Because the
computing power and the storage space of tags in RFID
are limited, the key generation protocols based on cryp-
tographic can not be used in RFID systems. In addition,
the shared key written by the tag manufacturer will re-
sult in a shared key escrow problem, and the user can not
customize the shared key as well. For the above reasons,
the secure generation of the shared key in RFID system is
somewhat difficult. The paper abandons the general way
that the shared private key has been set to the tag before
leaving the factory, then uses the method of dynamically
generating the shared key in the application between the
tag and the reader through the wireless communication,
and proposes a wireless generation algorithm WKGA-BO
(Wireless Key Generation Algorithm for RFID System
Based on Bit Operation) for private key in RFID system
based on bitwise operation. WKGA-BO uses the bit re-
placement operation and the self-combinatorial cross-bit
operation to encrypt the transmission information. The
random number is generated by the reader to ensure the
freshness of the shared key, and the methods of generating
the random number on the tag side is discarded, thus re-
ducing the computational complexity. Finally, a compre-
hensive security analysis demonstrates the security and
reliability of WKGA-BO. A comprehensive performance
analysis shows the feasibility of WKGA-BO in the exist-

ing RFID system.

Keywords: RFID; Sac Internet of Things; Wireless Key
Generation

1 Introduction

RFID is a technology that uses non-physical contact to
achieve object recognition and data exchange. It emerged
in the last century, and had been widely promoted and
applied in the late nineties of the 20th century [16, 20].
Radio Frequency Identification (RFID) system consists
of three parts: tags, reader and database. Because of
the advantages of low cost, long life and easy deployment,
RFID technology has been widely used in logistics, supply
chain management system and other fields [17,21].

RFID tags are composed of coupling elements and
chips, and are embedded in the object, which is used to
identify the target object. According to the tag’s own
characteristics and operation modes, it can be divided
into two categories: one is active tag; another is passive
tag [1, 27]. Active tag generally carries its own batteries,
so it doesn’t need to use the energy of the reader. It can
also take the initiative to the reader to send information,
to complete some of the work independently. Compared
to the passive tag, the active tag works much larger. How-
ever, because the active tag carry its own power, there are
disadvantages of high production cost, too large volume,
heavy quality, excessive power consumption and so on,
which restricts the development of such tags [6, 18]. Be-
cause the passive tag doesn’t carry its own power, and the
energy required in the work process can be only obtained
through the carrier sent by the reader, so the work scope
of this tag is very small [19, 23].

In the existing RFID systems, the most commonly used
tags are passive tags. Based on the above description, it is
known that the way that the passive tag works will easily
expose the information stored in the tags and even expose
the privacy information stored on the reader. In order to
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solve the above problems, privacy protection certification
has become the most commonly used security mechanism
between the tag and reader, whose main idea is using
a shared private key for bidirectional authentication and
identification between the tag and the reader [7, 22,30].

Privacy protection is mainly based on the security and
reliability of the shared private key, but the traditional
method of generating the shared private key has some
flaws. The traditional method of generating the shared
private key is that the producer defaults the shared key
to the tag, but it’ll cause the tag escrow problems, and the
user can not generate his own trusted shared private key
according to his own needs [9,28]. It is very challenging to
securely generate keys on RFID tags. In addition to the
reasons described above, there are the following factors.
First, passive tag does not have a physical interface, so it
can not be connected with other devices, and it can not
be used to generate the shared private key through the
physical connection [29]. Second, if the reader directly
write the shared private key to the tag through the wire-
less, then because the reader can read and write a larger
scope, it’s easier for attackers to obtain the shared private
key by the means of eavesdropping [12]. Third, the com-
puting ability of the tag is very limited, so the more com-
plex traditional cryptographic calculations are disabled,
which makes the existing shared private key generation
protocol based on cryptographic unable to be applied to
the tag [14].

In this paper, we innovatively propose an algorithm
WKGA-BO to generate the shared private key wirelessly
based on bitwise operation in the RFID system for the
problems described above. The basic idea of WKGA-
BO is as follows. The tag which does not initialize the
shared private key sends the fragment of shared private
key to the reader. When the tag receives another part of
the shared private key fragment generated by the reader,
the tag can generate the shared private key by mixing
the key fragments. The information about the shared
private key fragment between the tag and the reader is
transmitted over the ultra-lightweight bitwise operation,
and the tag does not only superimpose the shared private
key fragments simply to obtain the final shared private
key. So even if the attacker obtains the shared private
key fragments’ information exchanged between the tag
and the reader through eavesdropping, it is impossible to
restore or derive the shared private key, thus realizing the
wireless generation of the shared private key between the
tag and the reader.

The first chapter of this article is the introduction
about the background of RFID technology and its existing
problems, which leads to the focus of this study. The sec-
ond chapter provides a comprehensive introduction to the
current work in the shared private key generation in the
RFID system. The third chapter introduces the mathe-
matical knowledge and the meanings of the symbols that
are used in the WKGA-BO design process. The fourth
chapter describes the detailed design steps of the WKGA-
BO systematically. The fifth chapter analyzes the secu-

rity of WKGA-BO from two aspects: active attack and
passive attack. In the sixth chapter, the WKGA-BO is
rigorously proved and deduced by GNY formal logic. In
the seventh chapter, the performance of WKGA-BO is
analyzed in detail from the aspects of calculation, stor-
age space and communication traffic. The eighth chapter
summarizes the whole paper, and gives the next research
direction.

2 Related Works

There are many ways to generate the shared private key
in the existing wireless systems and wireless devices. We
can classify the existing methods into two categories from
the point of view of usefulness and cryptography. One is
based on the cryptography method; the other is based on
the non-cryptographic method. The advantages and dis-
advantages of the existing shared private key generation
methods from these two types of methods are described
as follows.

The method based on cryptography – this type of
shared private key generation method is mainly based on
the public key cryptography, such as Diffie-Hellman key
agreement protocol [8]. Although this type of method can
solve the problem of shared private key generation, but
it needs more complex mathematical operations (mostly
based on the mathematical problem of the decomposition
of large number when using cryptography), so that it can
not be used very well in the RFID system tags whose
resources are severely limited, such as weak calculation
capacity, small storage space and so on.

The method based on non-cryptographic – this type of
shared private key generation method is different from the
cryptographic-based method, but it uses physical meth-
ods or the characteristics of the communication channels
to generate shared private key, so it does not require com-
plicated calculation [24]. In the following, we’ll describe
the two types of methods in detail.

The physical methods of generating the shared private
key involve two different ways. One way is to generate
the shared private key by physical isolation; the other is
to write the shared private key over a wired connection
link. The physical isolation method generates the shared
private key primarily by using a Faraday cage container
to protect the communication channel between the wire-
less device or the wireless system from being intercepted
by the attacker [15]. From the Reference[19] we know
that the Faraday cage is a container made of metal mesh
for shielding the wireless signal transmission. The wire-
less signal in the cage is shielded by the Faraday cage
(the wireless signal outside the cage is not in the Faraday
cage category), so that any two wireless devices within
the Faraday cage and wireless systems can communicate
in plain text. However, this type of the shared private
key generation method must be carried out in the space
of the Faraday cage, so it is limited by the size of Faraday
cage space, and it can not be promoted in large-scale in
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the practical application of RFID. For example, Faraday
cage containers can not be accommodated in the RFID
tags of the large objects such as trains, containers. At the
same time, users may not be willing to use RFID tags be-
fore spending too much manpower and financial resources
to build a large Faraday cage. In the case of the method of
generating the shared private key over a wired connection
link, the two communicating devices require a hardware
interface to establish a physical electrical signal connec-
tion so that the shared private key can be generated or
exchanged [25]. However, in the existing RFID systems,
the tag does not have a physical interface, so it can not
support this kind of circuit connection communication,
and it does not apply to the existing RFID systems and
equipment.

Generating the shared private key based on the charac-
teristics of the communication channel: In Reference [4]
it is found that the shared private key is generated be-
tween two wireless devices with limited CPU resources
through an anonymous communication channel. How-
ever, it has been analyzed that although the computa-
tion of the method is small, it is necessary to generate
a packet for each secret bit, so that the communication
traffic is large. Meanwhile, large-scale passive tag can
only reflect the reader’s signal as a response, and can not
produce random data packets, so the scheme proposed in
Reference [4] does not apply to the existing RFID sys-
tems. Reference [2] has proposed a scheme for generating
the shared private key by measuring a random variable in
a wireless communication channel, which can be used to
generate the shared private key with high entropy in two
wireless devices. However, the above-mentioned scheme
requires the wireless device to autonomously measure the
data of random variables (such as signal strength) in the
communication channel, but the tag in the existing RFID
systems does not have this capability, so the proposed
scheme can not be applied on a large scale.

In view of the shortcomings of the existing schemes,
this paper proposes an algorithm WKGA-BO of generat-
ing the shared private key wirelessly based on bitwise op-
eration in the RFID system. By dynamically generating
the shared private key wirelessly, WKGA-BO resolves the
problem that the shared private key between the tag and
the reader must be pre-set in the RFID system, and the
user can not customize it. Compared with other existing
solutions, WKGA-BO has the following main advantages.
Firstly, WKGA-BO doesn’t need to provide additional
physical hardware interface, and doesn’t require complex
cryptographic algorithms, which is able to minimize the
amount of computation. Secondly, WKGA-BO dynam-
ically generates the shared private key wirelessly, which
solves the problem of key escrow caused by the factory
setting for the shared private key. Thirdly, WKGA-BO
uses bit operations for encryption. Because the ultra-
lightweight characteristic of bit operations is able to meet
the requirements of low cost, WKGA-BO can be imple-
mented and scaled up in real RFID systems.

Figure 1: Bitwise AND Operation Flow Chart

Figure 2: Bitwise XOR Operation Flow Chart

3 Related Knowledge Introduc-
tion

3.1 Bitwise AND Operation

If the two values a, b are not both 1, then the result
is0; if the two values a, b are both 1, then the result is
1, where ae{0, 1}l, be{0, 1}l, meaning that a and b are
both binary numbers with the length of l bits. In order to
facilitate the description of the symbol, we use the symbol
”&” to represent bitwise AND operation [13].

The bitwise AND operation rules are described below:
0&0=0, 1&0=0, 0&1=0, 1&1=1. Only when the values
of a and b are both 1, the result of the operation is 1;
otherwise, the result of the operation is0. For example,
if l=8, a=11011001, b=01100101, then a & b=01000001.
The specific process is shown in Figure 1.

3.2 Bitwise XOR Operation

If the two values a,b are not the same, the result is 1; if
the two values a, b are the same, the result is0, where
ae{0, 1}l, be{0, 1}l, meaning that a and b are both bi-
nary numbers with the length of l bits. In order to fa-
cilitate the description of the symbol, we use the symbol
”⊕” to represent bitwise XOR operation [13].

The bitwise XOR operation rules are described below:
0⊕0=0, 1⊕0=1, 0⊕1=1, 1⊕1=0. Only when the values
of a and b are the same, the result of the operation is0;
otherwise, the result of the operation is 1. For example,
if l=8, a=11011001, b=01100101, then a ⊕ b=10111100.
The specific process is shown in Figure 2.

Bitwise XOR operation has a clever use, that is, a ⊕ b
⊕ b=a. For example, if l=8, a=11011001, b=01100101,
then a ⊕ b=10111100, a ⊕ b ⊕ b=11011001, so a ⊕ b ⊕
b=a. Because the bitwise XOR operation has this feature,
so the WKGA-BO design process in the fourth chapter
uses the bitwise XOR operation to transmit the infor-
mation, and then through this feature the original infor-
mation can be obtained by the corresponding encrypted
information.
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Figure 3: a || b Bitwise Concatenation Operation Flow
Chart

Figure 4: b||a Bitwise Concatenation Operation Flow
Chart

3.3 Bitwise Concatenation Operation

If ae{0, 1}l, be{0, 1}l, a and b are both binary numbers
with the length of l bits, then a||b or b||a means concate-
nating the two numbers to a new binary number with the
length of 2l bits, but the results of a||b or b||a are differ-
ent. In order to facilitate the description of the symbol,
we use the symbol ”||” to represent bitwise concatenation
operation [5]. For example, if l=4, a=1101, b=0110, then
a || b=11010110, b || a=01101101.The specific process of
a||b is shown in Figure 3, and the specific process of b||a
is shown in Figure 4.

3.4 Bitwise Substitution Operation

In order to facilitate the description of the symbol, we use
the symbol ”Sub(X, Y)” to represent bitwise substitution
operation. The definition of Sub(X, Y) is as follows. Let
X and Y be two binary numbers with the length of l bits,
X = x1x2x3 · · · xL, Y = y1y2y3...yL, where Xe{0, 1}l,
Ye{0, 1}l. We get each bit which is one in the binary
number Y, complement the corresponding bit in the bi-
nary number X and substitute it. In the binary number
X, totally n = wt(Y ) bits are substituted, where wt(Y )
is the Hamming weight of Y .

When the bitwise substitution operation is imple-
mented in the tag, using the pointer form proposed in
Reference [26] will be more efficient than using a logic gate
directly. Two pointers are introduced, one for PX and the
other for PY , where PX points to the binary number X
and pointer PY points to the binary number Y . When the
pointer PX starts traversing from the most significant bit
of the binary number X, the pointer PY starts travers-
ing from the most significant bit of the binary number Y
at the same time. When the pointer PY points to the
zero bit of binary number Y , the bit that the pointer PX

points to in the binary number X does not change. When
the pointer PY points to the one bit of the binary number
Y , the bit that the pointer PX points to in the binary
number X is substituted with its complement. Finally,
Sub(X, Y) is the binary number X after substituted. For

Figure 5: Bitwise Substitution Operation Flow Chart

Figure 6: Bitwise Substitution Operation Flow Chart

example, if l = 8, X = 11011001, Y = 01100101, then
Sub(X,Y ) = 10111100. The specific process is shown in
Figure 5.

3.5 Self-assembling Cross-bit Operation

In order to facilitate the description of the symbol, we use
the symbol ”Sac(Z)” to represent self-assembling cross-
bit operation. Let X,Y, Z be three binary numbers with
even length l bits, X = x1x2x3...xL, Y = y1y2y3...yL, Z =
z1z2z3...zL, where Xe{0, 1}l, Ye{0, 1}l, Ze{0, 1}l. X
makes a bitwise XOR operation to Y and then we get
the result Z. The operation Sac(Z) is a new binary
number W with the even length of l bits formed by
the combination of the high and low bits of Z, that is,
Sac(Z) = z1zL/2+1z2zL/2+2 · · · zL/2zL.

The self-assembling cross-bit operation can be imple-
mented in the tag and reader as described below. Intro-
duce two pointers, one for P1 and the other for P2, where
the pointer P1 points to the head of the binary number
Z, and the pointer P2 points to the end of the binary
number Z. When the pointer P1 traverses from the head
of the binary number Z, the pointer P2 starts traversing
from the end of the binary number Z at the same time.
The numbers traversed by the pointer P1 are sequentially
placed in the odd bits of the new binary number W , and
the numbers traversed by the pointer P2 are sequentially
placed in the even bits of the new binary number W .
Then through the final combination we can get the new
binary number W , that is Sac(Z) [10].

The self-assembling cross-bit operation only needs the
shift and the bitwise OR operation, and makes the final
combination, thereby reducing system throughput and
storage capacity, to achieve an ultra-lightweight level. Ac-
cording to the different order of the assignment of the
pointers, it will be combined to obtain different values,
thereby increasing the difficulty of cracking. For ex-
ample, if l = 8, X = 11011001, Y = 01100101, then
X ⊕ Y = Z, Sac (Z) = 11011010. The specific process
is shown in Figure 6.
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4 WKGA-BO Design

In this section, WKGA-BO is designed for the three cases
of the shared private key wireless generation in the practi-
cal application: (1) Generating the shared private key for
a single tag; (2) Generating each individual shared pri-
vate key separately for a batch of tags at the same time;
(3) Generating a shared private key for a batch of tags at
the same time.

RFID system generally consists of three parts: the
tag, reader, and database. Because the reader and the
database communicate through the wired link, the general
researches point out that the communication between the
two is safe and reliable. So we regard the reader and the
database as a whole, and the reader has a strong search
ability.

As is the same to other related protocols,we assume
that the communication between the reader and database
is safe and reliable. We also suppose that the communi-
cation between the reader and the tag is unreliable and is
easy to be eavesdropped by the attacker, and that the pri-
vacy information shared between the reader and the tag
is safe and is what the attacker does not know in advance
(such as the shared IDL etc.).

4.1 Single Tag’s Shared Private Key Gen-
eration

Before the start of the single tag’s shared private key
generation (SPKG) algorithm, the tag Ti stores the in-
formation (IDitR

, IDitL
), and the reader R stores the

information (IDitR
, IDitL

) of all the tags.
The meaning of each symbol in this algorithm is given

as Table 1.

Table 1: Symbol used in single tag’s SPKG algorithm

Symbol Description
T A tag
R A reader
DB A database
IDt The tag identifier ID
IDtL The left half of the tag identifier ID
IDtR The right half of the tag identifier ID
Key The generated shared private key
r The random number generated by

the reader
rL The left half of r
rR The right half of r
⊕ Bitwise XOR operation
|| Bitwise concatenation operation
& Bitwise AND operation

Sub(X,Y ) Bitwise substitution operation

The flow chart of wirelessly generating the single tag’s
shared private key is shown in Figure 7. Table 2 shows

Figure 7: Single Tag’s Shared Private Key Generation
Flow Chart

the operation formulas that appear in this algorithm.

Table 2: Formula used in single tag’s SPKG algorithm

Symbol Description
M1 rL ⊕ IDtR

M2 rR ⊕ IDtR

M3 Sub(rL||IDtR , IDtR ||rR)
r′L M1 ⊕ IDtR

r′R M2 ⊕ IDtR

M3′ Sub(r′L||IDtR , IDtR ||r′R)
Key Sub(rL&IDtR , IDtR&rR)

The single tag’s shared private key generation algo-
rithm in the WKGA-BO protocol consists of four steps,
as shown in Figure 7.

Step 1: The reader sends a Hello message to the tag,
and informs the tag to start the private key genera-
tion process.

Step 2: The tag sends IDtL as the response message to
the reader.

Step 3: The reader searches the database for the result
of whether IDtL exists or not. If the result exists,
the reader generates a random number re{0, 1}l(rL
means the left half of r, and rR means the right half
of r), then calculates the values of M1,M2,M3, and
enumerates the shared private key Key. Finally, it
sends M1,M2,M3 to the tag. If it does not ex-
ist, WKGA − BO terminates. The calculations of
M1,M2,M3,Key are described above.

Step 4: The tag calculates the value of r′L, r
′
R, then cal-

culates M3′, and compares the value of M3 and
M3′. If M3 is equal to M3′, the tag successfully
verifies the reader, which meanwhile indicates that
r′L = rL, r′R = rR, and then the tag starts calculat-
ing the shared private key Key. If M3 is not equal
to M3′, WKGA−BO terminates. The calculations
of r′L, r

′
R,M3′,Key are described above.
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Figure 8: A Batch of Shared Private Keys Generation
Flow Chart

4.2 A Batch of Shared Private Keys Gen-
eration

Before the start of a batch of SPKG algorithm, the tag
Ti stores the information (IDitR

, IDitL
), and the reader

R stores the information (IDitR
, IDitL

) of all the tags.

The meaning of each symbol in this algorithm is given
as Tables 1 and 3.

Table 3: Symbol used in batch of SPKG algorithm

Symbol Description
Ti The i-th tag

IDit The i-th tag identifier ID
IDitL

The left half of IDit

IDitR
The right half of IDit

Keyi The shared private key generated between
the i-th tag and the reader

ri The random number generated by
the reader for the i-th tag

riL The left half of ri
riR The right half of ri

Sac(X) Self-assembling cross-bit operation

The flow chart of wirelessly generating a batch of
shared private keys is shown in Figure 8. Table 4 shows
the operation formulas that appear in this algorithm.

Table 4: Formula used in batch of SPKG algorithm

Symbol Description
M4 riL ⊕ IDitL

M5 riR ⊕ IDitL

M6 Sac((riL ||IDitL
) & (IDitL

||riR))

r′iL M4 ⊕ IDitL

r′iR M5 ⊕ IDitL

M6′ Sac((r′iL ||IDitL
) & (IDitL

||r′iR))

Keyi Sac((riL&IDitL
) ⊕ (IDitL

&riR))

This algorithm enables the reader in the RFID sys-
tem to generate individual shared private keys for a large
number of different tags at the same time, and WKGA-
BO protocol consists of four steps, as shown in Figure 8.

Step 1: The reader sends a Hello message to the tag,
and informs the tag to start the private key genera-
tion process.

Step 2: The tag Ti sends IDitR
as the response message

to the reader.

Step 3: The reader searches the database for the result
of whether IDitR

exists or not. If the result exists,

the reader generates a random number ri e{0, 1}l(riL
means the left half of ri; riR means the right half of
ri; ri is applied to calculate the random number used
by the shared private key between the reader and the
tag Ti), then calculates the values of M4,M5,M6,
and generates the shared private key Keyi. Finally,
it sends M4,M5,M6, IDitR

to the tag Ti. If it does
not exist, WKGA−BO terminates. The calculations
of M4,M5,M6,Keyi are described above.

Step 4: The tag Ti compares the received value IDitR
with its own value IDtR . If IDitR

is not equal to
IDtR , the tag Ti discards the message. Otherwise,
the tag Ti calculates the value of r′L, r

′
R, then cal-

culates M6′, and compares the value of M6 and
M6′. If M6 is equal to M6′, the tag Ti successfully
verifies the reader, which meanwhile indicates that
r′iL = riL , r′iR = riR , and then the tag starts calcu-
lating the shared private key Keyi. If M6 is not equal
to M6′, WKGA−BO terminates. The calculations
of r′iL , r

′
iR
,M6′,Keyi are described above.

4.3 Group-based Shared Private Keys
Generation

Before the start of group-based SPKG algorithm, the tag
Ti stores the information (IDitR

, IDitL
), and the reader

R stores the information (IDitR
, IDitL

) of all the tags.
The meaning of each symbol in this algorithm is given

as Tables 1 and 3.
The flow chart of wirelessly generating a group of

shared private keys is shown in Figure 9. Table 5 shows
the operation formulas that appear in this algorithm.

This algorithm needs to generate a unique shared pri-
vate key between the reader R and a group of tags T1, T2,
· · ·, Ti, · · ·, Tn, where n is the total number of tags in
the group. WKGA−BO protocol consists of four steps,
as shown in Figure 9.

Step 1: The reader sends a Hello message to the tag
group, and informs all the tags to start the private
key generation process.

Step 2: The tag Ti sends IDitL
as the response message

to the reader.
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Table 5: Formula used in group-based SPKG algorithm

Symbol Description
M7 riL ⊕ IDitL

M8 riR ⊕ IDitL

M9 Sac((riL & riR) ⊕ IDitR
)

M10 Key ⊕ IDitR

r′iL M7 ⊕ IDitR

r′iR M8 ⊕ IDitR

M9′ Sac((r′iL & r′iR) ⊕ IDitR
)

Key Sac(ID1tR
⊕ ID2tR

⊕ IDitR
⊕

· · · ⊕ IDntR

Figure 9: Group-based Shared Private Keys Generation
Flow Chart

Step 3: After the reader receives the responses of all the
tags, R compares all the received tags ID1tL

, ID2tL
,

· · ·, IDitL
, · · · , IDntL

with its own tag IDtL and
determines whether they are consistent or not. If
they’re not consistent, which indicates that some tags
do not answer the reader, then R re-sends a Hello
message to restart the shared private key generation.
If they’re consistent, it indicates that all the tags
have answered the reader, and that the shared pri-
vate key can be generated. The reader generates a
random number ri e{0, 1}l(riL means the left half
of ri; riR means the right half of ri; ri is the ran-
dom number used by the tag Ti to verify the reader),
then calculates the value of the shared private key
Key and the values of M7,M8,M9,M10. Finally,
it sends M7,M8,M9,M10, IDitL

to the tag Ti. The
calculations of M7,M8,M9,M10,Key are described
above.

Step 4: The tag Ti compares the received value IDitL
with its own value IDtL . If IDitL

is not equal to
IDtL , the tag Ti discards the message. Otherwise,
the tag Ti calculates the value of r′iL , r

′
iR

, then cal-
culates M9′, and compares the value of M9 and
M9′. If M9 is equal to M9′, the tag Ti successfully
verifies the reader, which meanwhile indicates that
r′iL = riL , r

′
iR

= riR , and then the tag Ti starts cal-
culating the shared private key Key = M10 ⊕ IDitR

.
If M9 is not equal to M9′, WKGA−BO terminates.

The calculations of r′iL , r
′
iR
,M9′, Key are described

above.

The WKGA−BO proposed in this paper has the fol-
lowing advantages. Firstly, the shared private key be-
tween the reader and the tag need not be pre-set and can
be dynamically generated when being used. Secondly, the
user can customize the shared private key according to his
preference and requirement. Thirdly, the WKGA − BO
uses the ultra-lightweight bit operation to encrypt the
transmitted information so that it can achieve the ultra-
lightweight level, which is able to reduce the amount of
calculation and achieve the goal of low cost. It’s suitable
for the existing RFID systems. Fourthly, the correspond-
ing algorithms for the shared private key generation are
given in different scenarios, and WKGA−BO is no longer
limited in real application.

5 Security

This section first gives the target of the security of
WKGA − BO, and then gives a specific security anal-
ysis process.

5.1 Security Target

The communication channel between the tag and the
reader in the RFID system can be divided into a forward
channel and a backward channel. The forward channel
refers to the channel from the reader to the tag; the back-
ward channel refers to the channel from the tag to the
reader. Research scholars generally believe that the for-
ward and backward channels are not safe. The attacker
can gain access to the communication between the tag and
the reader by tapping the two channels. The attacker de-
duces the privacy information stored in the tag or reader
according to what he eavesdrops. One of the WKGA-
BO’s security target is to ensure that the attacker can
not infer any useful privacy information from the eaves-
dropping information.

1) Resist passive attack:
Before the shared private key is not generated, there
is no trusted private key between the tag and the
reader to protect the communication between the two
messages, so WKGA − BO must be able to resist
the attacker eavesdropping, and make the attacker
unable to eavesdrop the information to infer the gen-
erated shared private key. Even if the attacker can
eavesdrop on the forward and backward channels,
WKGA − BO should make the attacker unable to
infer the generated shared private key based on the
information obtained from what he eavesdrops.

2) Resist active attack:
The attacker can inject the false information into the
forward channel and backward channel. When the
attacker injects or modifies the information into the
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forward channel, the attacker is equivalent to dis-
guise himself as the reader to send messages to the
tag. This kind of attack is called the reader imper-
sonation attack. What’s more, when the attacker in-
jects or modifies the information into the backward
channel, the attacker is equivalent to disguise him-
self as the tag to send messages to the reader. This
kind of attack is called the tag impersonation attack.
WKGA-BO should be able to resist the two kinds of
impersonation attacks.

5.2 Security Analysis

This section will analyze the security of WKGA − BO
from the aspects of resisting the passive attack and the
active attack.

5.2.1 Passive Attack

The ability of WKGA − BO to resist the passive attack
depends on the characteristic of the random number gen-
erated by the reader and the security of IDitR

, IDitL
shared between the reader and the tag. WKGA − BO
can resist the passive attack, if the probability of each bit
(0 or 1) in the random number generated by the reader is
the same, and if IDitR

, IDitL
shared between the reader

and the tag are secure. The EPC Gen 2 air interface
standard has defined 16-bits pseudo-random number gen-
erators embedded in RFID tags to meet this character-
istic. At the same time WKGA − BO algorithm has a
certain application of the scene, this section has been set
in the applicable scene between the label and the reader
at the time of sharing the information is safe and reliable.
At the same time WKGA−BO algorithm has a certain
application of the scene. In this section the shared infor-
mation that has been set between the tag and the reader
before leaving factory is safe and reliable in the applicable
scene.

In order to obtain the generated shared key, the at-
tacker can eavesdrop on the communication between the
tag and the reader. In the following we uses the single tag
shared private key generation algorithm as an example, to
analyze that the WKGA−BO can resist the passive at-
tack.

First, the random number are used in the calculations
ofM1,M2,M3, and the random numbers in each round
of the random generation of the shared private key are
different, so as to ensure that M1,M2,M3 in each round
are various. Second, the attacker can obtain IDtL , but
the calculations of M1,M2,M3 do not use IDtL , but
the IDtR , and there is no association between IDtR and
IDtL , so that the attacker can not infer IDtR from the
eavesdropping IDtL . Third, there are at least two val-
ues that the attacker doesn’t know in the calculations of
M1,M2,M3, so that the attacker can not exhaust pri-
vate information such as the shared private key and so
on. Based on the above description, WKGA − BO can
resist the passive attack.

5.2.2 Active Attack

The attacker can inject the error messages into the for-
ward channel and the backward channel, and deceive the
reader and the tag, which makes them generate the wrong
shared private key. So In this section we will analyze the
attack from two aspects – the attacker disguises as the
reader, and the attacker disguises as the tag.

1) The attacker disguises as the reader:

The attacker can inject the error messages to the for-
ward channel before/while/after the WKGA-BO is
executed at the legal reader and the legal tag, which
can be seen as the attacker disguises as the legal
reader and executes WKGA − BO algorithm with
the tag. In the following we uses the single tag shared
private key generation algorithm as an example, to
analyze that WKGA − BO can resist the active at-
tacks.

The attacker chooses to attack before the WKGA−
BO is executed. The attacker disguises as the reader
to send information to the tag. Even if the attacker
can pass the certifications of the first two steps, the
attacker can not correctly execute the third step and
the fourth step. In the third step, the attacker can
not correctly calculate M1,M2,M3 by the unknown
IDtR . In the fourth step, the tag can confirm the
authenticity of M1,M2 and M3 to determine the
authenticity of the reader quickly. The specific de-
termination process is as follows.

Next the tag uses the received M1, its own IDtR to
calculate r′L = M1 ⊕ IDtR , uses the received M2,
its own IDtR to calculate r′R = M2 ⊕ IDtR , uses
r′L, r

′
R to calculate M3′ = Sub(r′L||IDtR , IDtR ||r′R),

and then compares M3′ with M3. The attacker does
not know the value of IDtR , so he can only choose
a random number instead of IDtR to calculate and
obtain the incorrect value, which results in the fourth
step in which the IDtR used by the tag is not con-
sistent with the IDtR used by the attacker. So the
tag can determine that the reader is forged by the
attacker, and WKGA−BO terminates.

The attacker chooses to attack while the WKGA −
BO is executed. At this time the legal reader and
tag are in the process of generating the shared pri-
vate key. Because there is no initial shared private
key, the tag can not distinguish the source of the
message in the forward channel (that is, the tag can
not determine that the message sent by the forward
channel at this time is derived from the legal reader
or from the attacker). Even if the attacker injects
the wrong data, the tag can also distinguish the au-
thenticity of the reader in the fourth step, and the
specific analysis process is as described above.

The attacker chooses to attack after the WKGA −
BO is executed. At this time the tag and the legal
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reader has generated the shared private key through
executing WKGA−BO. Then the tag uses the gen-
erated shared private key to bidirectionally authenti-
cate the reader (such as using the Hash-Lock proto-
col), and the attacker fails because the attacker can
not obtain the shared private key.

In summary, when the attacker disguises as the legal
reader to inject the message in the forward channel,
the tag can always distinguish the authenticity of the
reader, so WKGA−BO can resist the impersonation
attack that is caused by the attacker disguising as the
reader.

2) The attacker disguises as the tag:
In this attack mode, the attacker sends information
to a legal reader by actively injecting a message to
the backward channel, in order to destroy the gener-
ation process of the shared private key or to obtain
the shared private key between the reader and the
tag, which is equivalent to the attacker deceiving the
tag and the legal reader between the implementation
of WKGA−BO to generate the shared private key.
Because before WKGA−BO is executed, there is no
shared private key between the tag and the reader,
the legal reader can not distinguish the message sent
by the legal tag or the tag that is disguised by the at-
tacker. In the following we uses the single tag shared
private key generation algorithm as an example, to
analyze that WKGA − BO can resist the active at-
tacks.

The attacker can obtain the information
IDtL ,M1,M2,M3 through eavesdropping a
complete communication process between the legal
tag and the legal reader. The attacker tries to send
the IDtL to the legal reader and wants to get the
correct shared private key, but the attacker can not
succeed. After the reader receives the IDtL sent
by the attacker, although the IDtL can be found,
the calculations of M1,M2,M3 do not use IDtL ,
but the IDtR , and there is no association between
IDtR and IDtL . The random number are used in
the calculations of M1,M2,M3, and the random
numbers in each round of the random generation
of the shared private key are different, so as to
ensure that M1,M2,M3 in each round are various.
Although the tag disguised by the attacker can
obtain M1,M2,M3 sent by the legal reader, but
because the attacker does not know IDtR , he can not
calculate the random number generated by the legal
reader, whick makes the attack unable to infer the
shared private key from the received information.
Before the subsequent tags communicate with the
reader, there will be a bidirectional authentication
process (such as Hash-Lock protocol). Through this
process, the reader can argue that the two can not
generate a unified shared private key, and then the
reader and the tag re-execute WKGA − BO to
generate the shared private key.

Based on the above description, when the attacker dis-
guises as the tag to inject information into the backward
channel, although the WKGA − BO can not generate a
unified legal shared private key, the legal reader can still
distinguish the authenticity of the tag. So WKGA−BO
can resist the impersonation attack that is caused by the
attacker disguising as the tag.

6 GNY Logic Formal Proof

That the security of a complete protocol can be analyzed
in words is far from enough. It can also be proved by the
rigorous mathematical formulas. Based on this thought,
in 1989 Burrows et al proposed a BAN formal logic anal-
ysis method, which was regarded as a milestone in the
analysis of security protocols [3]. BAN logic is only con-
cerned with the part of the protocol that is directly related
to the authentication logic, and the rest is not a concern.
It uses the rigorous mathematical rules to formalize the
analysis and proof of the certification of the protocol. It
also derives the target authentication step from the ini-
tialized hypothesis step of the protocol.

Because BAN form logic analysis has certain limita-
tions, Gongli, etc. in 1990 put forward the GNY formal
logic analysis method [11]. GNY formal logic analysis
method is an expansion for BAN formal logic analysis
method. GNY formal logic analysis method is more com-
prehensive than BAN logic analysis method, mainly in ex-
panding the type and scope of analyzing the protocol. In
this paper, the formal analysis and proof of WKGA−BO
protocol are carried out by using GNY formal logic anal-
ysis method.

WKGA−BO gives three different scenarios to generate
the shared private key. Because of the small differences
among the three kind of the shared private key generation
processes and the limited paper space, we choose to use
the single tag’s shared private key generation algorithm
as an example to analyze and prove the protocol by GNY
formal logic analysis method.

6.1 Formal Description of the Protocol

In order to make the WKGA − BO protocol easy to be
described by GNY formal logic, we use R to represent the
reader, and T for the tag. The process of WKGA-BO
protocol is as follows.

Msg1 : R→ T : Hello;

Msg2 : T → R : IDtL ;

Msg3 : R→ T : M1 = rL ⊕ IDtR ,

M3 = Sub(rL||IDtR , IDtR ||rR),M2 = rR ⊕ IDtR .

Using GNY formal logic to standardize the above pro-
tocol, it can be described as follows.

Msg1 : T < ∗Hello;

Msg2 : T < ∗IDtL ;
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Msg3 : T < ∗M1 = rL ⊕ IDtR ,

M3 = Sub(rL||IDtR , IDtR ||rR),M2 = rR ⊕ IDtR .

6.2 Initialization Hypothesis of the Pro-
tocol

The WKGA−BO protocol assumes that R and T repre-
sent the entities, that is, R for the reader, and T for the
tag. Hypothesis 1-3 represent what the tag and the reader
have. Hypothesis 4 represents the trust of the reader
and the tag on the freshness of the random number. Hy-
pothesis 5-8 represent IDtL , IDtR are shared between the
reader and the tag.

Sub 1 : T 3 (IDtR , IDtL)

Sub 2 : R 3 (IDitR
, IDitL

)

Sub 3 : R 3 (rL, rR)

Sub 4 : R| ≡ #(rL, rR);

Sub 5 : T | ≡ R
IDtR↔ T ;

Sub 6 : R| ≡ T
IDtR↔ R;

Sub 7 : T | ≡ R
IDtL↔ T ;

Sub 8 : R| ≡ T
IDtL↔ R.

6.3 Proof Target of the Protocol

There are 3 proof targets in WKGA−BO, mainly in the
trust of the reader and the tag on the freshness of the
interaction information.

The formulas of the targets are as follows.

Goal 1 : T | ≡ R| ∼ #(M1 = rL ⊕ IDtR);

Goal 2 : T | ≡ R| ∼ #(M2 = rR ⊕ IDtR);

Goal 3 : T | ≡ R| ∼ #(M3 = Sub(rL||IDtR ,

IDtR ||rR)).

6.4 Proof Process of the Protocol

The proof of the WKGA− BO protocol is based on the
initialization hypothesis. The proof process follows the
logical reasoning rules, being-told rules, freshness rules
and possession rules in Reference[30].The message inter-
pretation rules follow the written form of the GNY logical
reasoning rule in Reference[30], which are represented by
T, P, F, I respectively.

This process Goal 2 : T | ≡ R| ∼ #(M2 = rR ⊕ IDtR),
Goal 3 : T | ≡ R| ∼ #(M3 = Sub(rL||IDtR , IDtR ||rR))
is similar to the process of the proof target Goal 1 :
T | ≡ R| ∼ #(M1 = rL ⊕ IDtR). Therefore, this chapter
takes the process of the proof target Goal 1 : T | ≡ R| ∼
#(M1 = rL ⊕ IDtR) as an example, which is described
as follows.

1) Because Rule P1 : P<X
P3X and Msg3 : T∗ < {M1 =

rL ⊕ IDtR}, therefore T 3 {M1 = rL ⊕ IDtR}.

2) Because Rule F1 : P |≡(x)
P |≡(x,y),p|≡#F (x) and Sup4 : R| ≡

#(rL, rR), therefore T = #{M1 = rL ⊕ IDtR}.

3) Because Rule P2 : P3X,P3Y
P3(X,Y ),P3F (X,Y ) , Sup1 : T 3

(IDtR , IDtL) and Sup3 : R 3 (rL, rR), therefore T 3
{M1 = rL ⊕ IDtR}.

4) Because Rule F10 : P |≡(X),P3X
P |≡#(H(X)) and the inferred rule

T = #{M1 = rL ⊕ IDtR}, T 3 {M1 = rL ⊕ IDtR},
therefore T | ≡ #{M1 = rL ⊕ IDtR}.

5) Because Rule I3 : P<H(X,<S>)>,P3(X,S),P |≡#(X,S)
P |≡Q|∼(X,S),P |≡Q∼H(X,<S>) ,

Sup5 : T | ≡ R
IDtR↔ T , Sup6 : R| ≡ T

IDtR↔ R and
Msg3 : T∗ < {M1 = rL ⊕ IDtR}, therefore T | =
R ∼ {M1 = rL ⊕ IDtR}.

6) Because The definition of freshness and the inferred
T = #{M1 = rL ⊕ IDtR}, T | = R ∼ {M1 = rL ⊕
IDtR}, therefore Goal 1 : T | ≡ R| ∼ #(M1 = rL ⊕
IDtR).

The protocol is proved.

7 Performance Analysis

RFID system consists of three parts: tag, reader, and
database. In this paper, the shared private key generation
process is mainly completed in the tag and the reader, and
the reader and the database are viewed as a whole, so the
performance analysis is more concerned about the tag. In
this section, we analyze the advantages and disadvantages
of the WKGA-BO from the following three aspects: the
storage space of the tag, the calculation of the tag, the
communication cost of WKGA−BO.

Table 6: The Single Tag’s Shared Private Key Generation
Algorithm

Storage space Calculation Communication
cost

3l 2XOR + 2AND
+2OR + 2Sub()

6l

The data in Table 7 is analyzed for the single tag’s
shared private key generation algorithm. The tag stores
three kinds of data structures: IDtR , IDtL ,Key. We set
the length of each data structure is l bit, so the storage
space of the tag is 3l. XOR means bitwise XOR opera-
tion; AND means bitwise AND operation; OR means bit-
wise concatenation operation; Sub() means bitwise sub-
stitution operation. The above four operations are bit-
wise operations, which can share part of the circuit to
a certain extent, and they belong to super-lightweight
operation, which can achieve the goal of reducing the
cost of the tag. A complete communication process
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in the single tag’s shared private key generation algo-
rithm requires the transmission of the following five data:
Hello, IDtL ,M1,M2,M3. According to the above anal-
ysis, the lengths of Hello, IDtL ,M1,M2 are l bits, and
the length of M3 is 2l bits, so the communication cost is
6l.

Table 7: A Batch of Shared Private Keys Generation Al-
gorithm

Storage space Calculation Communication
cost

3l 3XOR + 3AND
+2OR + 2Sac()

7l

The data in Table 8 is analyzed for a batch of shared
private keys generation algorithm. The tag stores three
kinds of data structures: IDitR

, IDitL
, Keyi. We set

the length of each data structure is l bit, so the stor-
age space of the tag is 3l. XOR means bitwise XOR
operation; AND means bitwise AND operation; OR
means bitwise concatenation operation; Sac() means self-
assembling cross-bit operation. The above four operations
are bitwise operations, which can share part of the circuit
to a certain extent, and they belong to super-lightweight
operation, which can achieve the goal of reducing the
cost of the tag. A complete communication process in
a batch of shared private keys generation algorithm re-
quires the transmission of the following five data: Hello,
IDitR

, M4,M5,M6. According to the above analysis,
the lengths of Hello, IDitR

, M4,M5 are l bits, and the
length of M6 is 2l bits. IDitR

is transmitted twice, so the
communication cost is 7l.

Table 8: Group-based Shared Private Keys Generation

Storage space Calculation Communication
cost

3l 4XOR + 1AND
+1Sac()

7l

The data in Table 9 is analyzed for the group-based
shared private keys generation algorithm. The tag stores
three kinds of data structures: IDitR

, IDitL
, Key. We

set the length of each data structure is l bit, so the storage
space of the tag is 3l. XOR means bitwise XOR opera-
tion; AND means bitwise AND operation; Sac() means
self-assembling cross-bit operation. The above three op-
erations are bitwise operations, which can share part of
the circuit to a certain extent, and they belong to super-
lightweight operation, which can achieve the goal of re-
ducing the cost of the tag. A complete communication
process in the group-based shared private keys genera-
tion algorithm requires the transmission of the follow-
ing six data: Hello, IDitL

, M7,M8,M9,M10. Accord-

ing to the above analysis, the lengths of Hello, IDitL
,

M7,M8,M9,M10 are l bits, and the length of M6 is 2l
bits. IDitL

is transmitted twice, so the communication
cost is 7l.

8 Conclusions

This paper proposes a wireless generation algorithm
WKGA − BO for private key in RFID system based on
bitwise operation. This algorithm mainly solves the prob-
lems that the shared private key between the tag and the
reader must be pre-set, and it can not be customized by
the user. WKGA − BO can not only be used in the
single tag’s shared private key generation, but also for
group tag’s shared private key generation, which makes
WKGA − BO more widely used. The security analysis
shows that WKGA − BO can resist passive attacks and
active attacks. GNY formal logic is used for the rigorous
mathematical derivation of WKGA − BO. The perfor-
mance analysis shows that WKGA− BO is able to gen-
erate the shared private key on the tag and the reader in
RFID systems. In summary, WKGA−BO is suitable for
use in existing RFID systems. The next step for the paper
is to implement an RFID system that uses WKGA−BO,
and to research the total number of required gate circuits,
a complete communication time and so on, with the com-
bination of theory and practice.
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Abstract

The overwhelming technology in the world of computing
is Cloud Data Storage and it is also a significant approach
to making the highest level of durability, availability, and
performance of the services to the users. A sudden and
significant change over the data at cloud storage is much
more problematic to find the risks. Security plays a vi-
tal role in cloud computing and trust is one of the most
fascinating and promising factors to prevent uncertainty.
Since the organizational hand over direct control over the
data, it trusts on the provider to keep that data in a pro-
tected way. Clients make sure that the service provider
protects data confidentiality by using reputed results to
send and storing static data. In this paper, a new ap-
proach for reputation based interactions is proposed that
are characterized by the trust which is critical for the
cloud data persistence and the promise of gaining the ad-
vantage in a competitive market.

Keywords: Cloud Computing; Cloud Data Storage; Cred-
ibility; Inconsistency; Reputation Based Trust

1 Introduction

The environment of cloud computing offers two basic
types of functions: computing and data storage. In the
cloud computing environment, consumers of cloud ser-
vices do not need anything and they can get access to
their data and finish their computing tasks just through
the Internet connectivity. During the access to the data
and computing, the clients do not even know where the
data are stored and which machines execute the comput-
ing tasks. The data in the cloud storage to be revealed by
the user if the provider is considered trustworthy in the
field of cloud computing.

There are some questions can be arising in the area of
cloud data storage. Where my data is residing in the net-
work? What types of vulnerabilities are exist in Cloud?
In the Cloud Data Storage, Data Segregation and Ac-
countability issues are one of the major problems. The
cloud storage solution for a specific application or service
may change based on many factors, such as Maturity,
Performance, Compliance, Risk, Location Demands, Se-
curity, Technology Changes, and Changing Business Re-
quirements [5]. To support enterprise customers with a
solution flexible enough to meet their application require-
ments, cloud service providers must offer a broad range
of cloud capabilities that falsification the lines between
types of cloud infrastructure [11].

Figure 1: Cloud storage architecture

As shown in Figure 1, the cloud storage architecture
will consist of several amenities such as videos, docu-
ments, pictures, files, etc. The derived trust values or
reputation scores must be transparent to and clear enough
for the consumers so that they can easily and confidently
make the trust-based decision. Users are willing to dis-
close their data to the cloud provider if the provider
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is deemed to be competent, to be of integrity, and to
be benevolent. Realizing that trustworthy, high-quality
providers will not risk their reputation, users will be less
concerned to use the cloud storage service [25].

Cloud computing is one of the emerging fields which
replaces the burden of IT industry from spending huge ex-
penditure on resources such as storage and network. Re-
mote storage and easy accessibility of data combined with
characteristics such as on-demand self-service, broad net-
work access, resource pooling, rapid elasticity and mea-
sured services [24]. Virtualization provides a practical ve-
hicle for transferring compute environments and sharing
physical compute resources in the cloud. This approach
has been used successfully by financial institutions and
the life sciences to solve heavy compute models. It is ex-
pensive to run data centers full of servers ready to run
complex mathematical models [13].

The computing resources that are provided by cloud
service provider’s (CSP’s) shared to serve all consumers
using a multi-tenant form, with different physical and
virtual resources dynamically assigned according to con-
sumer demand. The customer generally has no control
of the location of the allocated resources. As a result,
establishing accountability in distributed and layered ar-
chitecture is an issue [4].

Trust Foundation has two stage forms; at first, it is
trailed by irregular trust upgrade. Next, after the pre-
liminary verification, the security properties of every user
established occasionally for conformance with predefined
security arrangements. Guarantee the service provider se-
cures data confidentiality by utilizing encryption to trans-
mit information, and utilizing it when putting away static
information. The stronger the security, the greater the
consumption of computing, memory, and bandwidth re-
sources and the more difficult the service is to use, requir-
ing manual configuration of security mechanism parame-
ters [3].

The management and containment issues with rapid
resource pooling are the main drawbacks in the cloud en-
vironment. Cloud computing differs from previously stud-
ied products and services in the way that it introduces a
continuous uncertainty into the relationship between the
provider and the user. Although the user depends on the
cloud service provider at all time, he has only limited in-
formation about the providers’s qualities, intentions, and
actions [25].

The rest of the paper is organized as follows. In Sec-
tion 2, we present the trust management and their tech-
niques. The related work is discussed in Section 3. Sec-
tion 4 describes the reputation based trust models so as
to minimize the drawbacks of the existing models and en-
hance the trust values. The system implementation and
experimental results are demonstrated at Section 5, Sec-
tion 6 shows a small case study on file sharing in the
cloud environment and finally; the paper is concluded in
Section 7.

2 Trust Management

There are two ways to model the trust or distrust among
peers: namely trust and reputation. Trust can be tran-
sitive but not necessarily symmetric between two parties.
The combined trust model is the combination of three
popular models such as identity-based trust, capability-
based trust, and behavior-based trust. Lacking trust be-
tween service providers and cloud users has delayed the
universal acceptance of cloud computing as a service on
demand. As a virtual environment, the cloud poses new
security threats that are more difficult to contain than tra-
ditional client and server configurations. In many cases,
one can extend the trust models for P2P networks and
grid systems to protect clouds and data centers.

2.1 Trust Management Techniques

Trust can be transitive yet not so much symmetric be-
tween two parties. The joined trust model is the blend
of three mainstream models, for example, identity-based
trust, capability based trust, and behavior based trust.
Lacking trust between service provider and cloud con-
sumer has overdue the comprehensive acknowledgment of
distributed computing as an administration on interest.
Trust management service is a difficult problem due to
a unpredictable number of consumers and the highly dy-
namic nature of the cloud services. The trust manage-
ment service should be flexible and extremely scalable to
be practical in cloud environments.

2.1.1 Trust Models

There are several trust models were already proposed by
several researchers, each one having their own advantages
and disadvantages. Which models are appropriate based
on their security and trust requirements and the systems
they need to interface it. Some of the trust models we
have discussed in this paper are, Public Key Infrastruc-
ture (PKI)-based trust model, Feedback credibility-based
trust model, Behavioral-based trust model, Subjective
trust model, and Domain-based trust model [10]. Most of
the trust models are subject to different kinds of attacks,
while a few of them are resistant to particular attacks like
false praise or accusation (FPA), Sybil and white washing
attacks.

The PKI-based trust model depends on a few leader
nodes to secure the whole system. This model may cause
uneven load or a single point of failure since it relies on
leader nodes too much. Behavioral-based trust model uses
history trade records to compute trust. Subjective trust
is a personal choice about the definite level of entity’s par-
ticular characters or behaviors. The Domain-based trust
model is mostly used in Grid computing which divides
into two kinds of trust; one is in-domain trust relation-
ship and the other is inter-domain trust relationship.
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2.1.2 Taxonomy of Trust

A trust metric is a measure of how a member of a group is
trusted by the other members of the group. Trust metric
can be classified into local trust metric and global trust
metric; a local trust metric predicts trust scores that are
personalized from the point of view of every single user.
On the other hand, a global trust metric computes a sin-
gle global trust value for every single user. A trust man-
agement technique for direct and indirect trust can be
calculated and it is defined in [2] as,

Direct Trust,DTA,B = CA,B(

p∑
i=1

Wi ∗ TA,B
i ) (1)

Where CA,B is the confidence factor calculated as
a function of collected direct measurements, Wi is the
weighting factor for each one of the p event types, TA,B

i

is node A trust value of event i regarding node B.

Indirect Trust, ITA,B =

n∑
j=1

W (DTA,Nj )DTNj ,B (2)

Where n is the number of neighboring nodes A, Nj are
the neighboring nodes to A, DTA,Nj is node Nj reputa-
tion value of node B, W (DTA,Nj ) is a weighting factor
reflecting node A direct trust value of node Nj .

2.1.3 Trust Evaluation Models

The trust evaluation models are different from the trust
models. Firdhous et al., in [7] had discussed about
these models: Cuboid Trust, Eigen Trust, Bayesian Net-
work Based Trust Management (BNBTM), GroupRep,
AntRep, Semantic Web, Global Trust, Peer Trust, com-
Prehensive repuTation-based TRust mOdeL (PATROL-
F), Trust Evaluation, Time-based Dynamic Trust Model
(TDTM), Trust Ant Colony System (TACS).

Cuboid trust represents global reputation trust model
which precedes three factors namely, peer’s trustworthi-
ness in giving feedback, a contribution of the peer to the
system and quality of resources. Eigen trust assigns each
peer a unique global trust value in a P2P file sharing
network, based on the peer history of upload. BNBTM
uses multidimensional applications specific trust values
and each domain is evaluated using a single Bayesian net-
work. GroupRep is a group based trust management sys-
tem.

2.2 Trust Assessment

Integration of security measures, accreditation, band-
width or customer support are the complex challenges
regarding computation of trust. Another issue that is rel-
evant when selecting or designing of trust or reputation
mechanism relates to how much customization should be
supported and where should be trusted values is aggre-
gated [8]. Trust assessment should be based on not only
experiences and user interactions but they also depend on
other trustworthy communities.

2.2.1 Feedback

Trust feedback is used for getting the evolution of trust
results, depends on the consistency and reliability of the
services. The trust system explicitly depends on the cred-
ibility of the feedback of the users and their potential be-
haviors. Cloud consumers either give feedback regarding
the trustworthiness of a particular cloud service or re-
quest trust assessment for the service. Let j and k be
any two peers, then the feedback f about j given by k is
represented by fjk and is computed as given below.

fjk =

∑n
i=1 Sjki

t
(3)

where t is the total number of transactions performed by
k with j. Sjki

represents the satisfaction of k on j in ith

transaction and its value is always assumed to be between
0 (not satisfied) and 1 (completely satisfied).

2.2.2 Reputation

Reputation clearly is an important aspect of trust estab-
lishment, a fact evident in the numerous reputation-based
computational trust models in existence. The quality of
the reputation system is primarily indicated by its accu-
racy and effectiveness in updating periodically. It is the
one the important technique in trust because the feedback
of the various cloud service consumers give the reputation
of the service either positively or negatively.

2.2.3 Quality of Service

The Quality of Service (QoS) evaluation based on rec-
ommended trust is about feedback information of clients
after executing service. Total set of QoS attributes is Q =
T (Execution Time), D (Reliability), U (Availability), H
(Throughput), and R (Comprehensive Evaluation) [12].
Eigen Trust algorithm is based on the notion of Tran-
sitive Trust. Each peer calculates the local trust value.
Trust is stored in opinions, which are a 4-tuple (b,d,u,a):
b-belief, d-disbelief, u-uncertainty, a-a-priori trust, where
(b+d+u)=1.0 and a=[0, 1]. Eigen Trust requires the in-
clusion of pre-trusted users to get good performance. The
longer time pasts, the more the trust degree reduces.

The importance of Eigen Trust in this paper is to get a
global trust value with more weight given to pre-trusted
peers. The main advantage of Eigen Trust is scalable com-
putation and the trust does not weaken via transitivity.
At the time of joining the new peer in the network and
does not so far know anyone; the peer uses the perception
of the network provided by the pre-trusted peers, from
whom it can learn who else to trust.

2.3 Cloud Trust Models and Their Limi-
tations

In the cloud computing environment, there are several
trust models have been defined so far. But, none of these
trust models satisfies the qualitative service provided to
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the user. So, our approach is to provide a qualitative
service to the user from the cloud provider through rec-
ommender based trust. Some of the existing trust models
in cloud computing are discussed below:

A cloud trust model which holds two layers of trust
called inside trust layer and contracted trust layer is pro-
posed by Sato et al. in [19]. Both the layers, however,
give trust in a layered way yet the trust figured are inside
to the affiliation. The Cloud Service Provider (CSP) has
nothing to do with the advantages’ security. So the affilia-
tion needs to have a private cloud to secure its information
which is unfeasible with minimal/medium affiliations.

Shen et al. in [20] and Shen and Tong [21] have pro-
posed trusted processing development for trust appraisal.
The principal shortcoming of this model is that the funda-
mental basic arranging relies on upon Trusted Computing
Platform [TCP] which is difficult to facilitate with isolated
registering concerning equipment.

Alhamad et al. in [1] have proposed Service Level
Agreement (SLA) based trust show just and no utilization
or evaluation has been created or depicted. This model
is notoriety based trust that has a disadvantage that cus-
tomer with high scores for reputation can cheat customer
in a couple of trades regardless of the way that they get
negative criticism. This model has a concentrated devel-
opment displaying, so every one of the organizations and
reputation information has the single purpose of disap-
pointment.

In Role Based Trust show the trust relies on upon the
parts, ID used for TCP, standard confirmation for affir-
mation. The gear keeps up a specialist key for each ma-
chine and it utilizes the master key to delivering unique
subkey for every setup of the machine. The data mixed
for one setup can’t be decoded in another outline of the
same machine. In case the machine’s outline changes the
session key of the adjacent machine won’t be significant.

The Active Bundle Scheme [16] proposed in perspec-
tive of Identity Management model approach is free of
an outcast, it is less disposed to assault as it lessens the
threat of association ambushes and side channel assaults,
on the other hand, it is slanted to foreswearing of orga-
nization as dynamic gathering may in like manner be not
executed at all in the remote host.

3 Related Work

Cloud computing services are continually evolving and
providers are offering new options, but it is not always in
their best interests to enable data mobility. As IT orga-
nizations assume a greater role as service broker to the
business, they must take ownership of ensuring that tech-
nologies from multiple vendors integrate seamlessly [14].
The cloud service provider’s reputation reverts the overall
view of a community towards that provider; therefore it is
more useful for the cloud users (mostly individual users)
in choosing a cloud service from many options without
particular requirements.

3.1 Sources of Uncertainty

The data in the cloud is not always reliable and it is not
under control by the provider. Also, applications that are
hosted by the provider may not be available all the time,
and/or they may not present the latest versions of these
applications. As such, the client may encounter uncer-
tainties with respect to these applications or the results
that are delivered by these applications [6]. Most of the
existing sources of uncertainty are:

1) Missing information.

2) Trusting the available information.

3) Inconsistency of available information.

4) Irrelevant information.

5) Interpretable information.

3.2 Modeling Uncertainty

There are various qualitative and quantitative approaches
to model uncertainty. Uncertainty alone (without the
consideration of Trust aspect of the information source)
can be modeled as one of the following ways:

1) Probabilistic logic: This is the most common and
widely used way of representing uncertainty.

2) Fuzzy logic: This approach allows to classify data
into different classes called Fuzzy Sets, depending
upon their relevance or closeness to the set.

3) Dempster - Shafer belief theory: It basically deals
with measures of two main aspects belief and credi-
bility.

4) Subjective logic: Based on probabilistic logic and
Dempster-Shafer evidence Theory (DST), this ap-
proach has come up as one of the important ways
to model uncertainty.

Figure 2: Reputation based trust organizational design

A data source may have different levels of trust at dif-
ferent times and different contexts. Uncertainty on a data
source which has provided accurate measurements fairly
regularly is less than compared to a new data source [17].
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4 Reputation based Trust

Trust and reputation are related but different. Mostly,
trust is between two entities; but the reputation of an
entity is the collective opinion of a community towards
that entity. Usually, an entity that has a high reputation
is trusted by many entities in that community; an entity,
who needs to make trust judgment on a trustee, may use
the reputation to calculate or estimate the trust level of
that trustee [9].

The reputation of a cloud service provider follows the
overall view of a community against that provider, there-
fore it is more useful for the cloud users in choosing a
cloud service from many options without particular re-
quirements. The user always puts a request(query) to the
recommender about the reliable services from the cloud
databases and get several recommendations for the ser-
vices based on trust and reputation as presented in Fig-
ure 2.

Trust in cloud computing services is based on sev-
eral recommendations provided by numerous researchers.
Nowadays recommender-based trust models are used in
several e-commerce business enterprises, like Amazon and
E-Bay. In recommender systems, it is clear based on the
other users’ ability to provide valuable recommendations.
Since the number of direct interactions of the users is
very small, so the number of direct relationships plays a
minor role in the process of recommendation. The trust
relationships between the users are not static but dynam-
ically change over time which may lead to change the
recommendation results [26].

Figure 3: Relationship between users, recommenders and
services

In Figure 3, U1, U2, U3, · · · , Um are the users, R1,
R2, R3, · · · , Rn are the recommenders and S1, S2, S3,
Sp are the services provided by cloud service providers.
Several users can put requests for different services like an
infrastructure or software or a database. Each user in this
environment gets the feedback from the recommenders on
a particular service over a cloud service provider. Talal et
al., in [15] discussed trustworthiness of a certain cloud

service s, and then the trust result,

Tr(s) =

|V (s)|∑
l=1

Fc(l, s)

|V (s)|
(4)

Where V (s) is the all trust feedback given to the cloud
service s, |V (s)| represents the length of V (s). Fc(l, s)
are trust feedbacks from the lth cloud consumer weighted
by the credibility. The weights can be calculated based
on the consumer experience and satisfaction on the cloud
services.

A cloud user is an individual or an organization
that has a formal contract or arrangement with a cloud
provider to use several resources made available by the
cloud provider. Whereas, the cloud provider is an or-
ganization which provides cloud-based resources to the
consumer. Finally, the recommender is also an indi-
vidual/organization which analyzes the feedbacks coming
from several attributes about the services in the cloud and
also recommends to the cloud user whether he/she remain
or terminate the services from the cloud providers.

Reputation-based trust is eventually assessed through
several trust feedback mechanisms. Each one is having
their own advantages and disadvantages during the pro-
cess of trust evaluation. The users can select a particular
service based on their preferences from the cloud service
provider; meanwhile, the users can have a direct inter-
action with the recommenders to get the trust feedback.
Non-negative weight is added to the feedback based on re-
cent transactions. We also consider the old transactions
so as to give specific weightage to the recommenders to
calculate the trust value for the service providers.

5 Implementation and Experi-
mental Results

In this research, a new approach of reputation-based trust
evaluation was proposed which is based on weightage
given to each and every transaction of the service for the
cloud storage to minimize the uncertainty. Our projected
trust model helps both the recommender and cloud user,
where the user can make a decision on whether to con-
tinue or discontinue the service with the service provider.

Trust facilitates users to select the best available ser-
vice in a diverse cloud infrastructure. Trust value is cal-
culated using three parameters; capability, behavior, and
feedback. A more serious type of attack is when malicious
peers exploit file sharing networks to distribute viruses
and Trojan horses. Peers also need to detect inauthentic
file attacks, in which corrupted or blank files are passed
off as legitimate files. Before going to undertake a trans-
action, peers should decide who to trust based on the
reputation system which helps to address this need by
establishing a trust mechanism [23].

Malicious peers can weaken the reputation system by
assigning underprivileged reputation ratings to honest
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peers and privileged ratings to other malicious peers.
Most of the existing reputation systems absorb into their
trust model in view of the correlated trust, to deal with
malicious feedback: peers reputed to provide trustworthy
service, in general, will likely provide trustworthy feed-
back.

In Equation (3), an equal importance is given to the
satisfaction values due to the most recent transactions
as well as the oldest transactions. While in [22] differ-
ent weights were attached to the satisfaction values, we
suggest another addition to the above equation show the
difference between the most recently performed the trans-
action and not so recently performed a transaction. So,
that we should have to minimize the responses from ma-
licious peers [18]. Assume int is an interval representing
a set of transactions performed during a time period. Let
int = 0 represent the most recent period and int=1 be
the next recent period. Assume the ith transaction was
performed in an interval int. Then its corresponding Sjki

is adjusted according to the following equation.

fjk =

∑
i=1,n int=0,|tf |

[
(ts−2int)+1

ts

] ∗Sjki

n
(5)

where ts stands for timestamp which represents the ex-
act time taken when the transaction was performed, tf
for timeframe where the considerable past time is catego-
rized into intervals int numbered from 0 to |tf | onwards.
Equation (2) allows graceful reduction of feedback ratings
as they get old. Figure 2(b) shows how a satisfaction rat-
ing fades with time. The significance is that the recent
ratings overweigh the past ratings. The advantages are
twofold:

1) The recent feedbacks are given more importance and
hence;

2) Reputation computation gets more dynamic.

Figure 4: Reputed trust through recommendations

As in Figure 4, Ck is the service request by the cus-
tomer to the provider through direct interaction, Ps is the
various services provided by the CSP to the customers,
and Rm is the Recommender used for giving the feed-
back to the customers about the trusted services. So, the

weightage to the specified service for the user is:

w = (tv)
p

(6)

0 ≤ tv ≤ 1, where tv is a single value for local trust which
is suggested by the recommender and p is the time period
in which the transaction is done between the user and the
service provider. The local trust value can be projected
based on feedback given by the trustworthy users to the
recommenders.

Figure 5: Weightage to the cloud services based on time
and trust values

Since, the trust values of the services always lie in be-
tween 0 and 1, and then in Fig.5 shows that if the trust
value is 0.1, the weightage given to the services is com-
puted based on the time period. For the longest time
period and low trust value, the weightage is below 0.1.
If the trust value is 0.25 and the weightage is below 0.2.
If the trust value is 0.50 and the weightage is below 0.4.
Finally, if the trust value is 0.75, then the weightage is
nearest to 0.5.

So, now we have to calculate the reputation based trust
value for the specified service for a particular user in a
specific time period with the given weightage is:

RT (Q,S) = Gt.
√

(w) (7)

Where, Q is a service requester, S is a service provider,
Gt is a global trust value on a particular service and w is
weightage which is already computed in the equation 4.
Here, the square root is used for increasing the weightage
so as to give the preference to the recent transactions.
Based on the above equation, we calculate the reputed
trust to each and every transaction between the service
requester and service provider, in order to minimize the
uncertainty about the services.

The algorithms that are used for the above computa-
tions are presented as follows.

Algorithm 1 is used to calculate the difference between
the most recent transaction and not so recently performed
a transaction. Here S is the satisfaction value, N is the
number of Common Vendors and f is the feedback.

Algorithm 2 is used to calculate the weightage to the
specified service. Here tv is local trust value, w is the
weightage and p is time period.
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Algorithm 1 Age of transaction

1: Begin
2: Input: S,N Output: f
3: Let ts be the timestamp
4: Let tv is the transaction value
5: Time is categorized into intervals, int ε tf
6: If int is in between 0 and tf , then tv := tv +(

ts− 2int
)

+ 1/ts, where ts ε tf
7: Compute the feedback
8: End

Algorithm 2 Weightage

1: Begin
2: Input: tv, p Output: w
3: Let p is the time period
4: Calculate the local trust tv based on feedback fjk
5: Compute the weighting factor (w) = (tv)p

6: End

Algorithm 3 is used to calculate the reputed trust be-
tween the service requester and service provider for each
and every transaction. Here Q is a service requester, S is
service provider, Gt is a global trust value on a particular
service.

Algorithm 3 Reputed Trust

1: Begin
2: Input: G, w Output: RT
3: Let G is the Global Trust
4: Give more weightage to the recent transactions using√

(w)

5: Compute the Reputed Trust using Gt.
√

(w)
6: End

6 Case Study

In this section, a case study related to the distributed
file sharing service has been represented under SaaS in
a cloud environment and trustworthiness of the related
entities have been evaluated based on the proposed trust
management model. In the cloud environment, let a spe-
cific service of distributing files sharing, where the files
have a desired distribution and availability. When any
entity wants to share a file in cloud environment then first
it needs to ensure that whether a node or entity is trust-
worthy or not. The trustworthiness can be decided based
on service level agreement (SLA) like processing capacity,
recovery time, connectivity, peak-load performance, and
availability.

In the Reputed Trust Model (RTM), let the service
provider be the vendor v and the trust relationship is
established using trust degree based on a request sent to
other entities in the cloud. Each entity will maintain two
trust tables: direct trust table and the recommended list
table. If an entity wants to calculate the trust degree of

(a) Reputed Trust value to the cloud services based on time period
at tv = 0.10

(b) Reputed Trust value to the cloud services based on time period
at tv = 0.25

(c) Reputed Trust value to the cloud services based on time period
at tv = 0.50

(d) Reputed Trust value to the cloud services based on time period
at tv = 0.75

Figure 6: Reputed Trust(RT ) values to the cloud
services
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another entity then it first checks the direct trust table.
If the trust degree value for the entity exists then it will
guarantee for last communication time and then calculate
the decay function using Equation (5).

After calculating decay function, reputation based
trust for the specified service can be calculated using
Equation (7) and where the weightage factor also will be
considered. The reputation computation is more dynamic
according to decay function effect. Also, the comparative
review between the proposed method and the related work
is shown in Table 1.

Table 1: Comparative study of proposed method with
methods of the related work

Mechanisms Trust Reputation Feedback Accessibility

Proposed
Method

X X X X

Dipen et
al.[5]

X × × ×

Ayesha et
al.[7]

X X × ×

Shaik et
al.[8]

X X × X

Firdhous et
al.[9]

X X X ×

Mahbub et
al.[10]

X X × ×

Alhamad et
al.[15]

X X X ×

Huang et
al.[20]

X X × ×

As shown in Table 1, in most of the related work, just
some options in the field of the trusted service description
are studied. For example, Dipen et al. [6] have considered
only the trust, Ayesha et al. [8] and Huang et al. [23] have
considered the trust and reputation. Also, the results
show that the provided method acts well than the other
related work.

7 Conclusions

• Service availability is one of the significant challenges
in the cloud storage to predict the number of re-
quests by several users for the service has to handle
at a single point in time. Even though it achieves
high availability of services but faces the uncertain-
ties of reliable transactions between the cloud users
and providers. Achieving trustworthy services is pos-
sible through a reputation-based trust as we are here
presented in this research. The mechanism suggested
in this paper consider the several communities in gen-
eral, and allows reputation correction based on the
type of community the particular peer belongs to.
The simulation results that support our claims have
been presented.

• In this research, a number of results can be consid-
ered based on the total trust values provided by the
recommenders. Even though our proposed system
will improve the availability of services by minimiz-
ing the malicious peers, but still there is some lim-
itation in our new approach. The proposed system
can not be addressed the vendor lock-in; migration
of user data and service from one vendor to other is
nearly impossible. Future improvements that need to
be addressed are how to combine trust and clustering
relationships to improve the algorithm performance,
and performance of the services in the cloud.
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Abstract

Wireless sensor networks have limited resources and are
deployed in an open environment, this makes it vulnerable
to attacks. The CND method we proposed can accurately
detect the compromised nodes in wireless sensor networks.
Experimental results show that the CND system has the
following advantages: The detection rate and false posi-
tive rate are better than the existing compromised node
detection methods; It is not vulnerable to slander attacks;
It can run in most wireless sensor networks and can auto-
matically adjust the detection behavior according to the
network transmission; It requires only small memory and
low communication overhead, so it can be applied to large-
scale networks.

Keywords: Attack Detection; CND; Compromised Node;
Wireless Sensor Network

1 Introduction

Sensor nodes are cheap and autonomous, this extends
wireless sensor networks to several applications, includ-
ing environmental monitoring, medical care, smart home,
traffic control, and so on. However, the application of
wireless sensor networks has been extended to many secu-
rity fields, and information security has become an impor-
tant aspect of people’s concern. In hostile environments,
it is impossible to trust reports from wireless sensor net-
works without information security.

However, sensor nodes only have limited resources,
such as the limited computing power, memory and bat-
tery life, and are usually deployed in an open environment,
so they are vulnerable to attacks, and attackers can con-
trol some nodes [14]. If not detected, a compromised node
is considered a network’s authorized participant, which
can use its own authority to launch an internal attack.

Therefore, security oriented wireless sensor networks

must take measures to prevent node compromise. Gen-
erally, security policy can be divided into prevention, de-
tection and recovery. Because of the small size and low
cost of micro sensor nodes, limited resource limits the ef-
fectiveness of the defense mechanisms [15]. Attackers can
use more powerful machines, such as laptops, to capture
nodes. So defensive measures can only delay an attacker’s
attack.

Attacks on wireless sensor networks can be divided into
external attacks and internal attacks. The external at-
tacker is located outside the wireless sensor network, and
the internal attacker is the authorized user of the wire-
less sensor network. Both external attackers and internal
attackers can capture sensor nodes and make them com-
promised nodes. Malicious codes are running on compro-
mised nodes, so they become nodes controlled by attack-
ers, which seriously threaten the security of wireless sen-
sor networks. Compromised nodes detection is of great
importance for ensuring the security of wireless sensor
networks [10].

Detection mechanism is an active measure to prevent
node compromise. Once the compromised node is de-
tected, appropriate measures are taken to reduce the loss
caused by compromise. At present, there are many kinds
of compromised node detection methods, but they have
various disadvantages. In addition, most of the detec-
tion methods are for specific situations, and they do not
perform well in other cases. For example, most of the de-
tection systems do not consider lossy environments, and
packet loss is more common in wireless sensor networks.
The packet loss rate of 20% reduces the detection rate by
more than 50% and leads to false positive rates of over
90% [5].

The intrusion detection system CND (Compromised
Nodes Detection) is proposed to identify the compromised
nodes in wireless sensor networks. This detection method
has the following advantages:
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Accuracy: CND can detect the compromised nodes
in wireless sensor networks timely and accurately.
Specifically, it requires a high detection rate and low
false alarm rate and short detection time. High de-
tection rate means that the vast majority of compro-
mise behaviors can be detected. Low false positive
rate means that most reports of compromised nodes
are accurate, so you can rest assured that such nodes
should be taken corresponding measures. Finally,
shorter detection time limits the amount of malicious
activities that a compromised node can perform be-
fore being detected.

Flexibility: CND does not change for a particular ap-
plication or deployment because it limits its scope of
application. It considers the underlying network as
little as possible and can be used in most situations
to detect compromise behaviors.

Robustness: Compromised nodes may try to damage
detection system through malicious behaviors, such
as slander attack. They will send false information
so that the legitimate node is mistaken for a compro-
mised node. CND must be able to prevent such ma-
licious behaviors. Even with full knowledge of CND,
attackers can’t use it to control the rest of the net-
work.

Extendibility: Because micro sensor nodes only have
limited resources, some high cost applications will
interfere with other applications and reduce the life-
time of sensor nodes [12]. CND has very low over-
head, so it has only a minor influence on other appli-
cations deployed in the network.

The main goal of CND is to provide a system to iden-
tify compromised nodes accurately, so as to improve the
overall security of wireless sensor networks. CND uses a
lightweight distributed architecture that can be deployed
in resource limited devices, such as wireless sensor nodes.
It has little influence on other applications and network
lifetime. Through many experiments, we find that CND
has more accurate detection ability than other similar sys-
tems, and can be extended to tens of thousands of nodes.

The rest of this paper is structured as follows: The
first chapter reviews the previous research of compromised
nodes detection in wireless sensor networks. The second
section discusses the proposed system and threat model.
From Sections 3 to 6, the design, implementation and
evaluation of CND are introduced respectively. Section 7
is the conclusion and future work.

2 Literature Review

Most detection methods of wireless sensor networks
mainly focus on some specific attacks, such as node repli-
cation attack, wormhole attack, sybil attack, etc [9]. Al-
though they may detect compromised nodes indirectly,
attackers can escape detection by avoiding target attacks.

The traditional method of detecting compromised
nodes is authentication. The authentication method is
to check the changes of node memory to find out whether
the modified code is running. The advantage of this ap-
proach is the ability to detect compromised nodes that
do not perform destructive activities. A variety of soft-
ware based authentication techniques have been proposed
for wireless sensor networks [3], but software based secu-
rity authentication has not been implemented in wireless
sensor networks yet.

Other programmes focus on monitoring suspicious
communication behaviors. Suspicious behavior can be
confirmed by anomaly detection or rule based detection.
Anomaly detection establishes a baseline of normal be-
haviors and considers a behavior abnormal when detected
beyond baseline. For example, intrusion detection system
proposed by Onat and Miri mainly monitors two features
- packet arrival rate and received power [13]. The detec-
tion nodes continuously monitor these two features from
adjacent nodes and are considered abnormal if new data is
found to deviate from the established baseline. Malicious
behaviors that can cause changes in these two features
will be detected, such as replay attacks. Rule based de-
tection judges a behavior as malicious when the behavior
is found to consistent with the rules set earlier. For ex-
ample, the COOL system is an intrusion detection system
that detects the compromised nodes using the relation-
ship between incoming and outgoing messages [16]. The
COOL system is based on the idea that the vast major-
ity of outgoing messages should be forwarded to incoming
messages. When a node sends more information than it
receives and reaches a threshold, it is considered a com-
promised node.

Compared with the existing methods, the proposed
method is more flexible, robust and scalable. CND can
accurately detect compromised nodes in the presence of
packet loss, without being affected by other applications
running on the sensor nodes. It is very effective in com-
bating large-scale slander attacks. In this attack, the com-
promised nodes hinder the detection process. In addition,
it has the advantage of low overhead. This allows it to be
deployed in a wireless sensor network with thousands of
nodes without affecting other applications deployed, with-
out significantly shortening the lifetime of the network.

3 System and Threat Model

A CND system is designed based on the following com-
mon features of wireless sensor networks and compro-
mised nodes.

1) The sensor nodes are densely deployed in the net-
work, so that the sensor nodes have overlapping per-
ception range. Thus, an event may be detected by
multiple nodes at the same time. Because of range
overlap, one sensor node can monitor the behavior of
its neighbors.
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2) Sensor nodes have limited energy, calculation abil-
ity, and communication capability. For example, the
Mica2 micro sensor uses an Atmel microprocessor
with a main frequency of 4 MHz and a word length of
8 bits, it is equipped with 128 KB instruction mem-
ory and 4 KB RAM.

3) A routing protocol that forwards messages between
the base station and the node is required.

4) A base station is a higher order device, such as a
computer placed in a secure location.

5) The sensor node has a unique identifier that enables
the base station to know which node corresponds to
the reported compromise behavior.

6) All messages have time stamps.

7) Attackers can capture nodes either by physical cap-
ture or by means of wireless communication channels.
Once a node is compromised, all the information, in-
cluding the key, is acquired by the attacker.

8) Although compromised nodes can perform any num-
ber of attacks to reduce the security of network, this
paper focuses on compromised nodes that perform
malicious behaviors, such as forges and tampers with
data.

CND can make use of these characteristics to achieve
accurate identification of compromised nodes, and only a
small amount of overhead is needed.

4 System Architecture

When designing CND, you must determine whether to use
a distributed, centralized, or hybrid architecture. Build-
ing a pure distributed intrusion detection system is very
challenging because the limited resources of sensor nodes
restrict the use of complex algorithms. For example, tra-
ditional security protocols, such as modulo operations
used by RSA, run more difficult on 8 bit node proces-
sors. Complex computations can be distributed over a
number of sensor nodes, but nodes that engage in critical
operations can become compromised nodes, resulting in
spurious results. In contrast, centralized solutions do not
have these problems because the base station has more
resources and is more secure. However, the data received
by the base station from compromised nodes may be false.
Therefore, the network needs to have some degree of ad-
ditional functions to detect false data from the nodes.

Thus, CND takes a hybrid approach, as shown in Fig-
ure 1. The system consists of two parts: a distributed
system running on each node in the network and a cen-
tralized system running on the base station.

Distributed component: Copies of this component
run on each sensor node and run concurrently with
applications, routing protocols, and so on. Each copy

Figure 1: The framework of CND

is responsible for detecting possible compromise be-
havior among adjacent nodes and reporting to the
base station. This detection relies on adjacent node
monitoring, and each node records and analyzes the
behavior of its neighboring nodes. Because of the
broadcast characteristics of wireless sensor networks,
this does not cause excessive communication over-
head.

Centralized component: A base station is a higher
level device, so CND uses it to perform complex anal-
ysis to determine whether a reported compromise is
correct. The base station collects data from the en-
tire network, which is what the sensor nodes cannot
do with their own local views and limited resources.

After the network deployment, there is an initial setup
phase. During this phase, nodes establish their neighbor
lists, routes to base stations, and so on. The network is
safe for some time after the initial deployment, and this
phase does not introduce any vulnerabilities because the
attacker cannot immediately capture a node after the net-
work has just been deployed. If this requirement cannot
be reached, then the information must be preprogrammed
to each node before the network is deployed.

4.1 Distributed Component

Each sensor node has a distributed component running
on it that will record data from neighboring nodes and
establish baselines based on these records. The baseline
indicates the normal behavior of the nodes, and the be-
havior that deviates from the baseline will be considered
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an abnormal behavior. If a neighbor node continues to
perform an abnormal behavior, it will be identified as a
compromised node and reported to the base station.

Considering instantaneous errors, such as collisions or
other unmalicious behaviors, CND is flexible in determin-
ing a node as a compromised node and can tolerate cer-
tain abnormal behavior. When judging whether a neigh-
bor node is abnormal, there is no cooperation between
nodes. This independent decision process implies that
the compromised nodes can not affect the perspective of
legitimate neighbor nodes.

4.1.1 Monitoring Features

The first step in designing any security system based on
detection is to select the system features to be monitored.
To support most wireless sensor networks, CND monitors
only common features of wireless sensor networks.

1) Sensor reading: By monitoring sensor readings, at-
tacks attempting to distort the collected information
can be detected [4].

2) Received power: In a static network, the received
power should remain constant. Fluctuations may be
caused by changes in the location of communication
hardware or corresponding nodes.

3) Sending rate: Most applications read sensor read-
ings and periodically send them. Routing packets are
also sent periodically. Therefore, the rate at which
packets are sent by nodes should follow a consistent
pattern. Most attacks, such as selective forwarding,
sybil attack, replay attack, etc., can cause metric de-
viation. In addition, a sudden idle period may be
caused by opponent’s rewriting node program.

4) Receiving rate: The ratio of incoming and outgo-
ing packets should be constant, because the outgo-
ing packets can only be those routed or generated
by nodes. A neighbor node whose receiving rate has
changed, but its sending rate does not change, such a
node may be a compromised node. It should be noted
that, regardless of whether the data is encrypted, the
header of a packet is usually visible to all nodes.

Because most wireless sensor networks have these char-
acteristics, CND has a wide range of applicability. How-
ever, these features may not be appropriate for two sce-
narios: (1) Packets can only be decrypted by base sta-
tions; (2) Applications rarely communicate with base sta-
tions.

The first scenario will appear when the confidentiality
of the information is very important. Since compromised
nodes cannot be detected immediately and blocked, some
sent messages may be tapped by compromised nodes.
Therefore, packets can be encrypted and only base sta-
tions can decrypt them. Under such conditions, the num-
ber of monitored neighbors can be increased to make up

for defects that cannot monitor sensor readings, thus en-
abling CND to achieve appropriate performance by occu-
pying a little more memory.

The second scenario is caused by applications that are
not periodically communicated. For example, wireless
sensor networks in a demilitarization zone send messages
only when an attack is detected, and they do not commu-
nicate in a secure environment. Due to insufficient moni-
toring information, the baseline cannot be established for
most features. CND compensates by making the node
send its unique identifier at a certain speed. Long silence
will cause the overcome nodes cannot be found, therefore
a certain amount of communication overhead is needed.
This behavior pattern is used only when the amount of
communication in the application is small.

4.1.2 Detection Algorithm

There are two kinds of algorithms for detecting abnormal
behaviors: anomaly detection and rule based detection.
They all use records of monitoring system characteristics.
The anomaly detection algorithm uses the existing record
to establish the baseline, and any new record that deviates
from the baseline to a certain extent is considered to be an
abnormal behavior. On the contrary, rule based detection
should establish a specific standard. For example, any
two packets have the same header means a replay attack
occurred. In CND system, the main attention is paid to
anomaly detection algorithms to meet the requirements of
CND for flexibility. Rule based algorithms aim at special
situations, and the rules must be updated for each new
situation.

The distributed component of CND can be divided into
five algorithms for detecting attack behaviors: The first
four algorithms are anomaly detection algorithm, which
uses network features such as sensor reading, received
power, sending rate and receiving rate; The fifth algo-
rithm is a rule based detection algorithm.

For rule based algorithms, if a node detects a new
neighbor that conforms to the characteristics of the pre-
viously predefined rule base, it is considered that the new
neighbor is a compromised node.

These rules can prevent compromised nodes and ex-
ternal attackers masquerading as normal nodes without
being discovered, and Figure 2 illustrates this nature.
Suppose that node A is compromised and want to im-
personate another node, if node D does not detect new
neighbors, it cannot impersonate B or C; if node B and
C do not detect new neighbors, it cannot impersonate
D; if node B, C, D do not detect new neighbors, it can-
not impersonate any other node. Therefore, if there are
enough neighbors to monitor each other, any attack and
impersonation can be detected.

All anomaly detection algorithms follow a similar ap-
proach. Each node sets two buffers for each monitored
neighbor: a packet buffer and an abnormal behavior
buffer. All anomaly detection algorithms share the buffer
and use the sliding window mechanism. It stores the last
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Figure 2: Node A must be detected by neighbor nodes if
it wants to impersonate other nodes

N packets or reports of the corresponding neighbors. The
data stored in the packet buffer is used to compute the
baseline of the neighbors. The new packet is compared
with the baseline, and any packet that deviates from the
baseline beyond a certain threshold is considered to be
abnormal. The abnormal packet indicates the intrusion
behavior, and causes the detection node to produce ab-
normal behavior report. All the reports are added to
the abnormal behavior buffer. When the cumulative re-
port number in the abnormal behavior buffer exceeds the
threshold, the node will report the corresponding neigh-
bor to the base station as a compromised node.

An overview of the algorithm that uses the received
power is shown in Figure 3, and the corresponding equa-
tion is:

powernew − powermax > T, if powernew > powermax

powermin − powernew > T, if powernew < powermin

Figure 3: Overview of the detection algorithm using re-
ceived power and sensor readings

This algorithm calculates the maximum and minimum
values of packet received power in the packet buffer. If the
received power of a new packet is lower than the minimum
value of T or higher than the maximum value of T, it is
considered to be abnormal. Abnormal data packets are

added to the packet buffer so that anomalies caused by
environmental changes can be taken into account when
calculating baselines in the future.

The sensor reading algorithm is almost the same as the
algorithm using the received power, and the only differ-
ence is the use of sensor readings from nodes and neighbor
nodes instead of the received power.

Figure 4 shows an overview of the algorithm that uses
the sending rate. It calculates two rates: The sending rate
of the last N2 packets rateN2

and the sending rate of the
last N packets rateN (N > N2). If the ratio of these two
rates is higher than the threshold K, the corresponding
neighbor nodes are considered to be compromised nodes.

Figure 4: Overview of the detection algorithm using send-
ing rate and receiving rate

The algorithm that uses receiving rate differs only
in two ways. First, instead of calculating packets sent
by neighbors, the data packets received by neighbors
are calculated. Second, the rate is replaced by the
ratio of the sending rate and receiving rate, that is,
rateN2

becomes ratesentN2
/raterecN2

, and rateN becomes
ratesentN /raterecN .

All illegal behaviors detected by anomaly detection al-
gorithm are stored in a shared illegal behavior buffer.
Each reported illegal behavior is assigned a weight based
on the detection time tstamp and the current time tcurrent.
When a neighbor’s illegal behavior is detected, the weight
of its illegal behavior is calculated:∑
M

(tcurrent − tstamp) + 0.3
∑
m

(t− current− tstamp). (1)

Where M represents all detected illegal behaviors of the
same type, and m represents all other types of illegal
behavior. When the result of Equation (1) exceeds the
threshold TM , the corresponding neighbors are considered
to be compromised. After thousands of simulations, the
weight 0.3, the optimal value of the threshold and other
parameters of the equation can be determined.

Once a node determines that a neighbor A is compro-
mised, it sends three reports about this node to the base
station. Each of these reports has three domains, which
are reporter, reported node, and illegal behavior type.
Since then, the reporter will continue to record informa-
tion from node A, but will no longer detect abnormal
behavior unless instructed by the base station.
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4.2 Centralized Component

A centralized component runs on a base station to de-
termine whether a reported node is really compromised
based on data from other nodes. If the reported node is
a compromised node, the base station will notify the user
and execute the recovery process, such as ignoring all the
messages of the node. If the reported node is not compro-
mised, the base station will notify the reporter to treat it
as a non compromised node and continue to monitor it.

Users will receive notifications for all new neighbor re-
ports. If an actual node is added to the network, the user
can notify the network that the node is not malicious. For
other cases, the base station will process data based on
reports from other nodes. In order to determine whether
a reported node is compromised, CND uses the beta rep-
utation system [12]. Research shows that Beta reputation
system can accurately detect illegal behavior and reduce
false positives rate based on a large number of reports.
Because the system takes historical factors into account,
in order to successfully hide a compromised node A, the
average 72% of the neighbors of node A need to become
compromised nodes. This is better than other programs
(such as Majority Voting) of 33% 50% [7]. Beta repu-
tation system uses probability density function and multi
source feedback to determine reputation rating. For this
paper, reputation rating is to judge whether a node be-
yond the threshold is a compromised node.

In Beta reputation system, the probability is ρ, each
reported event is given two parameters α and β of beta
distribution. f(ρ|α, β) can be represented by Γ function:

f(ρ|α, β) =
Γ(α+ β)

Γ(α) + Γ(β)
ρα−1(1− ρ)β−1,

0 ≤ ρ ≤ 1, α > 0, β > 0.

The parameter α and β denote the weighted sum of all
previous reports of the reported nodes and the number
of compromised nodes within two hops of the reported
node. This allows the network topology and past reports
to influence the final decision on whether a reported node
is a compromised node. The initial baseline value is de-
termined during installation.

The base station knows the neighbor information of
each node, and this information is collected during the
network installation. If there are more than one neighbor
reporting that A is a compromised node, then there is a
higher likelihood that it is right. The longer the history
of the report, the more compromised nodes there may be.

On the other hand, if the reported node is unlikely to
be a compromised node, then the report node B may be a
compromised node and initiate a slander attack on node
A. In this case, the base station will notify the other
nodes that node B is a compromised node, and alerts the
user, and starts the recovery program.

This method can prevent attackers from using CND
to attack the network without being detected. If a com-
promised node poses as a base station, the nodes near the
base station on the routing path will detect messages from

the wrong direction and alert the base station. Therefore,
once an attacker is posing as a base station, it will be de-
tected immediately.

CND is not vulnerable to slander attacks. As men-
tioned earlier, masquerading as other nodes will be de-
tected by neighbor nodes, and the nodes do not affect each
other. Suppose a compromised node C wants to slander
its neighbor node D, because the base station knows the
neighbor of node C, so reporting a non neighbor node can
also lead to detection. The only possible slander attack
is that node C affects base stations by sending reports on
compromised neighbors. If there is no support report from
the neighbor of node D, the base station will not consider
node D to be a compromised node. Slander attack only
leads to node C being considered a compromised node.

5 System Implementation

This paper uses TinyOS operating system to implement
CND [1]. There are two key issues that might be appli-
cable to other implementations of CND:

First, each node has an illegal behavior buffer to store
the illegal behaviors of neighbor nodes. The format
and size of the buffer are related to the specific imple-
mentation. For example, it depends on the required
accuracy and the performance of wireless sensor net-
works. The report in the buffer must contain the
following domains: alarm time, illegal behavior type
and source.

Second, monitoring all neighbors makes the buffer re-
quire a higher memory overhead. Memory overhead
is exponentially increased by the number of direct
neighbors, so the overhead for high-density networks
is very large. To solve this problem, CND nodes can
select a subset of neighbor nodes to monitor, and the
selection can be random or in accordance with other
protocols. For example, in the random pairwise key
distribution protocol [8], some keys are generated be-
fore deployment, and each node is assigned a random
key. After deployment, it is possible that two neigh-
bor nodes have compatible keys and can communi-
cate with each other. The number of neighbors mon-
itored by each node is controlled by the density of
the network, so that each neighbor can communicate
with it. This paper will show in the following chap-
ters that when the number of monitored neighbors
reaches a certain value, the performance of CND will
reach its maximum. So, in dense networks, there is
no need to monitor all neighbors.

6 System Performance

In order to analyze the performance of CND, a series of
experiments were carried out using SenSec [17]. SenSec
is an evaluation tool that enables people to imitate and
analyze various attacks in wireless sensor networks. The
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validity of CND in different parameters is quantitatively
analyzed.

In this paper, the standard performance indicators of
the detection system are as follows:

1) Detection rate. This indicator is a percentage of the
actual compromised behaviors detected by the sys-
tem. However, even if the detection rate is 100%,
the accuracy of the system can not be determined
without considering the false positives.

2) False positive rate. Legitimate nodes can be erro-
neously reported as compromised nodes, and these
reports are called false positives. The detection rate
is not inversely proportional to the false positive rate.
The system with high false positive rate is inaccurate,
because most of the reported compromised behaviors
are false.

3) Detection time. Before determining whether a node
is compromised, the detection mechanism takes time
to process the collected data. Detection time refers
to the time that a compromised node keeps the state
of being not detected.

The performance of the distributed component and the
overall performance of the CND will be discussed below.

6.1 Performance of Distributed Compo-
nent

When modeling the compromised nodes in network, a gra-
dient based model proposed by Chen et al. is used [2].
The model is based on the perspective of the spatial lo-
cality of the compromised node. For example, if a node is
close to a compromised node, it will be more likely to be-
come a compromised node. Therefore, the probability of
a node being conquered forms a gradient, the closer to the
compromised node, the more likely it will be conquered.

The experimental network topology consists of 100
analog nodes randomly deployed in a 100m× 100m area.
The node has a wireless transmission device with a trans-
mission power of 5 dBm, and runs a universal sensor appli-
cation, reads the sensor readings every second, and routes
them to a base station at any edge of the network. The
tree routing protocol and CSMA protocol are used in the
experiment. First, the system is set up. At a random time
after the setup stage, a random node in the analog wire-
less sensor network is conquered every 10 simulated min-
utes, and a series of attacks on the network are launched.
Attacks initiated by compromised node are provided by
SenSec, such as replay attacks, witch attacks, wormhole
attacks, pulse delays, selective forwarding, and so on. In
the simulation, each node runs a real TinyOS application
with a sensor readings every 0.1 s. Each experiment in-
cludes 50 runs, and each run lasts for 1 simulated hours.

Figure 5(a) and 5(b) show the experimental results,
which can be used to evaluate the performance of differ-
ent received power detection algorithms. For the original

packets, the constant 5 dBm transmission power is used
in this paper, while the received power is simulated ac-
cording to physical topology, and then the level of trans-
mission power increases gradually.

(a) Detection rate

(b) False positive rate

Figure 5: Performance of detection algorithm based on
received power change

As you can see from Figure 5, smaller packet buffer re-
quires smaller received power changes when compromised
nodes are detected. A buffer with a length of 2 can reach a
positive rate of 95% with the minimum change in received
power. However, the false positive rate will be higher. For
example, a buffer with a length of 2 has a false positive
rate of 95%. These results can be explained by setting up
a baseline with past data. A smaller buffer means that the
algorithm is more sensitive to small changes, whether the
change is caused by a compromise or a temporary change
in the environment.

For the algorithm using the transmission rate, the
buffer length L is 6 and the intercepted length L2 is 2.
Figure 6(a) and 6(b) show the performance of the algo-
rithm when the received power is changed according to
a certain percentage and threshold K. The result of this
experiment is consistent with the results of previous ex-
periments: smaller threshold and buffer length will make
the algorithm more sensitive and provide higher detection
rate at the expense of higher false positive rate. For ex-
ample, if the value of K is 1.02, an increase of 30% of the
transmission rate will make the detection rate up to 90%,
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but the false positive rate is 97%. The detection time is
only dependent on K and remains unchanged when the
transmission rate changes.

(a) Detection rate

(b) False positive rate

Figure 6: Performance of detection algorithm based on
sending rate change

The purpose of these experiments is to analyze the per-
formance of the detection algorithms deployed on each
node, and the actual parameters should be adjusted ac-
cording to the needs of the application security. However,
these results show that the algorithm can detect the com-
promised node with a detection rate of over 98% and a
false positive rate below 5%.

In different environments, the performance of the algo-
rithm will be quite different, because a single node with
limited resources can not achieve high accuracy in any
case. The function of the detection algorithm is to notify
the base station of possible compromise behaviors. The
base station determines whether a report is correct by
collecting reports from multiple nodes, which will partly
compensate for the limitations of the sensor nodes.

6.2 Overall Performance of CND

The ComDet system adopts a hybrid architecture consist-
ing of two parts: distributed components and centralized
components. Distributed components running on sensor
nodes can detect compromised nodes and report them to
the base station. Centralized components are used to per-

form complex analysis to determine whether the report
of compromise is correct. The combination of these two
aspects can effectively improve the efficiency and accu-
racy of detection. Document [6] proposes an intrusion de-
tection scheme based on projection pursuit algorithm for
wireless sensor networks, in which the proposed algorithm
is called PP algorithm. Figure 7 shows a comparison be-
tween the ComDet algorithm and the PP algorithm in
terms of detection rate, false positive rate and detection
time when the packet loss rate is 15%. Through com-
parison, we can see that ComDet algorithm has higher
detection efficiency and accuracy than BP algorithm.

In this paper, several experiments have been carried
out to make a quantitative analysis of the performance of
CND. The experimental setup is the same as that before,
and 100 nodes that run TinyOS application are deployed
randomly.

Figure 8 shows the performance evaluation results of
CND with various packet loss rates and multiple monitor-
ing neighbors. Figure 8(a) and 8(b) show that the algo-
rithm can compensate for high packet loss rates when mul-
tiple nodes are monitored each other. When the packet
loss rate is 30%, if each node monitors an average of 9
neighbors, it can reach a positive rate of 99% and a false
positive rate of 2%. The high packet loss rate has a higher
impact on the detection rate than the false positives, be-
cause the loss of the report makes the real compromise
appear to be an instantaneous error. However, in most
cases, the compromise can be detected before the damage
is caused. As shown in figure 8(c), the higher the packet
loss rate is, the longer the detection time is.

At the same time, the number of packets sent is also
measured to be related to the operation of CND, as shown
in Figure 8(d). As expected, the high packet loss rate will
cause more packets to be sent because of retransmission.
However, increasing the number of monitoring neighbors
does not increase the number of packets sent. In most
cases, the number of sending packets does not change sig-
nificantly, and in some cases, as each neighbor is added,
the number of actual packets sent by each neighbor is re-
duced by 5%. Careful observation shows that when the
number of monitoring neighbors increases, more neigh-
bors will send reports on the same attack, which will lead
to increased communication overhead. However, more
reports will make the base station detect compromised
nodes faster when some reports are missing. The mali-
cious behavior of the detected compromised node will no
longer generate reports, which will reduce the commu-
nication overhead. The actual result is that, when the
packet loss rate is greater than 15%, the communication
overhead will decline or remain unchanged with each ad-
ditional neighbor.

In addition, the energy consumption of CND is also
measured. The energy consumption of wireless transmis-
sion accounts for the vast majority of the total energy
consumption, which is consistent with the previous con-
clusion, that is, the total energy consumption is propor-
tional to the communication overhead [11].
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(a) Comparison of detection rate between
ComDet and PP

(b) Comparison of false positive rate between
ComDet and PP

(c) Comparison of detection time between ComDet
and PP

Figure 7: Performance comparison between ComDet and
PP

These results show that CND can provide accurate de-
tection of compromised nodes and can be extended to
large networks. Although similar systems can achieve al-
most the same performance without losing packets, but
when the packet loss rate reaches 30%, the highest detec-
tion rate is reduced to 14%, and the false positive rate is
as high as 99%. However, in the case of the packet loss
rate of 30%, CND can reach a detection rate of 99% and
a false positive rate of 2%. In addition, for a larger net-

(a) Detection rate

(b) False positive rate

(c) Detection time

(d) Communication overhead

Figure 8: Performance of CND under various packet loss
rates and neighbors
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work of density and size, its overhead does not increase
significantly.

7 Conclusion

In wireless sensor networks, compromised nodes can de-
stroy data integrity by sending false reports, injecting er-
roneous data and interfering data transmission. Because
encryption is not enough to prevent these attacks, CND is
proposed to detect compromised nodes in wireless sensor
networks. A series of experiments show that CND can
reach a 99% detection rate and a false positive rate of less
than 2% when the packet loss rate is 30%. CND can run
in most wireless sensor networks, because it uses common
application features and adjusts detection behavior when
there is no periodic transmissions or lack of communica-
tions between nodes. It has smaller memory and lower
computing and communication overhead, which enable it
to be extended to large networks with thousands of nodes.

The goal of future work is to create a response system
and a challenge system. CND provides a mean to iden-
tify compromised nodes in the network, but it does not
provide a way to deal with attacks. The basic method is
to isolate compromised nodes, but it is not suitable for
all occasions. Besides, once a node is determined to be a
compromised node, it should be allowed to prove that it
is not a compromised node. This can further improve the
accuracy of the detection.
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Abstract

Computer virus has become a global problem and affect-
ing many industries both developed and the developing
countries.In this study, a deterministic computer virus
model is formulated incorporating removal devices. The
basic properties of the model is studied and the reproduc-
tion number is calculated. The steady states are stud-
ied and found to be stable. We analyze different proper-
ties with parameter change by carrying out the sensitivity
analysis of the model. Time optimal control is included
and Pontryagin’s Maximum Principle is used to character-
ize the all necessary condition for controlling the spread
of computer virus. The most effective strategy for con-
trolling computer virus is the combination of all the three
controls. Graphical illustrations are presented to show
the effects.

Keywords: Computer Virus; Optimal Control; Pontrya-
gin’s Maximum Principle; Removable Devices; Sensitivity
Analysis

1 Introduction

The study of Computer Virus and its control has been
a challenge over the years. The Computer virus is de-
fined as a piece of software that contains malicious code,
which could propagate, be installed and cause damage
to computer data without the authorised permission or
knowledge of the user [15, 16, 33].

In the industries, we observe that though the impact
of the virus and the damages it has caused have been
reduced moderately due to the increasing awareness by
the public and high technological inventions. Despite this,
the problem still persists [3, 13, 19, 24, 26, 35]. In general,
the importance of mathematical models is that it helps

to analyse the steady states, minimize the disease spread,
control the disease outbreak and characterize the model
propagation [17, 37].

Also, our modern financial institutions, culture, infras-
tructures and information and communication technology
now depends mostly on computer networks and internet
connectivities [27]. As the rate of dependence on com-
puter networks increase, we observe that cyber attacks
are also on the increase [31]. In order to avert this, or
reduce considerably the cyber attack rate, there is a need
to formulate deterministic models which would capture if
not most but at least very important parameters such that
there would be a control measure to which the computer
virus could be spread [26].

Mathematical modeling in recent times has played a
vital role of providing important insights into many pro-
cesses including population behavior and their controls.
Again, for some year now, it has also become an indis-
pensable vehicle with which dynamical behaviors of many
systems are understood such as computers virus so that
the appropriate decision concerning the right interven-
tions are undertaken.

For instance, Jin investigated the significance of ap-
plying epidemiological models in computer virus protec-
tion and prevention, and discussed their implication in
developing anti-virus technologies and policies [15]. Also
Lopez and Cipolatti introduced a simplified theoretical
model to describe a virtual virus propagation process in
a set of interacting computers. They also considered the
propagation mechanisms which are those related to the
reception of messages through internet as well as the ones
concerning the simple exchange of files using recording
devices as compact disks or the commonly used floppy
disks [10]. Zhu et al. considered the effect of removable
devices on the transmission of computer virus [37]. Chen
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et al., presented a mathematical model, referred to as
the Analytical Active Worm Propagation (AAWP) model,
which characterized the propagation of worms that em-
ploy random scanning. They compared the model with
the Epidemiological model and Weaver’s simulator. Their
results showed that the model characterized the spread of
worms effectively [3]. Furthermore, Omair and Samir also
analyzed the efficiency of antivirus software and crashing
of the nodes due to virus attack [26].

Our main goal is to construct a mathematical model on
computer virus transmission and incorporating removal
devices with some control strategies. The paper is ar-
ranged as follows, in Section 2, we present the model for-
mulation and carry out the stability analysis of the model.
In Section 3, we perform sensitivity analysis of parame-
ters. In Section 4, time dependent control is incorporated
in the model and analytical solution of the controls. The
numerical solutions are presented in Section 5. Finally
conclusion is drawn in Section 6.

2 The Model

The model sub-divides the total Computer population,
denoted by N , into sub-populations of Susceptible com-
puters (S), Exposed computers (E), Infected computers
(I), Recovered computers (R). We assume that comput-
ers can be infected through electronic mails and inter-
net access. But computers are not contributing or in-
fected internet network. Let Susceptible removable de-
vice be DS and Infected removable device be DI . So that
N = S + E + I + R and DN = DS + DI . The diagram
and differential equations are given in Figure 1 and the
following:

d

dt
S = Λ− β2DIS

DN
− β1SI − dS + ηR

d

dt
E =

β2DIS

DN
+ β1SI − (d+ µ)E

d

dt
I = µE − (d+ γ + α)I

d

dt
R = γI − (d+ η)R (1)

d

dt
DS = Λd −

β2DSI

N
+ σDI − d2DS ,

d

dt
DI =

β2DSI

N
− (d2 + σ)DI .

The β1, β2 are the transmission probabilities of com-
puter virus, while the terms σ is the ingestion rate and
γ is the recovery rate while α virus induced computer
death. Computer recruitment rate is Λ, µ is progression
from exposed to infected class.

Lemma 1. The closed set

D = (S,E, I,R,DS , DI) ∈ R6
+ : N ≤ Λ

d
,DN ≤

Λd
d2

is positively invariant and attracting for the model [8].

S E I R

β2

β1

µ γ

Λ
η

d d d

d

α d

DS DI

σ

β2

Λd

d2 d2

Figure 1: The computer virus transmission model dia-
gram

Table 1: Computer virus transmission model notations

Parameters Description

S The number of Susceptible Computers.
E The number of Exposed Computer.
I The number of Infected Computers.
R The number of Recovered Computers.
DS The number of Susceptible removable

device.
DI The number of Infected Removable

device.
Λ Computer recruitment
Λd Removable device recruitment
β1 The infectivity contact rate at with

network attacks occur.
β2 The infectivity contact rate at with

virus attacks removable device.
d Natural death of Computer System.
d2 Death rate of removable device.
α Rate of Virus induced death.
γ Recovery rate.
η Waning rate of Computer.
µ The Computer exposed rate.
σ Ingestion rate.
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Proof. Adding the first four equations and then the last
two equations of the model, we have:

dN

dt
= Λ− dN − αI

dDN

dt
= Λd − d2DN

Since dN
dt ≤ Λ− dN and dDN

dt ≤ Λd − d2DN , it follows

that dN
dt ≤ 0 and dDN

dt ≤ 0 if N ≥ Λ
d and DS ≥ Λd

d2

respectively.
Hence by Comparison theorem in [12],

dN

dt
+ dN ≤ Λ

d

dt
(Nedt) ≤ Λedt

⇐⇒

N(t) ≤ N(0)e−dt +
Λ

d
(1− e−dt)

DN (t) ≤ D(0)e−d2t +
Λd
d2

(1− e−d2t)

Therefore, N(t) ≤ Λ
d if N(0) ≤ Λ

d and DS(t) ≤ Λd
d2

if

DS(0) ≤ Λd
d2

. Thus, the region D is positively invariant
for the model.

Furthermore, if N(0) > Λ
d and DS(0) > Λd

d2
, then, one

of the solution enters D in finite time i.e. N(t) −→ Λ
d and

DS(t) −→ Λd
d2

as t −→ ∞. We conclude that the region

D attracts all solution in R6
+.

3 Analysis of Steady States

3.1 Basic Reproduction Number R0 of
Model

The Virus-Free Equilibrium (VFE) of Equation (1) is
computed as

ε0 = (S∗, E∗, I∗, R∗, D∗S , D
∗
I )

=

(
Λ

d
, 0, 0, 0,

Λd
d2
, 0

)
(2)

By the Van den Driessche and Watmough [5], the basic
reproduction number R0 of the computer-virus model is
computed by using the Next Generation Matrix Method.
It is given by:

R0 = r(FV −1)

where r(.) is the spectral radius. Therefore,

F =

 0 Λd2β1

dΛd

Λβ3

d

0 0 0

0 dβ3Λd
Λd2

0



V −1 =


1

d+µ 0 0
µσ+µd2

(d+α+γ)(d+µ)(σ+d2)
1

d+α+γ 0

0 0 1
σ+d2



FV −1 =


Λd2(µσ+µd2)β1

d(d+α+γ)(d+µ)(σ+d2)Λd

Λd2β1

d(d+α+γ)Λd

Λβ3

d(σ+d2)

0 0 0
d(µσ+µd2)β3Λd

(d+α+γ)Λ(d+µ)d2(σ+d2)
dβ3Λd

(d+α+γ)Λd2
0


(3)

Since the second row in Equation (3) has zero entries,
then we reduce the above matrix to:

FV −1 =

(
Λd2(µσ+µd2)β1

d(d+α+γ)(d+µ)(σ+d2)Λd

Λd2β1

d(d+α+γ)Λd
d(µσ+µd2)β3Λd

(d+α+γ)Λ(d+µ)d2(σ+d2)
dβ3Λd

(d+α+γ)Λd2

)

Now, we have that by the largest eigenvalue of the above
matrix, the basic reproduction number for the model is
given by:

R0 =
Λ2µd2

2β1 + d3β2Λ2
d + d2µβ2Λ2

d

d(d+ α+ γ)Λ(d+ µ)d2Λd

Hence, we will establish the local and global stability of
the VFE.

3.2 Local Stability of Virus-Free Equili-
bruim

Theorem 1. The virus-free equilibrium ε0 exists for all
R0 and is locally asymptotically stable if R0 < 1 and un-
stable if R0 > 1.

Proof. We compute the Jacobian matrix and evaluate it
at VFE. Therefore we have:

Jε0 =



−d 0 −β1
Λ
d η 0 −β2

Λd2
Λdd

0 −(d+ µ) β1
Λ
d 0 0 β2

Λd2
Λdd

0 µ −(d+ γ + α) 0 0 0
0 0 γ −(d+ η) 0 0

0 0 −β2
Λdd

Λd2
0 −d2 σ

0 0 β2
Λdd

Λd2
0 0 −(d2 + σ)


(4)

We now compute the eigenvalues of the Jacobian matrix.
From Matrix (4), we observed that the first and the fifth
columns contain only the diagonal terms −d and −d2,
which are the first two eigenvalues. To obtain the other
eigenvalues, the Jacobian matrix (4) is reduced to a sub-
matrix (5) as follows:

J
′

ε0 =


−(d+ µ) β1

Λ
d 0 β2

Λd2

Λdd

µ −(d+ γ + α) 0 0
0 γ −(d+ η) 0

0 β2
Λdd
Λd2

0 −(d2 + σ)


(5)

Also in the new matrix (5), we see that, the third col-
umn contains a diagonal term −(d+ η) which is the third
eigenvalue. Therefore we reduce Matrix (5) to:

J
′′

ε0 =

−(d+ µ) β1
Λ
d β2

Λd2

Λdd

µ −(d+ γ + α) 0

0 β2
Λdd
Λd2

−(d2 + σ)

 (6)

Now let Pi, i = 1, 2, 3, be the eigenvalues of Matrix (6),
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we have
Det(J

′′
ε0

− PI)

=

∣∣∣∣∣∣∣
−(d+ µ)− P β1

Λ
d

β2
Λd2
Λdd

µ −(d+ γ + α)− P 0

0 β2
Λdd
Λd2

−(d2 + σ)− P

∣∣∣∣∣∣∣
= 0. (7)

The eigenvalues of the characteristic Equation (7) are the
zeros which satisfies the following equation below:

P 3 + P 2F2 + P 1F1 + F0 = 0 (8)

Where

F2 = 2d+ α+ γ + µ+ σ + d2

F1 = Λd2(d+ α+ γ)Λd(d+ µ)[P −R0]

F0 = Λdd2(d+ α+ γ)(d+ µ)Λ[Q−R0] (9)

with

P = (d(2d+ α+ γ + µ)d2 − Λµβ1 + Λ2µd2
2β1

+d((d+ α+ γ)(d+ µ) + (2d+ α+ γ + µ)σ

+d(d+ µ)β3Λ2
d))/(d(d+ α+ γ)Λ(d+ µ)d2Λd),

Q = (Λ2µd2
2β1 + (σ + d2)(d(d+ α+ γ)(d+ µ)− Λµβ1)

−dµβ2
2 + d3β2Λ2

d + d2µβ2Λ2
d)/(d(d+ α+ γ)

Λ(d+ µ)d2Λd).

Now, from the basic reproduction number deduced, we
can make the following observations for F1 and F0, that
is

F1 =

{
> 0 when R0 < P < 1 or 1 < R0 < P

< 0 when P < R0 < 1 or 1 < P < R0,

F0 =

{
> 0 when R0 < Q < 1 or 1 < R0 < Q

< 0 when Q < R0 < 1 or 1 < Q < R0,

Therefore, we see that when

R0 < 1 provided that R0 < P and R0 < Q, the virus-
free equilibrium is locally and asymptotically stable,
otherwise it is unstable.

The requirement of the real and negative eigenvalues en-
suring stability is clearly satisfied by P .

Now, for the roots of the polynomial equation (8) by
which the eigenvalues are obtained, we therefore make the
following analysis based on the Routh-Hurwitz stability
criteria [12],

Firstly, the coefficients F0, F2 > 0, that is, must be pos-
itive.

Secondly, for the eigenvalues to have real negative parts,
i.e. F2F1 > F0.

It is obvious that the coefficients F0 > 0 and F2 > 0.
Also,

F2F1 − F0 =(d+ α+ γ)Λ(d+ µ)d2((2d+ α+ γ + µ

+ σ + d2)(P −R0) + (R0 −Q)) > 0,

Therefore, by the Routh-Hurwitz criteria for stability, we
conclude that the virus free equilibrium is locally asymp-
totically stable whenever R0 < 1.

3.3 Endemic Equillibrium

Endemic Equilibrium: In order to obtain the endemic
equilibrium of the model i. e. the equilibrium where
at least one of the infected components of the model is
non-zero [25], we solve the system of equations at steady
states and obtain:

Let p = (d+α+γ), q = (d+µ), r = (d+η), v = (d+α)
and w = (σ + d2).

S
∗

= dγpΛ
2
µqd2Λd − d2

q(dpr + (dp+ vη)µ)β2Λ
2
d

− Λ
2
µ(dpr + (dp+ vη)µ)d

2
2β1/d

2
γpΛµqd2Λd

E
∗

=
r
(
Λ2µd2

2β1 + d3β2Λ2
d + d2µβ2Λ2

d

)
dγΛµqd2Λd

I
∗

=
r
(
Λ2µd2

2β1 + d3β2Λ2
d + d2µβ2Λ2

d

)
dγpΛqd2Λd

R
∗

=
Λ2µd2

2β1 + d3β2Λ2
d + d2µβ2Λ2

d

dpΛqd2Λd

D
∗
S =

wΛd(αrΛ2µd2
2β1 − dγpΛ2qd2Λd + d2αrqβ2Λ2

d)

rΛ2µd2
2β1(αw − dβ2)− dγpΛ2qd2wΛd + d2rq(αw − dβ2)β2Λ2

d

D
∗
I =

drβ2Λd(Λ2µd2
2β1 + d2qβ2Λ2

d)

rΛ2µd2
2β1(−αw + dβ2) + dγpΛ2qd2wΛd + d2rq(−αw + dβ2)β2Λ2

d

Theorem 2. The unique Endemic Equilibrium of the
model (1) is globally asymptotically stable whenever R0 >
1.

Proof. If R0 > 1, then there exist a unique Endemic equi-
librium. We therefore consider the non-linear Lyapunov
function V such that

V =S
∗
[
S

S∗
− ln

S

S∗

]
+ E

∗
[
E

E∗
− ln

E

E∗

]
+ I
∗
[
I

I∗
− ln

I

I∗

]

+ R
∗
[
R

R∗
− ln

R

R∗

]
+D

∗
S

[
DS

D∗S
− ln

DS

D∗S

]
+D

∗
I

[
DI

D∗I
− ln

DI

D∗I

]
,

V̇ =

[
1−

S∗

S

]
Ṡ +

[
1−

E∗

E

]
Ė +

[
1−

I∗

I

]
İ +

[
1−

R∗

R

]
Ṙ

+

[
1−

D∗S
DS

]
ḊS +

[
1−

D∗I
DI

]
ḊI ,

V̇ =

[
1−

S∗

S

] [
Λ−

β2DIS

DN
− β1SI − dS + ηR

]
+

[
1−

E∗

E

] [
β2DIS

DN
+ β1SI − h1E

]
+

[
1−

I∗

I

]
[µE − h2I] +

[
1−

R∗

R

]
[γI − h3R]

+

[
1−

D∗S
DS

] [
Λd −

β2DSI

N
+ σDI − d2DS

]
+

[
1−

D∗I
DI

] [
β2DSI

N
− h4DI

]
, (10)

where

h1 = d+ µ,

h2 = d+ γ + α,

h3 = d+ η,

h4 = d2 + σ.

By expanding (10), and rearranging the expressions, we
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have

V̇ =dS
∗
[

1−
S

S∗
+
β2

d

[
DSI

D∗IN
−
DSI

DIN

]
+

Λ

d

[
1

S∗
−

1

S

]]

+ h1E
∗
[
1−

E

E∗

[
1−

µ

h1

[
1−

I∗

I

]]
+
β2

h1

[
DIS

DNE∗
−

DIS

DNE

]]
+ h2I

∗
[
1−

I

I∗

[
1−

γ

h2

[
1−

R∗

R

]]
+
β1

h2

I

[
S∗

I∗
−
E∗S

EI∗

]]
+ h3R

∗
[
1−

R

R∗

[
1−

η

h3

[
1−

S∗

S

]]]

+ d2D
∗
S

[
1−

DS

D∗S
+
β2

d2

[
I

N

[
1−

DS

D∗S

]]
+

Λd

d2

[
1

D∗S
−

1

DS

]]

+ h4D
∗
I

[
1−

DI

D∗I

[
1−

σ

h4

[
1−

D∗S
DS

]]
+
β2

h4

[
I

N

[
DS

D∗I
−
DS

DI

]]]

We now have that, since the arithmetic mean exceeds the
geametric mean value [9, 30], then[

1−
S

S∗
+
β2

d

[
DSI

D∗IN
−
DSI

DIN

]
+

Λ

d

[
1

S∗
−

1

S

]]
≤ 0

[
1−

E

E∗

[
1−

µ

h1

[
1−

I∗

I

]]
+
β2

h1

[
DIS

DNE∗
−

DIS

DNE

]]
≤ 0,[

1−
I

I∗

[
1−

γ

h2

[
1−

R∗

R

]]
+
β1

h2

I

[
S∗

I∗
−
E∗S

EI∗

]]
≤ 0,[

1−
R

R∗

[
1−

η

h3

[
1−

S∗

S

]]]
≤ 0,[

1−
DS

D∗S
+
β2

d2

[
I

N

[
1−

DS

D∗S

]]
+

Λd

d2

[
1

D∗S
−

1

DS

]]
≤ 0,

[
1−

DI

D∗I

[
1−

σ

h4

[
1−

D∗S
DS

]]
+
β2

h4

[
I

N

[
DS

D∗I
−
DS

DI

]]]
≤ 0.

Since the parameters of the model (1) are greater then
or equal to zero, therefore we have that V̇ ≤ 0 for R0 > 1.
Hence it follows from LaSalle’s Invariance Principle [17]
that every solution of the equation in the model (1) ap-
proaches the Endemic Equilibrium as t −→ ∞ whenever
R0 > 1.

4 Sensitivity Analysis

In order to investigate the above model robustness, due
to uncertainties associated with the estimation of certain
parameter values, it is important and useful to carry out a
sensitivity analysis to investigate how sensitive the basic
reproduction number is with respect to these parameters.
It will also give us insight to know the parameters that
have high impact or cause most reduction on the virus
transmission, that is, in R0 and therefore determine the
control measure that is most effective in the control of the
Computer virus transmission [25, 32].

To carry out this analysis, we compute the normalized
forward sensitivity index of the reproduction number with
respect to these parameters. This is also referred to as the
ratio of the relative change in the variable change in the
parameter [4, 25].

Definition 1. The normalized forward sensitivity index
of a variable h, that depends differentially on a parameter
m, is defined as:

Πm :=
∂h

∂m
× m

h
.

4.1 Sensitivity Indices of R0

We derive the sensitivity of R0 corresponding to the fol-
lowing parameters:

Πα := − α

d+ α+ γ
,

Πγ := − γ

d+ α+ γ
,

Πβ1
:=

Λ2µd2
2β1

Λ2µd2
2β1 + d2(d+ µ)β2Λ2

d

,

Πβ2
:=

d2(d+ µ)β2Λ2
d

Λ2µd2
2β1 + d2(d+ µ)β2Λ2

d

,

Πµ :=
dΛ2µd2

2β1

(d+ µ)(Λ2µd2
2β1 + d2(d+ µ)β2Λ2

d)
,

Πη := Πσ := 0,

Using parameter values from Table 2, (it should be
stated that these parameters are chosen for illustrative
purpose only, and may not necessarily be realistic in
terms of epidemiological interpretations), we calculate the
sensitivity indices of R0 based on the following param-
eters µ, β1, β2, α, η, σ, γ. The parameters are therefore,
arranged from the most sensitive to least. The most sen-
sitive parameter is proportion of the natural death rate
β2 = 0.8901. While the least of the sensitivity parameters
are the η and σ = 0.0000. An increase (or decrease) in β2

by 10% increases (or decreases) the R0 by 8.91%. Simi-
larly increasing (or decreasing) the rate of recovery γ by
10% decreases (or increases) the R0 by 3.33%. From the
sensitivity analysis, it is clear that control efforts should
be targeted towards the rate at which the infectivity con-
tact rate at which the virus attacks removable device (β2).

5 Simulations for Computer Virus
Model

In this section, we illustrated the effects of the changes
of some basic parameters that may influence the trans-
mission dynamics of the Computer virus model. In order
to investigate the graphical trend of these changes of pa-
rameters in the model (1), we illustrate these by focusing
on the transmission dynamics of the each sub-class of the
model with respect to changes in some of its basic param-
eter values such as β1 and µ.

In the course of this investigations, we studied the dy-
namical flow of the trend of the following graphs below.
And Hence, we draw some conclusions based on the result
obtained under the graphs.
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Table 2: Sensitivity analysis of R0

Parameters Descriptions Sensitivity

β2 The infectivity contact rate at which virus attacks removable device 0.8901
γ Rate of Recovery −0.3333
α Rate of Virus induced Computer death −0.1667
β1 The infectivity contact rate at with network attacks occur 0.1099
µ Exposed rate 0.0824
η Waning rate of Computer 0.0000
σ Rate of Ingestion 0.0000
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Figure 2: Model (1) Effects caused by changes in parame-
ter β2 in Infected class for Λ = 0.8,, β1 = 0.0002, β2 = 0.2,
α = 0.01, η = 0.03, γ = 0.02, µ = 0.01, Λd = 0.6,
d = 0.03, d2 = 0.005, σ = 0.002
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Figure 3: Model (1) Effects caused by changes in parame-
ter γ in Infected class for Λ = 0.8,, β1 = 0.0002, β2 = 0.2,
α = 0.01, η = 0.03, γ = 0.02, µ = 0.01, Λd = 0.6,
d = 0.03, d2 = 0.005, σ = 0.002
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Figure 4: Model (1) Effects caused by changes in parame-
ter α in Infected class for Λ = 0.8,, β1 = 0.0002, β2 = 0.2,
α = 0.01, η = 0.03, γ = 0.02, µ = 0.01, Λd = 0.6,
d = 0.03, d2 = 0.005, σ = 0.002
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Figure 5: Model (1) Effects caused by changes in parame-
ter β1 in Infected class for Λ = 0.8,, β1 = 0.0002, β2 = 0.2,
α = 0.01, η = 0.03, γ = 0.02, µ = 0.01, Λd = 0.6,
d = 0.03, d2 = 0.005, σ = 0.002

Studying the behavior of the mathematical model
(1) for the transmission and spread of Computer virus
through numerical simulations illustrated above, it was
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observed that the most sensitive parameter in the control
of the virus spread are the infectivity contact rate, the
virus attacks removable device β2 rate. Although some
other parameters such as γ, the rate of recovery, α, virus
induced computer death rate and β1 the infectivity con-
tact rate at with network attacks occur, are also quite
sensitive to the model control. These graphs obtained
also confirm the results in the sensitivity analysis.

From Figure 2, it is shown that, decrease in the rate
at which the virus attacks removable device, decreases
the rate at which the computer systems get infected with
time and as a result decreases R0. Figures 3 and 4 showed
decrease in the infected class as a result of increase in the
recovery rate and virus induced computer deaths, which
is γ and α respectively, which also led to a reduction in
R0. It is also shown in Figure 5 that the reduction of the
infectivity contact rate at which network attacks occur β1

slightly affects the transmission dynamics of the model
by reducing the Infected class which also ascertain the
sensitivity analysis.

By observing the numerical simulations, the control
strategy should be targeted at decreasing β2 by properly
doing a thorough system scanning using an antivirus soft-
ware before the system can be used. Adequate and fre-
quent checks should be done always and ensure infected
external devices such as flash drives should not be used
on susceptible computers. By doing this, R0 is greatly
reduced and hence the virus drastically dies out.

6 Analysis of Optimal Control

In this section, we make use of Pontryagin’s Maximum
Principle so that we can obtain the essential conditions
for the optimal control of the for computer virus model.
Time dependent controls are incorporated the model in
order to determine the best strategy for controlling the
computer virus.For this reason, we consider the following
objective functionals,

J(u1, u2, u3) =

∫ tF

0

(
b1E + b2I + b3DI +

c1

2
u

2
1 +

c2

2
u

2
2 +

c3

2
u

2
3

)
dt.

(11)

where c1, c2 and c3 deal with the weighting constants
for providing intensive public education on the use of
removable device(prevention), effort on public campaign
of how to maintain virus free on computers use (preven-
tion) and treatment of infected computers with viruses
(treatment) respectively. The cost corresponding to with
prevention and treatment mechanisms are assumed to
have a nonlinear character. Hence, we explore an opti-
mal control u∗1, u

∗
2 and u∗3 in a way that, J(u∗1, u

∗
2, u
∗
3) =

min J(u1, u2, u3),Γ = {(u1, u2, u3)|0 ≤ ui ≤ 1, i = 1, 2} .

dS

dt
= Λ− (1− u1)

β2D1S

DN
− (1− u2)β1SI − dS + ηR

dE

dt
= (1− u1)

β2D1S

DN
+ (1− u2)β1SI − (d+ µ)E

dI

dt
= µE − (d+ u3γ + α)I

dR

dt
= u3γI − (d+ η)R

dDS

dt
= Λd − (1− u1)

β2DSI

N
+ σD1 − d2DS

dDI

dt
= (1− u1)

β2DSI

N
− (d2 + σ)DI . (12)

The necessary conditions that an optimal solution has
to satisfy emanate from Pontryagin Maximum Princi-
ple [2, 25]. The principle actually converts (11)-(12) into
a type of problem which principally aimed at minimizing
pointwise a Hamiltonian H, with respect to u1, u2 and
u3.

H = b1E + b2I + b3DI + c1u
2
1 + c2u

2
2 + c2u

2
3

+NS{Λ− (1− u1)
β2D1S

DN
− (1− u2)β1SI − dS + ηR}

+NE{(1− u1)
β2D1S

DN
+ (1− u2)β1SI − (d+ µ)E}

+NI{µE − (d+ u3γ + α)I}
+NR{u3γI − (d+ η)R}

+NDS{Λd − (1− u1)
β2DSI

N
+ σD1 − d2DS}

+NDI{(1− u1)
β2DSI

N
− (d2 + σ)DI} (13)

where NS , NE , NI , NR, NDS and NDI denote the adjoint
variables or also referred to as co-state variables. The
system of equations are arrived at by considering the right
partial derivatives of the Hamiltonian (13) with respect
to the associated state variable.

Theorem 3. Given optimal controls u∗1, u
∗
2, u
∗
3 and so-

lutions S,E, I,R,DS , DI of the associated state system
(11)-(12) that minimize J(u1, u2, u3) over Γ. Thus, there
exists adjoint variables
NS , NE , NI , NR, NDS , NDS satisfying

−dλi
dt

=
∂H

∂i

where i = S,E, I,R,DS , DI and with transversality con-
ditions

NS(tf ) = NE(tf ) = NT (tf )

= NR(tf ) = NDS (tf ) = NDI = 0 (14)

and

u∗1 = min

1,max

0,

β2D1S
DN

(NE −NS) +
β2D1S
DN

(NDI −NDS )

2c1

 ,

u∗2 = min

{
1,max

(
0,
β1SI(NE −NS)

2c2

)}
, (15)

u∗3 = min

{
1,max

(
0,
γ(NI −NR)

2c3

)}
(16)

Proof. Corollary 4.1 of Fleming and Rishel [7] gives the
appropriate condition of possible existence of an opti-
mal control as a result of convexity of the integrand of
J with respect to u1, u2 and u3, a priori boundedness of



International Journal of Network Security, Vol.20, No.5, PP.971-982, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).19) 978

the state control solutions, and the Lipschitz characteris-
tics of the state system with regard to the state variables.
The Hamiltonian function computed at the optimal con-
trol provides the governing adjoint variables. Therefore,
the adjoint equations can be rearrange as

−dNS
dt

= dNS + (1− u1)
β2D1

DN
(NS −NE)

+(1− u1)
β2DSI

N2
(NDI −NDS )

+(1− u2)β1I(NS −NE)

−dNE
dt

= −b1 + (d+ µ)NE − µNI

+(1− u1)
β2DSI

N2
(NDI −NDS )

−dNI
dt

= −b2 + (d+ α)NI + (1− u2)β1S(NS −NE)

+u3γ(NI −NR)

+(1− u1)
β2DS(N − I)

N2
(NDS −NDI )

−dNR
dt

= dNR + η(NR −NS)

+(1− u1)β2DSI(ND1
−NDS )

−dNDS
dt

= d2NDS + (1− u1)
β2D1S

D2
N

(NE −NS)

+
β2I

N
(NDS −NDI )

−dNDI
dt

= −b3 + (d2 + σ)NDI

+(1− u1)
β2S(DN −DI)

D2
N

(NS −NE)

β2D1S
DN

(NE −NS) + β2D1S
DN

(NDI −NDS )

2c1

Solving for the values of u∗1, u
∗
2 and u∗3 with respect to the

constraints, the characterization (15-16) can be arrived at
as

0 =
∂H

∂u1

= −2c1 +
β2D1S

DN
(NE −NS) +

β2D1S

DN
(NDI −NDS )

0 =
∂H

∂u2
= −2c2 + β1SI(NE −NS)

0 =
∂H

∂u3
= −2c3 + γ(NI −NR).

Thus, we have (see for example Lenhart and Work-
man [18])

u∗1 =

β2D1S
DN

(NE −NS) + β2D1S
DN

(NDI −NDS )

2c1

u∗2 =
β1SI(NE −NS)

2c2

u∗3 =
γ(NI −NR)

2c3
.

Making use of standard control arguments which consid-
ers the bounds on the controls, we make the conclusion
that  0 If ξ∗i ≤ 0

ξ∗i If 0 <ξ∗i < 0
1 If 0 <ξ∗i ≥ 0

For i ∈ 1, 2, 3 and where

ξ∗1 =
β2D1S
DN

(NE−NS)+
β2D1S
DN

(NDI−NDS )

2c1

ξ∗2 = β1SI(NE−NS)
2c2

ξ∗3 = γ(NI−NR)
2c3

The next section shall be focused on the detailed dis-
cussion on the numerical simulation solution results which
is hinged on the optimality of the model taking into ac-
count of different kind of strategies of the optimal controls
u1u2 and u3, the parameter selections and meanings from
various strategies.

7 Numerical Simulations

The numerical simulation solutions for this model is un-
dertaken using MATLAB 10.0 version. The optimality
system, which comprise the state system and the adjoint
system, was worked out to obtain the optimal control so-
lution. The optimality system solution was calculated
using a fourth-order Runge-Kutta iterative scheme. The
adjoint equations were also worked out by the backward
fourth-order Runge-Kutta scheme applying the preceding
solutions of the state equations hinged on the transver-
sality conditions Equation (14). The controls results ob-
tained were updated using a convex combination of the
previous controls and the value obtained from the char-
acterizations. This activity was carried on and the it-
erations were terminated if the values of the unknowns
at the former iterations were similar to the ones ar-
rive at the current iteration [2, 18]. Table 1 shows pa-
rameters and values used in the numerical simulation of
the computer virus model. The following weight con-
stants were considered: b1 = 10, b2 = 30, b3 = 90 and
c1 = 100, c2 = 120, c3 = 300.

7.1 Prevention (u1, u2) of Computer Virus
and Removable Infected Device

The prevention control u1 on the intensive public educa-
tion on the use of removable device (intensive public ed-
ucation) and the prevention control u2 (public campaign
on computer virus free)are used to optimise the objective
function J, and at the same time the control (u3) is set to
zero. Figure 6(a) depicts that the number of removable
infected device infected DI is significant different from
application of control and without control presence. This
control strategy only brings the number of infected remov-
able device down but cannot control it as the number of
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Table 3: Description of variables and parameters of the
model

Parameter Value Ref.

β 0.65 day−1 Assumed
σ 0.95 Assumed
η1 1/(365x60) day−1 [6]
η2 0.44 [11]
η3 0.6 [6]
π 1/14 [6]
γ 1/14 [6]
ρ1 0.75 [6]
ρ2 0.4 [11]
ρ3 0.95 day−1 assumed
δ 0.0085 day−1 assumed
µ 0.055 day−1 assumed

infected removable device increases after the intervention
as shown in Figure 6(a). In Figure 6(b) there is a sub-
stantial difference also exists between the case controlled
and without controlled case.

The positive impact on the control strategy suggests
that giving intensive public campaign on the computer
virus free is effective however, it does not completely con-
trolled the number of exposed computers E. The Fig-
ure 6(c) shows the number of infected computer with virus
and this strategy suggests that both the controlled and
without controlled case are rising after the intervention.
This condition is expected since there is no effective strat-
egy on treatment of infected computers as shown in Fig-
ure 6(c). The control profile is depicted in Figure 6(d) as
control u3 is set to zero.The control u1 is initially set to
50% for 20 days which is then increased to 100% for the
rest of the intervention. While control u2 is initially also
set to 50% for 6 days then rise up to 100% for the rest of
the intervention as shown in Figure 6(c).

7.2 Prevention (u1) and Treatment (u3) of
Computer Virus and Removable De-
vice

Prevention and treatment control u1, u3 (intensive public
education on the use of removable device and treatment
of infected computers) are used to optimize the objective
function J, and while control (u2) is set to zero. Fig-
ure 7(a) shows a significant difference between the use of
control and that of without control. This strategy sug-
gests that the number of infected removal devices are
minimized but infected removable device D1 increases.
In Figure 7(b) there is a negative impact on the control
strategy since the presence of the control has no effect on
reducing the number of exposed computers E to infected
computers. There is no control strategy designed to effec-
tively ensure that intensive public education on computer
virus are carried on. Figure 7(b) depicts the number of
infected computers I and there is a significant difference
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Figure 6: Simulations of the model showing the effect of
computer virus and infected removable device prevention
on transmission

between the controlled case and without the application
of control. However, the presence of the control strategy
has a minimal effect since both controlled and without
control increasing after the intervention. In Figure 7(c)
the control u2 is set to zero while control u1 is set to 25%
for the beginning and relatively kept same for the entire
intervention. The control u3 is also for a start is kept at
100% for 60 day and then reduce to 24% which is then
maintained for the rest of the intervention.

7.3 Prevention (u2) and Treatment (u3) of
Computer Virus

In this strategy, the prevention control strategy u2 and
treatment control u3 (intensive public campaign on com-
puter virus free and treatment) are used to optimize the
objective function J. Figure 8(a) shows the number of
infected removable device DI and there is a significant
difference between the controlled and without controlled.
The results in Figure 8(a) suggests that there is a nega-
tive impact on the control strategy since controlled case is
higher than without controlled case. Therefore, this con-
trol mechanism has no effect on controlling the number of
infected removal devices DI . Again, in Figure 8(b) there
is a substantial difference between the application of con-
trol and without the use of control. The positive effect
of this strategy suggests that the control strategy is effec-
tive during the entire intervention and is able to control
the number of exposed computer Eto virus. However, the
uncontrolled case rise up at the end of the intervention as
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Figure 7: Simulations of the model showing the effect of
computer virus and infected removal device prevention
and treatment on transmission

shown in Figure 8(b). In Figure 8(c) there is a significant
difference between the use of control and without control
application. The negative impact as shown in Figure 8(b)
suggests that this control strategy is not very robust in
reducing the the number of infected computers. The con-
trol profile of this strategy is shown in Figure 8(d) and
control u1 is set to zero. The control u2 is initially set
to 100% for 18 days and gradually reduce to 27% which
is then maintain throughout the rest of the intervention.
Similarly, the control u3 is at 100% for 34 days and grad-
ually minimize to 27% for the rest of the intervention.

7.4 Prevention (u1),(u2) and Treatment
(u3) of Computer Virus and Infected
Removal Devices

In this strategy all the control strategies u1, u2, u3 ( inten-
sive education on infected removal devices, campaign on
computer virus free and treatment of infected computers)
are used simultaneously to optimize the objective func-
tion J. Figure 9(a), shows that there is significantly dif-
ferent between the controlled case and without controlled
case. This positive impact suggests that the control mech-
anism is very effective and robust in controlling the num-
ber of infected removal devices. This maybe attributable
to the combination of the other controls for their effective-
ness. A similar pattern is depicted in Figure 9(b) as there
is a vast positive difference between controlled case and
without application of control. This also infers that the
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Figure 8: Simulations of the model showing the effect of
computer virus and infected removal devices prevention
and treatment on transmission

strategy is effective in controlling the number of exposed
computers E. In fact, the number of exposed computers
are totally brought under control with the combination
of all the controls as shown in Figure 9(b). Figure 9(c)
shows the number of infected computers I and there is a
significant difference between the use of control and with-
out control. The positive effect indicates that the control
strategy is effective as both controlled and without con-
trolled are brought under effective control as shown in
Figure 9(c). The control profile for this strategy is de-
picted in Figure 9(d) as all the controls are used at the
same time. Control u1 is initially kept at 100% for 6 days
then reduce to 28% which is maintained throughout the
rest of the intervention. Similarly, control u2 is also kept
at 100% for 10 days for the beginning and then reduce to
28% which is kept for the rest of the intervention. While
control u3 is maintained at 100% for 25 days which is also
reduce to 28 day and kept constantly for the rest of the
intervention.

8 Conclusion

In this work, a computer virus model incorporating a re-
moval device of deterministic type was formulated. The
basic properties of the model was investigated then the
stability analysis of the model was studied. The steady
states found to be stable.The reproduction number R0

was calculated. Time dependent controls was incorpo-
rated into the model and Pontryagin’s Maximum Princi-
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Figure 9: Simulations of the model showing the effect
of infected computer virus and infected removal devices
prevention and treatment only on transmission

ple was used to determine all the necessary conditions for
controlling the spread of computer virus. The numerical
simulation carried out on the control suggests that the
best strategy in controlling the spread of computer virus
is the use of all the three controls at the same time. The
implication of the result seems to suggest that all effort
must given to all the strategies designed without relaxing.
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Abstract

With the rapid development of Internet technology, com-
puter networks play an increasingly important role in im-
proving the living standard of people. However, it also
induces events which threaten the security of Internet.
Information stealing and network intrusion are always
threatening network information security. In this study,
the behavioral features of Trojan were analyzed, and a de-
tection and defense system for information-stealing and
deceitful Trojan virus based on behavioral features was
designed and tested by simulation experiments. The sim-
ulation results demonstrated that the system has favor-
able accuracy and practicability, and its performance can
satisfy practical applications. The system installed at a
network gateway can monitor network flows and detect
whether there is invasion of information-stealing and de-
ceitful Trojan viruses, which is of great significance to the
defense of network security.

Keywords: Behavioral Features; Cyber Theft; Network In-
formation Security; Trojan Virus

1 Introduction

Network information security is an important cornerstone
for the development of a modern network [6, 9]. A large
amount of valuable resources and information stored in
the computer network make criminals on the Internet ea-
ger to get all these valuable resources by using various
hacking technologies [12]. Trojan virus is the most com-
mon technology. Information-stealing Trojan virus can
acquire computer information resources by invading com-
puters [3]. Developing Trojan virus detection and defense
technology has been one of priorities today. Many schol-
ars have made deep study [1].

Ni et al. [8] put forward a wavelet transform based a
noise optimization method through detecting hardware

Trojan viruses using a back propagation neural network
technology. The experimental results suggested that the
wavelet transform-based noise optimization method could
eliminate high-frequency noises and make the sensitivity
of detecting hardware Trojan viruses based on neural net-
work increase from 92.2% to 99.2%. In a study of Xi [14],
several defense algorithms were proposed based on the
summary of the study status and key technologies of Ad-
dress Resolution Protocol (ARP) and analysis of the for-
mation mechanism of ARP bugs, and the advantages of
the improved defense algorithms were introduced; finally
the optimal defense algorithm was determined after test-
ing every improved algorithm.

In this study, the behavioral features of Trojan virus
were analyzed, and then an information-stealing Trojan
virus detection and defense system was designed based
on the behavioral features of Trojan virus. The test sug-
gested that the system could effectively test information-
stealing and deceitful Trojan virus, which has great signif-
icance to the protection of network information security.

2 Analysis on Behavioral Features
of Trojan Virus

Trojan virus invades systems by concealing itself. Many
behavioral features will be presented though it can hide
its tracks left in the targeted system [10]. Next is the
analysis of behavioral features of Trojan virus invasion at
different stages.

1) Stage of Trojan virus implantation:
When invading a system, Trojan virus will deceive
users to gain their trust using illegal means and then
enter the target [5]. In this stage, the behavioral
features of Trojan virus include attacking via bugs in
software and systems, rogue programs, ports, foreign
unknown e-mails, and unknown network links.
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Table 1: Main behavioral features of Trojan virus and division of risk levels

Moderate High

1. Replicate or create files in catalog; 1. Automatically delete files;
2. Self-starting; 2. Automatically compress or decompress files;
3. Call cmd process; 3. Revise system time;
4. Bind monitor port. 4. Creating file associations;

5. Do Internet Control Messages Protocol communication;
6. Conceal process;
7. Close corresponding process;
8. Automatically send e-mail outward;
9. Disguise system process or communication path;
10. Entering system process or IE process.

2) Stage of Trojan virus installation:
There are some special behavioral features when Tro-
jan virus is installed. In this stage, the main action
object of Trojan virus is itself. Therefore, it is a
good stage to detect Trojan virus. The behavioral
features of Trojan virus in this stage include com-
pressing or decompressing files automatically, delet-
ing some files automatically, automatically restart-
ing, automatically system timing, automatically clos-
ing or opening programs, revising system configura-
tion files, and revising the system relevance.

3) Stage of startup operation:
When Trojan virus is successfully installed in the
target system, operation modes such as process and
thread are needed. Generally, processes can be ob-
served, but threads cannot [4]. Therefore, Trojan
virus has to conceal itself. In this stage, the be-
havioral features of Trojan virus include concealing
processes, calling cmd processes, closing specific pro-
cesses. and transferring to other processes via a re-
mote thread technology.

4) Stage of network communication:

a. After a system is controlled by Trojan virus,
information communication is needed. Trojan
virus will receive information from outside such
as the new commands of the controller and
transmit information to the controlling end via
special communication modes [7]. It can control
the target system and steal system information
via those means.

b. Main behavioral features of Trojan virus and di-
vision of risk levels A corresponding database of
Trojan virus behavioral features was established
based on Table 1. A large number of Trojan
virus features were collected and applied in the
detection and defense of Trojan virus.

3 Design an Information-Stealing
and Deceitful Trojan Virus De-
tection System

3.1 Framework of Trojan Virus Detection
Model

A behavioral features-based Trojan virus detection model
can classify programs based on behaviors of programs and
the aforementioned database of Trojan virus behavioral
features by using Bayes classifier [13]. The model de-
signed in this study was composed of behavioral extrac-
tion, behavioral features database, a program behavioral
analyzer, Trojan virus processor and user assistance.

Behavioral extraction aims at monitoring suspicious
behaviors in the system and sending them to the behav-
ioral analyzer [15]. Database of Trojan virus features in-
cluded a large amount of Trojan virus behaviors, action
objects of behaviors, descriptive information of behaviors
and basic probability information. The program behav-
ioral analyzer was the most important in the model. It
can classify programs using Bayes classifier and perfect
its classification processing ability through communicat-
ing with the features of database. User assistance could
achieve human-computer interactions by sending contents
which cannot be determined by the analyzer to users and
present data to users.

3.2 The Main Module of the Proposed
System

3.2.1 Design of Behavioral Extraction Module

To realize monitoring and capture of all program behav-
iors, a behavior monitoring module should be installed in
the core of the operation system to monitor file system,
registry, processes, storages, and communication. API-
HOOK [11] was used to intercept a program system called
in this study. The implementation of the behavioral mon-
itoring system was introduced by taking the monitoring
of registry as an example.
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Table 2: The features - behavioral database

Feature set database Feedback self-adaption database
2-7 Data sheet Feature set

sheet
Test feature
sheet

Parameter
sheet

Feature
benchmark
sheet

Classification
performance
sheet

System parame-
ter sheet

Description Storing
sample fea-
ture vectors
which need
examina-
tion

Storing test-
ing data of
normal pro-
grams and
Trojan virus

Storing API
parameters

Storing var-
ious data of
behavioral
features after
classification

Storing system
classification
performance
description

Storing system
analysis risk
coefficient and
classification
width

Registry, the core database of an operation system,
can store the setting information of systems and appli-
cation programs. SSDT HOOK technology is needed in
the monitoring of registry. All the operations associated
to registry can be monitored under the assistance of SSDT
HOOK. Registry operations in the monitoring module in-
clude creating, revising and deleting registry key items,
and creating, revising and deleting registry key values. In
the monitoring based on SSDT HOOK technology [16],
SSDT entry should be backed up before revision, and the
monitored function should be replaced by a self-defined
monitoring function.

Besides API HOOK technology, static analysis of PE
was used to acquire behavioral characteristic vectors. PE
is a file format which can be transplanted and executed
in window systems. It can store data set codes in a linear
address space and analyze PE files using BK-50 scanner
to acquire the features-behavioral vector of programs.

Static analysis of PE files is ineffective to programs
which apply a code obfuscation technology. Therefore,
API HOOK was the main body, and static analysis of PE
was the assist in the design of the behavioral extraction
module.

3.2.2 Features-Behavioral Database

The common behaviors of Trojan virus have been intro-
duced in Section 2. The features- behavioral database
contained various data, which could provide a reference
for classification of the classifier. The behavioral features
of Trojan virus include normal programs such as char-
acteristic weight a, risk coefficient S, width of classifier
theta and basic conditional probability. The features-
behavioral database could be divided into characteristic
set database and feedback self-adaption database. The
classification of the behavioral characteristics database is
shown in Table 2.

3.2.3 Behavioral Analysis Module

Behavioral analysis module, an important part of the Tro-
jan virus detection model, was mainly composed of data

preprocessing, program classification and feedback study.
The algorithm was described as follows.

Data preprocessing included redundancy elimination,
feature vector independent processing and weight calcu-
lation.

1) In redundancy processing, feature set and test feature
set sheets were input. Through calculation of feature
CRR and deletion of features with low relevancy, a
non-redundant feature set sheet was output.

2) In feature vector independent processing, a non-
redundant feature set was input. Then behavioral
attributes were merged using SNCB model. Finally,
an irrelevant non-redundant feature set was output.

3) In weight calculation, an irrelevant non-redundant
feature set was input; then impact factors were as-
signed, scales were obtained, and weights were calcu-
lated. Finally, feature weights were output.

4) In classification calculation, sample feature sets, clas-
sification algorithms, unknown examples and a sys-
tem parameter sheet were input; then features of
examples were extracted by the classifier which has
been regulated by statistical calculation of sample
features; after classification, the classification results
were output.

5) In classifier learning, a classification performance
sheet was input, and feature set and system parame-
ter sheets were output through incremental learning
and re-learning.

3.2.4 System Response Module

After classification on running programs, corresponding
operations needed to be done according to the classifi-
cation results. For example, the discovered Trojan virus
program needed to be cleared, and the classification con-
ditions were fed back to users. After classification, the
system stopped monitoring normal programs, and Trojan
virus programs and programs which could not be deter-
mined were provided to users for processing. The system
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Table 3: The detection results of the Trojan virus samples

Huigezi Trojan virus Dark distant control Trojan virus Byshell Trojan virus
Number of samples 20 20 20

Correct detection number 18 19 19
False detection number 2 1 1

Detection rate 90% 95% 95%
False alarm rate 10% 5% 5%

Table 4: The testing results of thread performance

500 Mbps 800 Mbps 1 Gbps 1.5 Gbps
Performance Peak CPU 87.1% 91.6% 89.3% 91.4%

test on Memory usage 9.6% 11.6% 12.0% 13.1%
single Thread 1 1 1 1

thread Packet loss probability 0% 0% 0.14% 1.6%
2 Gbps 4 Gbps 6 Gbps 8 Gbps

Performance Peak CPU 114% 154% 234% 301%
test on Memory usage 13.4% 15.7% 19.8% 25.6%

multi-thread Thread 2 4 6 8
Packet loss probability 0% 0% 0.05% 0.02%

deleted Trojan virus programs once discovered and trans-
mitted the information of Trojan virus to users. When it
was difficult to determine whether a program was normal
or not, the system would isolate the program and display
the condition to users for determination. After determina-
tion, the system deleted or restored it according to actual
conditions.

4 System Test

The detection and false alarm rates of the Trojan virus
detection system were tested. The purpose of the test
was to test the accuracy of the Trojan virus detection
system. Rules were written according to the Trojan virus
features-behavioral database.

The test process was as follows: A Trojan virus con-
trolled the terminal was implanted into a virtual host.
Then the control terminal was installed in an external
computer. The categories and a number of Trojan virus
samples were controlled through the computer. Detec-
tion rules were formulated according to the Trojan virus
samples and features-behavioral database. Then the Tro-
jan virus detection system was started and controlled to
communicate with the host. The total number and valid
number of alarms were accounted. Finally, the detection
and false alarm rates of the system were calculated.

The expected detection rate was not lower than 80%,
and the expected false alarm rate was not higher than
10%.

In the test, Huigezi Trojan virus, dark distant con-
trol Trojan virus, and Byshell Trojan virus were selected
for testing. During testing, the three viruses were in-

stalled in virtual hosts, and an abnormal communication
flow was generated. In the testing cluster, there were
100 hosts, and every host was installed with Huigezi Tro-
jan viruses, dark distant control Trojan viruses, and By-
sell Trojan viruses, containing 20 viruses for each kind
of above viruses. Then the step number was detected at
the cluster exit. After repeating tests following the above
procedures, the results obtained were in following tables.

It is seen from Table 3 that the detection rates of those
three Trojan viruses were 90%, 95%, and 95%, respec-
tively, and the corresponding false alarm rates were 10%,
5% and 5%, respectively. The results suggest that the
behavioral features-based, information-stealing, and de-
ceitful Trojan virus detection system could detect Tro-
jan viruses included in the features- behavioral database.
The false alarm might happen because the users presented
some behavioral features similar to Trojan viruses under
a certain condition. The detection and false alarm rates
satisfied the aforementioned expectations.

In Table 4, it is demonstrated that the packet loss grad-
ually happened with the increase of the flow in a single-
thread operation; the higher the flow, the severer the pack
loss phenomenon. Thus, it could be concluded that the
calculation capability of a single thread was not suitable
for calculating a large flow, as an excessively large data
packet could lead to overflow of bottom data, leading to
a packet loss. Therefore, a single thread was only suit-
able for processing the data flow between 500 M and 1 G.
Flow packages could increase continuously in the process
of multi-thread processing. In Table 2, it is demonstrated
that CPU occupancy rate and memory utilization rate
are significantly improved during the multi-thread pro-
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cessing; however, the packet loss gradually appeared with
the increase of flow. Hence, the peak flow supported by
the designed system was 10 G.

5 Conclusion

The development of Internet facilitates worldwide infor-
mation sharing, but it also brings huge challenges to net-
work security. Network development results in the spread
of information stealing events. Some lawbreakers develop
many information-stealing and deceitful Trojan viruses to
steal information. In this study, the behavioral features
of information-stealing and deceitful Trojan viruses were
analyzed, then an information-stealing and deceitful Tro-
jan virus detection system was developed based on the
behavioral features, and the feasibility and performance
of the system were tested. The test results demonstrated
that the detection rate and false alarm rate of the system
satisfied the standards, and the supportable peak flow was
10 G, which lays a reference for behavioral features-based
Trojan virus detection technologies.
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Abstract

The need for encryption for use onboard satellites is a
growing issue. While larger and modern satellites may
have the hardware capabilities to use common terrestrial
encryption schemes, smaller and older satellites may lack
such capabilities. Small satellites are becoming increas-
ingly important, and securing their communications a ne-
cessity. The Department of Defense, for example, is de-
veloping CubeSats, a type of small satellite, for use in
operations. Despite the growing need, currently, there is
no agreed upon encryption algorithm for these devices,
which have limited hardware capabilities and physical
space. This paper presents and characterizes a novel algo-
rithm that uses chaos theory to encrypt data. Specifically,
a proof-of-concept of this novel algorithm is presented. It
is then compared against AES and SPECK in terms of
speed of encryption and decryption.

Keywords: Chaotic Cryptosystem; CubeSat; Small Space-
craft

1 Introduction

Encryption for use onboard satellites is an open research
problem. While larger, modern satellites may be able
to employ common terrestrial encryption schemes, small
satellites and older larger satellites may not have the req-
uisite hardware capabilities. Because of the radio-based
transmission medium used, spacecraft communications
have no inherent physical security mechanism and thus
have a particular need for other security mechanisms.
The Advanced Encryption Standard (AES), a standard
technique used by the NSA and others for securing data
transmissions, could potentially be brought to bear on
this challenge.

Muhaya [21], in particular, considered the use of mul-
tiple standard techniques. While determining that AES
was a component of the solution, he demonstrated the
utility of and discussed the need for enhancing the AES
cryptographic algorithm with a chaotic pixel shuffling
mechanism. However, this prior work failed to evalu-
ate the computational costs of typical approaches and
the proposed hybrid approach. Knowledge of this is, of
course, critical to determining their suitability for use on
a small or older spacecraft.

The lack of a standard, usable cryptographic algorithm
to secure communications to and from spacecraft is a
growing concern, as programs such as NASA’s Educa-
tional Launch of Nanosatellites [25] program, the Uni-
versity NanoSat Program [15] and the European Space
Agency’s Fly Your Satellite [11] program promote the
building and launching of CubeSats. While not all Cube-
Sats require encryption (and some may be precluded from
its use due to FCC restrictions on amateur licenses [27]),
many future CubeSats plan to incorporate propulsion
(see, e.g., [20]), making their potential comprise prob-
lematic and driving a need for encryption. The growth
of the use of small satellites for military applications
(see, e.g., [1, 29]) also drives the need for suitable cyp-
tographic technologies for use on small satellites.

The challenge of securing communications is not lim-
ited to small satellites. In 2014, NOAA’s Satellite network
was hacked, shutting down the network for two days. This
satellite data is vital to many different applications, rang-
ing from providing weather forecasts to national security
applications. The same lightweight approaches used for
small spacecraft may also be appropriate for older satel-
lites, which may have limited capabilities (as compared
to newer models).

This paper investigates a potential solution that would
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allow CubeSats, other small spacecraft, and older space-
craft with limited resources to encrypt and decrypt data
within their hardware capabilities or transmission time
requirements. Specifically, this paper presents a proof-of-
concept for a novel cryptographic algorithm, implemented
in software, which uses chaos-theory to encrypt data. The
algorithm, invented by Huang, Ye, and Wong [13] for the
use of encrypting images, has been modified to turn it into
a block cipher that can be used to encrypt any data. The
algorithm has been tested and compared against other,
more common algorithms in terms of encryption and de-
cryption speed. In line with Muhaya’s prior work [21],
the use of the proposed algorithm on its own as well as
its use (and the use of SPECK) to augment AES are also
considered.

This paper continues with a discussion on the chal-
lenges of the space environment that prompt the need
for this technology. Then, prior work on block ciphers
and encryption for use onboard spacecraft is reviewed.
This is followed by the presentation of the proposed algo-
rithm. The experiments used to validate the algorithms
functionality, characterize its performance across multi-
ple block sizes, and compare it to alternate techniques
are then presented. Finally, this data is analyzed, before
concluding.

2 Background

This section provides background information related to
prior work in the fields of small satellites and cryptog-
raphy. First, an overview of challenges to cryptography
specific to operating in space is provided. This is followed
by an overview of block ciphers. Finally, prior work on
encryption for use in space is discussed.

2.1 Challenges of the Space Environment

The space environment presents a number of challenges
relative to security. The first is the lack of any appre-
ciable physical security for ground-to-space and space-to-
ground communications. All of the foregoing occurs over
radio frequency transmissions and, thus, can easily be in-
tercepted and possibly jammed or even manipulated by
an adversary. State actors, in particular, may have the
capability of placing another craft (either aerial or in a
lower orbit) in between the transmitting and receiving sta-
tion, allowing them to perform a man-in-the-middle style
attack. A variety of security techniques are needed to
protect against this and similar scenarios (see, e.g., [28]).
Encryption is only a small portion of this challenge; how-
ever, it is critical in protecting sensitive commands (which
might reveal the tactics or other plans of a spacecraft con-
troller) and data.

Spacecraft, and in particular small spacecraft, have
limited mass and volume available. Wertz et al. [30] and
Fortescue et al. [12] discuss these constraints and the de-
liberate trade-off process that is made to determine what

will be included and what must be excluded from a space-
craft design. These constraints may make a dedicated en-
cryption hardware system impractical and also limit the
computational capabilities available onboard the space-
craft.

Beyond the limitations posed to what hardware can be
included, additional restrictions exist. Both power and
communications time are at a premium. Thus, encryption
techniques must be as fast and lightweight as possible to
maximize the available processing time and capabilities.
The amount of data overhead imposed by the technique
must also be kept to a minimum.

2.2 Prior Work on Block Ciphers

The Data Encryption Standard (DES) was one of the first
block ciphers widely used and accepted as a standard. It
was created by IBM, in cooperation with the National
Security Agency (NSA), and published in 1975 [26]. This
algorithm has been adapted multiple times as computers
have become more powerful and avenues of attack were
discovered.

In 2001, an Advanced Encryption Standard (AES) was
published and superseded DES [26]. It was created by
Vincent Rijmen and Joan Daemen, and is currently listed
in NSA Suite B of cryptographic algorithms for use in
encryption. It is a block cipher with a block size of 16
bytes, and variable key sizes ranging from 16, 24, or 32
bytes. AES is a symmetric standard, which uses the same
keys to encrypt and decrypt data. Prior work has evalu-
ated the performance of AES and other symmetric algo-
rithms [10] and its power consumption when processing
different types of data [19].

More recently, a new field of cryptographic algorithms
has been investigated, namely lightweight cryptographic
algorithms. While these may be less secure than other,
heavier algorithms, they are created with the goal of being
used on systems with limited resources, such as sensor net-
works or RFID tags. A family of lightweight algorithms
was recently published by the NSA in 2013 [3]. Known as
the SIMON and SPECK family of algorithms, SIMON
was optimized for hardware and SPECK for software.
Both families have been proposed as the standard for
lightweight algorithms, although more testing is needed
to prove their security.

2.3 Prior Work on Encryption for Space

Quantum Cryptography is a field of cryptographic re-
search that is being investigated for use in satellites.
Hughes et al. [14] investigated the technique of using
Quantum cryptography to securely generate keys for
use on either ground station/satellite communications or
satellite/satellite communications. Their tests were suc-
cessful. Rarity, Tapster, Gorman and Knight [23] also
investigated the possibility of using Quantum Cryptogra-
phy to create a secure key exchange technique between
a ground station and a satellite, and their work suggests



International Journal of Network Security, Vol.20, No.5, PP.988-997, Sept. 2018 (DOI: 10.6633/IJNS.201809 20(5).21) 990

that there are no technical obstacles to building such a
system, within their technical specifications.

In 2011, Challa, Bhat and Mcnair [4] proposed a se-
curity solution for CubeSats called CubeSec and GndSec.
Their proposed scheme involved using AES and DES en-
cryption operating in Galois/Counter mode on hardware
that supports AES and DES encryption. Specifically,
they tested their algorithm on an ATXMega128 micro-
controller, and achieved throughput of between 43 KBps
and 256Kbps depending on the configuration. However,
they did not investigate a solution based solely on soft-
ware implementation.

As mentioned previously, Muhaya investigated the
possibility of combining AES with a chaotic encryption
scheme [21]. In his work, Muhaya looked at the possibil-
ity of using an Arnold Cat Map [22] to shuffle pixel values,
and using a Chaotic Henon Map [7] to generate a random
sequence of key values for the AES algorithm. However,
while the results listed were promising, no analysis was
performed looking at either the performance or security
of AES or the chaotic algorithms operating separately.

Encryption techniques used in space are well-served by
making use of ongoing development of terrestrial proto-
cols and advancements. Attackers are, similarly, able to
make use of Earth-based advances in protocol-cracking
techniques, driving a need for spacecraft developers to
stay current. Advances may come from areas such as sen-
sor networks [18], the encryption of specific types of data
(such as images [9, 16]) or supporting technologies (such
as seed generators [2]).

3 Proposed Technique

This section presents the proposed novel algorithm, based
on the prior work of [13]. First, a general overview is
presented. Then, specific elements of the approach are
discussed, including the use of the Lorenz system, key
generation, diagonal and anti-diagonal permutation, and
block-based diffusion.

3.1 Overview

The first step of the proposed algorithm, which is based
on prior work [13], is to read the data into an n×n matrix.
The data is then permuted along the diagonal and anti-
diagonal lines. This randomizes the location of each pixel
throughout the matrix. Then, block-based diffusion is
performed on the matrix. As adjacent pixels normally
have a high correlation with their neighbors, block-based
diffusion helps remove this correlation. A general diagram
of the novel algorithm is shown below.

3.2 Lorenz System and Key Generation

The algorithm uses the Lorenz system of equations (see [6]
for a more detailed discussion of the Lorenz system) to
generate several values used in both the Diagonal/Anti-
diagonal permutation step and the Block-based diffusion

step. The Lorenz system of equations is as shown below.

ẋ = m(y − x) + u1

ẏ = rx− y − xz + u2 (1)

ż = xy − bz + u3

Where m, r, and b are constants and x, y, and z are
initial values. For values m = 10, r = 28, b = 8/3, and
u1 = u2 = u3 = 0, the Lorenz system is in a chaotic
state, which in essence means that it will diverge from
another Lorenz System with similar starting values. In
other words, given a set of {x1, y1, z1} similar to {x, y, z},
the two systems will soon look completely different. Note
that in [13], they use a Time-delay Lorenz System, as seen
below:

ẋ = m(y − x) + u1

ẏ = rx− y − xz + u2

ż = xy − bz(t− ) + u3 (2)

For the sake of simplicity, in this paper the algorithm
uses the regular set of Lorenz Equations shown in Equa-
tion (1). Using this simpler set of equations preserves the
essence of the original algorithm while making it easier
for the reader to understand. It also offers prospective
speed benefits, as well as making the implementation and
testing of the proposed algorithm simpler.

Given the Lorenz system, initial values x, y, and z are
chosen (as discussed in [13]). These are the secret key set.
As mentioned above, given enough time, the Lorenz sys-
tem will diverge from Lorenz systems with similar starting
values. Hence, the system of equations is iterated some
number p times to preserve this quality and to give suffi-
cient time for the system of equations to diverge. In [13],
p was chosen to be equal to 30. In this paper, p was
similarly chosen to be 30. Next, the system is iterated
an additional n amount of times, where n is equal to the
length of one side of the n×n data matrix. This generates
the values used in the Diagonal/Anti-diagonal permuta-
tion step and the Block-based diffusion step.

Each x, y, and z value set generated is stored in an
array with each other x, y, or z value. At the end of
this process, the algorithm has generated three arrays of
length n, each array storing either the x values, the y
values, or the z values. As each x, y, and z values in
a given successive sequence are generally increasing or
decreasing, each x, y, and z value are processed via the
equation:

m = abs(m ∗ 103)− floor[abs(m ∗ 103)] (3)

Where abs(a) returns the absolute value of a, and
floor(b) returns the nearest integer less than or equal to
m. Note that this differs from the original equation found
in [6], which is:

m = abs(m ∗ 1014)− floor[abs(m ∗ 1014)]. (4)

At this point, as was done in [13], the array that holds
the x values are copied into a second array and sorted.
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Figure 1: A general outline of the steps taken during the encrypting of data

This then produces two arrays, one with the x values
in their original positions, and one with the x values in
sorted order. Both of these arrays will be used in the
diagonal/anti-diagonal permutation steps. Similarly, the
y values are processed so that there are now two arrays,
one which holds the y values in their original position and
one which holds the y values in sorted order.

3.3 Diagonal and Anti-diagonal Permuta-
tion

The algorithm, as was performed in [13], now starts the
process of permuting the matrix of data along the diago-
nal and anti-diagonal lines. First, it is important to note
that each diagonal line in the matrix has a different num-
ber of elements. For example, the diagonal which reaches
from the top left corner down to the bottom right corner
holds n elements, while the diagonal to the right holds
n− 1 elements. This can be fixed by patching each diag-
onal with another diagonal so that, together, they have n
elements. In the above example, the diagonal with n− 1
elements is patched with either the element in the top
right or bottom left corner (which is in a diagonal of 1).
Thus, together they make a diagonal with n elements. By
doing this to each diagonal, it is now possible to permute
each diagonal symmetrically.

To permute the diagonal line, the proposed algorithm
uses the two arrays of x values (sorted and unsorted) pro-

duced in the key generation step. Consider a given ele-
ment in the unsorted array. There is a similar element
in the sorted array, however, the position is different. By
looking at the difference in positions, it is possible to gen-
erate a key that will permute a given diagonal. Consider
the case where each pixel on a given diagonal is mapped
to an element in the unsorted array of x values. For ex-
ample, the first pixel is mapped to the first element of the
unsorted array of x values, the second pixel is mapped to
the second element, and so on. With this mapping com-
plete, it becomes possible to permute the pixels by simply
matching them with the position of their assigned value
of x in the array of sorted x values. Permutation in the
anti-diagonal direction is performed similarly, except the
arrays of sorted and unsorted y values are used.

During the block-based diffusion step, the original val-
ues of each pixel are modified using the diffusion matrix
calculated from the values iterated from the Lorenz se-
quence. The goal of these steps are to harden the data
against known plaintext attacks, as well as reduce cor-
relation between pixels that were adjacent in the source
image [13].

3.4 Block Based Diffusion

This step, based on [13], begins by breaking the n × n
matrix into two matrices of size n/2 by n, which will
be called matrices A and B. If n is an odd number, the
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data will need to be padded by adding one more row to
make n even. Next, n2/2 values must be selected from
the arrays of X, Y, and Z values randomly. These will
form a diffusion matrix which will be applied to a. The
diffusion matrix will be called D. It is important to note
that for n > 6, more values must be selected than there
are unique elements in X, Y, and Z. In addition to creating
the diffusion matrix, a value t is calculated:

t = (ΣB) mod (
n

2
) + (ΣB) mod (n)

+(ΣB) mod (
n2

2
) + 1.

(5)

where Σ B is the sum of the elements in B, and (a) mod
(b) applies the modulo(b) operator to a. The matrix A is
then diffused via the following equation, where G is the
resulting matrix and Gi,j is a position in matrix G:

Gi,j = (Ai,j + (t ∗Wi,j)) mod (256). (6)

The matrix B is diffused with the following equation,
where H is the resulting matrix and Hi,j is a position in
matrix H:

Hi,j = (Bi,j + Gi,j) mod (256). (7)

While the algorithm discussed in [13] was originally cre-
ated to encrypt pictures, and hence deals with pixels and
pixel values the proposed algorithm has been extended to
support any type of data that can be placed in an n× n
matrix. This makes it possible to use the algorithm as a
general block-based cipher, and allows for easier compar-
ison with common algorithms.

4 Experimental Methods and Re-
sults

The process of testing the proposed cryptographic algo-
rithm and characterizing its performance relative to other,

more common algorithms is now presented. The goal of
this work is to determine what techniques would be well-
suited for use in the domain of small satellites. As such,
there are several constraints that limit possible solutions,
which were discussed previously. It is important that al-
gorithms not be inefficient in terms of processing time or
overall data size. Thus, algorithms that double or triple
the size of the ciphertext, as compared to the plaintext,
would be inefficient in this environment.

Two other cryptographic algorithms were chosen to
compare the proposed algorithm to. The first algo-
rithm chosen was the Advanced Encryption Standard
(AES). Specifically, AES operating in Electronic Code-
book (ECB) mode was chosen to compare against the
novel algorithm for several reasons. Firstly, being a block
cipher with a block size of 16 bytes, it is easy to com-
pare against the proposed algorithm. In addition, it is a
common protocol for terrestrial computing and arguably
could be a first choice for use on most platforms, including
small satellites. ECB mode of operation was chosen be-
cause it appeared to operate most closely to the proposed
algorithm, and thus made for balanced testing. Note that
AES operating in ECB mode of operation is known to be
insecure [6]. However, similar techniques to those used in
the other forms of AES could prospectively be used (with
similar performance and other impacts) to increase the
security of the proposed algorithm.

The other algorithm that was chosen was SPECK.
SPECK is a relatively new lightweight encryption algo-
rithm that was created and proposed by the National Se-
curity Agency. While new, it appears to be secure, and
may be a seen as a possible standard Lightweight En-
cryption approach [6]. Specifically, Speck (128/128) was
chosen for testing, for several reasons. Firstly, SPECK
(128/128) is also a block cipher with a block size of 16
bytes. In addition, lightweight algorithms are increasing
in popularity and also have the potential to be used in the
domain of small satellites. Hence, it is important to con-
sider how the novel algorithm compares to a lightweight
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algorithm.

The tests were run on a Raspberry Pi Model B. The
code of the proposed algorithm, as well as the crypto-
graphic algorithms with which the proposed algorithm
was compared to, were written in the C++ programming
language. AES code was implemented with the use of the
Crypto++ Library version 5.6.2.

4.1 Experimental Setup

This section provides an overview of the configuration and
design choices made in implementing the experimental
design. Several areas are now discussed.

In the block-based diffusion step, a number of elements
iterated from the Lorenz System must be chosen to fill a
diffusion matrix. In the implementation presented in this
paper, this was achieved by using a pseudo-random num-
ber generator with a seed based on the current time. To
generate the seed, both the encryption and decryption al-
gorithms have a file that stores the current seed. When
the algorithm encrypts a file, it encrypts the current time
as well and sends it with the ciphertext. It also stores this
new value in the local file, overwriting the previous seed.
When the decryption program decrypts the ciphertext, it
then reads the new random number seed that was sent
and overwrites the old seed. Both algorithms use the last
known random seed when encrypting and decrypting, and
with each transmission creates a new seed to use. It is im-
portant to note that by using this approach, the seed is
overwritten with each transmission. Hence, if one trans-
mission is not sent or received properly, it may create a
scenario where all future transmissions are unrecoverable.
This is an issue that will need to be addressed to facilitate
the use of this algorithm in a real-world environment.

Additionally, the internal clock on a Raspberry Pi re-
sets every time the system restarts. Even if the system
is designed to never shut down, unexpected restarts may
happen. This means that random number seeds may not
be unique, given enough time. One potential solution
to this is to set the current time from an external source,
such as a GPS, or to send an updated time via the ground
station during transmission, minimizing the amount of
time that the Pi is running off of an old time.

4.2 Results

In this paper, six files were encrypted and decrypted to
test the throughput of each algorithm. One text file, three
JPEG pictures of varying size, and two QuickTime movie
files of different size were used for testing. The picture and
movie files were sources from NASA imagery and would
be typical of images that could be transmitted from a
spacecraft. The text file contains a short paragraph. This
sort of a text file might be generated after the satellite
runs a debug or system check. While it is uncommon for
small satellites to transmit movies (due to bandwidth and
communication window limitations), as small spacecraft

capabilities advance it is not impossible for this to occur
in the near future.

The file sizes of the test data are as follows. The
text file was 67,655 bytes. The three picture files had
sizes of 148,497 bytes (small) 409,306 bytes (medium) and
538,156 bytes (large). The small movie was 5,493,374
bytes, and the large movie was 9,689,032 bytes. Each
file was encrypted and decrypted a total of 150 times, in
groups of 50 operations of encryption and decryption at a
time. In addition, the initial key values used in our novel
algorithm testing are the same values used in [13]: x=-
0.175, y=0.216, and z=-0.811. Multiple block sizes of the
proposed algorithm were tested. Namely, n = 4, 8, 16, 32,
64, 128, and 256, where n is one side of a square matrix.
Block sizes for the algorithm are respectively 16, 64, 256,
1024, 4096, 16384, and 65536 bytes. Results from these
experiments are presented in Tables 1 to 4.

As this testing occurred on mission-realistic hardware
(and the Raspberry Pi units are single core computers,
meaning that system processes could impair a given test),
noise was introduced into the data set. For this reason,
both the mean (which is more impacted by the interfer-
ence, but would be an accurate measure of performing
multiple encryptions/decryptions over time) and the me-
dian values (which provide a better view of the single file
encryption cost) are presented. For sake of consistency,
the median values are used as the comparison metric.

5 Analysis of Results

As shown in Tables 1 and 3, AES encrypted and de-
crypted the files faster than both SPECK and the pro-
posed algorithm. The processing times for SPECK and
the proposed algorithm are comparable, however SPECK
performed better than the proposed algorithm across all
scenarios. It is important to note, however, that the Rasp-
berry Pi has built-in hardware support for AES which
the Crypto++ Library has been built to take advantage
of this feature [8]. Previous testing [24] has shown that
(hardware aided) AES-NI is several times faster than AES
encryption without the hardware optimization.

Note that times were also compared where SPECK
and the novel algorithm were both added to AES encryp-
tion. While some nominal overhead is expected, these
values demonstrate to how the algorithms would perform
if they were combined with AES (mirroring the work done
by [21]). While SPECK + AES was faster than the pro-
posed algorithm combined with AES by a reasonable mar-
gin, it is possible that, with further optimization, the pro-
posed algorithm combined with AES could produce simi-
lar result times. This will serve as a prospective topic for
future work.

A comparison of the performance of the algorithms un-
der the various conditions also produces data of some in-
terest. Considering Table 2, for example, it is clear that
encryption times for the Test file vary, with the 256 and
1025 byte block size encrypting in the least amount of
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Table 1: Mean and media, showing comparison between encryption times of AES, SPECK, and the novel algorithm
with a block size 16 bytes. Times shown are in milliseconds.

Text File Small Picture Medium Picture Large Picture Small Movie Large Movie

AES Mean 122.21 155.67 208.36 218.67 1896.95 3369.14
Median 26.44 59.07 167.11 192.11 1820.96 3307.72

SPECK Mean 133.48 229.60 563.94 768.55 7565.59 13180.98
Median 92.53 199.89 545.28 717.17 7558.81 13131.20

16 bytes Mean 247.08 321.14 721.23 938.66 9376.04 16380.62
Median 116.39 249.53 677.43 890.02 9310.50 16276.60

AES 118.96 258.96 712.40 909.27 9379.77 16438.92
+ SPECK

AES 142.83 308.59 844.54 1082.13 11131.46 19584.32
+ 16 bytes

Table 2: Mean and median times of encryption for each file, showing data from the novel algorithm for block sizes
of 16, 64, 256, 1024, 4096, 16384, and 65536 bytes. Times shown are in milliseconds.

Text File Small Picture Medium Picture Large Picture Small Movie Large Movie

16 bytes Mean 247.08 321.14 721.23 938.66 9376.04 16380.62
Median 116.39 249.53 677.43 890.02 9310.50 16276.60

64 bytes Mean 235.02 280.08 630.58 820.12 8162.89 14142.78
Median 181.70 214.81 584.57 768.05 8079.60 14058.80

256 bytes Mean 294.86 376.05 615.42 770.55 7944.10 13910.27
Median 94.40 202.35 549.64 721.93 7707.64 13622.30

1024 bytes Mean 216.49 261.31 588.56 771.28 7735.40 13503.79
Median 96.97 206.13 556.55 730.85 7686.17 13365.95

4096 bytes Mean 611.32 396.03 641.75 811.43 7726.50 13618.76
Median 586.87 205.07 543.04 714.36 7490.01 13251.30

16384 bytes Mean 524.18 539.65 590.94 780.36 8044.89 14309.31
Median 551.14 343.87 555.32 730.54 7804.75 14235.70

65536 bytes Mean 370.34 475.52 961.50 1217.91 10073.63 14139.14
Median 294.81 306.69 679.57 865.36 8117.33 14030.40

Table 3: Comparison between the mean and median decryption time data results between AES, SPECK, and the
novel algorithm with a block size of 16 bytes. Times shown are in milliseconds.

Text File Small Picture Medium Picture Large Picture Small Movie Large Movie

AES Mean 103.43 141.83 183.75 196.29 1800.80 3171.62
Median 24.46 51.70 137.42 170.73 1775.65 3093.66

SPECK Mean 122.53 225.49 573.42 748.60 7624.45 13264.09
Median 92.25 201.15 548.90 722.06 7608.54 13212.20

16 bytes Mean 230.21 326.44 770.75 990.79 10051.66 17379.17
Median 123.84 265.01 718.77 945.63 9938.16 17243.20

AES 116.70 252.85 686.32 892.79 9384.18 16305.86
+ SPECK

AES 148.30 316.71 856.19 1116.36 11713.80 20336.86
+ 16 bytes
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Table 4: Comparison between the mean and median decryption time data results for the novel algorithm for block
sizes of 16, 64, 256, 1024, 4096, 16384, and 65536 bytes. Times shown are in milliseconds.

Text File Small Picture Medium Picture Large Picture Small Movie Large Movie

16 bytes Mean 230.21 161.50 770.75 990.79 10051.66 17379.17
Median 123.84 265.01 718.77 945.63 9938.16 17243.20

64 bytes Mean 228.58 309.22 676.09 880.58 8695.97 15322.08
Median 107.81 232.37 628.41 824.79 8656.10 15104.05

256 bytes Mean 228.81 400.91 680.78 820.42 8457.53 14827.25
Median 101.27 218.52 591.57 777.03 8119.46 14551.20

1024 bytes Mean 213.35 309.07 636.41 851.08 8328.38 14533.98
Median 105.23 222.94 600.10 788.16 8269.76 14382.65

4096 bytes Mean 482.16 479.97 672.05 843.53 8427.94 14958.49
Median 105.81 222.31 588.58 776.07 8064.88 14661.90

16384 bytes Mean 512.90 599.42 687.79 829.91 8575.43 15253.62
Median 586.59 463.81 600.59 788.52 8162.46 14906.35

65536 bytes Mean 350.06 486.52 1034.06 1315.57 10737.79 15190.99
Median 286.71 328.53 727.43 930.95 8681.52 15062.95

time. For the small picture, the 256, 1025, and 4096 block
sizes are all comparable, and all slightly faster than the 16
byte block size. For larger file sizes, the larger block sizes
appear to function faster than the smaller block sizes.
The medium picture was best encrypted by the 256, 1024,
4096, and 16384 block sizes, with the 64 block size only
marginally slower. The same trend occurs when looking
at the large picture. The small picture was best encrypted
by the 4096 block size, with 256, 1024, and 16384 slightly
slower. It is important to note that, as we look at these
large file sizes, the 16 byte encryption algorithm is per-
forming the slowest. Finally, the large movie was best en-
crypted by the 4096 block size, with 256 and 1024 block
sizes performing slightly slower.

Reviewing the data in Table 4 shows that the results
for the text file and the small picture are similar, with
block sizes of 64, 256, 1024, and 4096 all performing best
and within very close limits to one another, with 16 block
encryption close behind. The medium picture is also sim-
ilar, with 245, 1024, and 4096 performing optimally and
similarly. However, the 16384 block size performs simi-
larly to the other three, and the 64 block size is operating
slightly slower. For the large picture, again, block sizes of
256, 1024, 4096, and 16384 perform best. The small movie
results are similar to the large picture. Finally, the large
movie was best encrypted by block sizes of 256, 1024, and
4096, with 64, 16384 and 65536 falling not unbelievably
far behind.

The foregoing demonstrates that, in addition to the se-
lection of an algorithm for use on the spacecraft, it may be
necessary to use multiple block sizes. Alternately, system
developers might choose to project the types of data that
will be sent in order to optimize the block size selected.

6 Conclusions and Future Work

The work performed has shown that, in the context of
the use of a single algorithm on the Raspberry Pi hard-
ware, AES seems to be a better choice for encrypting and
decrypting data on small satellites than the proposed al-
gorithm when hardware optimization is present. Further
testing is needed to consider how the proposed algorithm
compares to AES in a non-optimized environment. The
potential of implementing hardware enhancement for the
proposed algorithm could also be considered.

In addition, while the SPECK algorithm implementa-
tion performed better than the 16 byte block size version
of the proposed algorithm, the results are similar enough
that further optimization the proposed algorithm could
potentially increase the speed to the point of matching or
outperforming SPECK. The potential to hardware opti-
mize both would also bear consideration.

Finally, this paper has demonstrated the importance of
block size selection for optimization of the performance of
the proposed algorithm. It has provided data that may
aid block size selection, based on the size of the data being
encrypted and decrypted.
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Abstract

In past two decade, with the mobile communication tech-
nology rises rapidly and as well as the popularity of smart
phones, tablets and mobile devices. Human’s daily life
and habits had a completely changed. Information comes
from with many different ways as before. People read pa-
per books or newspapers to get information in the past.
Shift to reading from electronic text files or Internet in-
formation. Therefore, making the demand for electronic
books greatly increased. In this situation, traditional
publishers forced to face huge impact and challenges. How
to manage the digital rights of e-books effectively has be-
come a serious issue. In this paper, we propose some key
issues of of e-book digital copyright management for in-
teresting researchers.

Keywords: Blockchain; Digital Right Management; E-
book

1 Introduction

Digitization and Internet are the greatest impact on the
text and books, that is, making books lose its own physi-
cal properties. A permanent solution to the book’s issues
like heavy weight, difficulty to carry, taking up space, and
difficulty to maintain. Before the digital publication ap-
pears, the proportion of books that readers bring around
is not much. With the advent of the digital age, a va-
riety of traditional publications have been digitized and
uploaded to the Internet for sales. Consumers can eas-
ily store digital publications in digital devices that they
carry with them. Such convenience promotes the thriving
digital industry.

However, as same as all digital content products, e-

books can be copied without any loss of quality [5] and
be distributed at costs close to zero [1, 9]. Like most tra-
ditional industries, the book industry generates most of
its profit from direct books sales, not from advertising in
Internet. Hence, illegal mass-scale low-price duplication
and distribution of copied content should constitute seri-
ous issues, which are similar to the music, video and other
digital content industries [10].

Since e-books can be copied and transmitted by any-
one very easily and quickly, for consumers likely without
the knowledge of the situation, they may become a victim
of piracy and participants inadvertently. That also hurts
authors, publishers and distributors. In reality, when con-
sumers buy e-books, there is nothing that can be referred
as the basis to confirm whether the purchased goods have
legal copyrights. A large number of e-books are stored
in mobile devices or home computers, so it also makes it
difficult for copyright owners to trace and confirm. This
situation also reduces the willingness of publishers and
creators to issue e-books. Therefore, a reliable e-book
digital rights management mechanism is needed to help
the entire e-book industry.

2 Current Status of E-Book Pub-
lishing Industry

In the past 20 years, the rapid development of the Inter-
net as well as the popularization of digital cloud applica-
tion system has changed the consumer’s reading behavior
gradually and offered more different business opportuni-
ties and challenges to the publishing industry. E-books
market has three aspects: Firstly, the content provider,
including authors, publishers, authority, and digital right
management. Secondly, the online service platform, in-
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cluding online shopping book stores, the pricing mecha-
nisms of e-books. Thirdly, the e-books reading devices,
including desktop computers, notebooks, smart phones
and tablets.

Sony was the pioneer of the e-book reading device. It
has started the development as early as 2004 and an-
nounced its first-generation e-book reader device in 2006.
In 2007, Amazon introduced a device named Kindle, that
enables users to browse, buy, download, and read e-books,
newspapers, magazines and other digital media via net-
working. Amazon becomes a pioneer of reading device
with e-books. After that, Apple presented iPad in 2010,
selling e-books from his online i-Bookstore. In addition,
Google of search engines has opened an online e-book
store named e-Bookstore.

From the publishing industry’s perspective, digitizing
books is an inevitable trend. However, the e-book sales
have not grown significantly, which is a fact to be faced.
Publishers after years of trying to change and longtime
observation of consumers have found that at the begin-
ning publishers worry that e-books will strongly affect
the sales of paper books and even accelerate the decline
of the paper book, but later, publishers have generally
agreed that e-books and paper books have their preferred
user groups, respectively, instead of being regarded as
two opposing groups. Regardless e-books or paper books,
readers never disappear, but reading habits have changed.
In diversified reading models which are so dispersed, the
readers’ reading behaviors can be still seen.

In the U.S. book market, the American Association of
Publishers statistics report on 1,209 publishers in the na-
tion pointed out that the overall net revenue from the
book industry in the United States grew 4.1% (from
357.1millionsto 371.79 millions) from January to July
2014 compared with the same period in 2013, with “Adult
Books” slumped 2.2% and “Religious Publications” in-
creased by 1.9%. The best performing section was “Child
and Juvenile Books”, substantial increase by25.8%. The
dazzling performance of both categories of e-books grew
by 25.8% and 59%, respectively [3].

In the United Kingdom book market, according to the
Publishers Association, total revenue from British books
and journals amounted to 4.7 billion pounds in 2013, of
which 29% (1.5 billion pounds) from digital services (in-
cluding e-books, e-journals, etc.). Over the past five years,
overall book sales (excluding journals) in the United King-
dom alone for physical books and e-books have risen 6%
to 3.4 billion pounds, along with physical books sales
down 6% while e-books sales Up 305%. Especially in the
past two years, e-books sales have doubled to 590 mil-
lion pounds, of which sales in textbooks and novels are
the best, accounting for 42% and 39% of the total, re-
spectively. In terms of periodicals, periodicals have sales
of 1.3 billion pounds, of which 850 million pounds come
from digital services. Although physical books sales de-
cline, the growth of e-books makes up for the decline in
physical books sales [7].

In terms of book publishing format, downloadable au-

dio books are still the fastest growing data format. From
January to July 2014 increased by 26.2% over the same
period in 2013; followed by e-books, over up 7.5% over the
same period of last year. Revenues from paperback books
edged up 5.3% over the same period of last year, while
hardback books declined 0.3% [3]. Overall, books sales
in the United States increased slightly in the first half of
this year, while the kinetic energy of growth mainly came
from non-paper books such as audio books and e-books.

According to a survey of the U.S. market conducted
by Pew Research in January 2014, the ratio of dedicated
hand-held reading devices (tablet PC or e-reader) owned
by American rose from 7% in 2010 to 43% in 2013, further
to 50% by 2014. That means, about half of Americans
have iPads Tablet PCs, Kindles, or Nook reader. In read-
ing habits, 69% of the respondents in this survey indicated
that they would read paper books, while the proportion of
readers reading paper books did not changed much in the
past three years. However, readers who read e-books have
risen sharply from 17% in 2011 to 28% in 2014.With the
popularity of dedicated reading devices, the proportion of
readers of the aforementioned devices has also grown. The
percentage of readers on e-readers has risen from 41% in
2011 to 57% in 2014;at the same period, reading on the
tablet computers increased from 23% to 55% [11]. As
of the 2016 survey, the percentage of readings on tablets
and smartphones were15% and 13%, respectively, higher
than 8% of dedicated reading devices. The reading rates
of all reading devices increased. This means that e-book
reading penetration continues to rise [6].

3 Digital Right Management
Model in E-Books Publish In-
dustry

There are many members to work together in an e-book
supply chain, including authors, publishers, online book
stores, book distributors, and reading device manufac-
turers. Although e-books have been around for more
than two decades, at the very beginning, publishers do
not take the e-book market seriously because there are
no appropriate industrial support measures. The overall
e-books industry is quite deserted. Until 2007, Amazon
introduced its first-generation of Kindle e-book reader,
consumers can buy an e-book from the Internet (Ama-
zon.com) and read an e-book on the Kindle. Amazon
has integrated the e-book sales platform with consumers’
reading devices successfully. The first release of Kindles
are sold out just in 5.5 hours [2]. This is not only a suc-
cessful business model, but also a change in consumers’
reading behavior.

Copyright management of the e-book industry includes
author authorizations, publisher agreements, e-book for-
mats, digital restrictions management (DRM), pricing,
transaction service platforms, reading devices and pro-
grams. The overall e-book distribution processes can be
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Figure 1: E-book publishing process

classified into three elements: content providers, service
platforms, and reading devices (see Figure 1). At the
end, consumers buy an e-book from an Internet service
platform, and the book file is downloaded into a reader
device. Then, e-books are read by reading software from
a reader device. These three elements are the key factors
influencing the success of e-book industry [4].

However, the above three components of the e-books
industry, both in the industrial or technical environments,
have been roughly mature. Only the digital rights man-
agement of e-books still lacks a mechanism that can be
trusted by authors, publishers and distributors altogether.
The distribution of e-books is different from that of paper
books. Paper books have a specific number of printing,
but the e-books only have an e-book digital file released.
Each online sales platform holds an e-book copy file for
sale. When consumers make purchases through the on-
line sales platform, the e-book digital file is again copied
and downloaded to the consumer’s storage device. When
the original consumers want to transfer their holdings of
e-books, the e-book file is just copied again to another
user to complete the transaction (see Figure 2). However,
it is hard to grasp whether the original consumers have
actually deleted the e-book files. Although e-books can
be quickly copied and transferred, for the e-book digital
rights holders, it has the difficulty to manage copyrights
of e-books. From authors to consumers throughout the
industry cycle, no matter which one of the roles, it is
difficult to control the current circulation of the actual
number of e-books on the market. Even online platform
providers are difficult to confirm whether the sale of e-
books has legal digital rights.

At present, there are mainly two models for the man-
agement mechanism of e-books digital right. The first
model is online shopping and reading cloud management
model. In this model, consumers buy e-books on online
sales platform, but will not download e-book files. Con-
sumers obtain access to the online reading of the e-book,
and then dealers confirm users’ identity and read permis-
sion for specific e-books by managing users’ accounts. The
advantage of this type of management is that the overall
number of e-book files does not increase with the num-
ber of sales. Consumers can read through any Internet-
enabled device. The disadvantage is that consumers can’t
read e-books offline, so needing technical reference prop-
erties of books will cause inconvenience to users. The
dealer actually manages the number of accounts rather
than the actual number of readers (see Figure 3). It may
happen that many people share an account. For the au-
thor of e-books, this management model can’t effectively

get the actual number of sales, unless the dealer returns
the sales data from time to time. For consumers, what
they buy is e-books reading authorization rather than ac-
tually e-book files. Therefore, consumers will only agree
to pay a lower fees rather than actually fees. When con-
sumers no longer use the e-book, but the e-book can’t be
transferred to another people, this motivates consumers
to move their accounts to others.

The second mode is to restrict the user’s reading de-
vice management mode. In this model, consumers must
install specific application software before purchasing or
using e-books, and purchase an e-book from the online
e-book platform by the application installed. And then
thee-book’s file will be downloaded to the user’s reading
device (see Figure 4). After the download of the e-book
file has been completed, the installed application will en-
crypt the downloaded e-book file or add some tags to the
downloaded e-book file. Users can only read e-books by
the installed application on this particular device. When
the file is transferred to another device, it cannot be read.
The advantage of this mode is that the user can read an
e-books offline and obtain the actual e-book digital file,
which increases the willingness of the user to purchase and
the selling price. The disadvantage is that the user can
only read e-books on the particular device. When the
consumer’s devices is damaged, lost or replaced, it also
loses all previously purchased e-books at the same time.
For the author of e-books, this management model also
can’t effectively get the actual number of sales.

Even we do not consider the commercial interests, no
matter what kind of choice from the above two manage-
ment models, it is a challenge for e-books holders, users or
consumers to make sure whether those e-books that they
are holding, using or purchasing have a legal digital right
or not. It is also difficult to help digital right holders (au-
thors or publishers) try to verify whether other people’s
e-books have legally digital rights.

4 Digital Rights Manage Prob-
lems in E-Book Industry and
Research Purposes

As mentioned in chapter 1.3 of this dissertation, the dig-
ital right management model of e-books industry lack a
reliable mechanism that can validate the e-books held and
used. If the publisher deliberately conceals the informa-
tion, then the authors or the authorizers can’t know the
actual number of e-books published. Similarly, if a sales
platform distributor deliberately conceals sales figures, it
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Figure 2: E-book industry product circulation diagram

Figure 3: Buying and read online management mode

Figure 4: Buying online and read offline management mode
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is difficult for the publisher to know the actual number of
e-books sold. It is much more difficult for consumers to
try identifying an e-book’s digital right which they hold
and used. The criminals can copy the files of e-books, sell
for profit, or illegally distribute by this loophole. This
situation has caused considerable economic losses to au-
thors, publishers and sales platforms distributors, and
consumers may become victims of piracy without their
knowledge.

These problems not only cause economic damage to
the e-book industry, but also drag down the growth of
the whole industry and impede the dissemination of in-
formation. Because of such concerns, it will make authors,
authorizers, and publishers reduce the willingness to put
out or publish e-books, and create barriers for e-book con-
sumers to access such information. For sales platform dis-
tributors as well as consumers, they may violate the law
without expectation. Therefore, establishing an open and
transparent e-books digital rights management platform
is needed to provide e-book holders to confirm whether
the e-books purchased or held have legal digital rights,
and provide that authors, authorizers, and the publishers
can quickly and easily obtain e-books circulation quan-
tity. For the e-book industry, it has become an important
project.

The current e-book sales model is: consumers must
buy all chapters in a packaged model. In actual demand,
consumers may only need some chapters or pages in an
e-book. However, such a sales model isn’t fair for con-
sumers and would also affect consumers’ willingness to
buy e-books. At the same time, in the existing e-book
management model, a lot number of e-books held by con-
sumers cannot be re-sold or transferred. This has caused
consumers’ e-book assets to be frozen, and that is a big
disadvantage compared with paper books. Therefore, the
digital rights of the e-books, need to be refined when an
e-book is being sold, so the consumer may only choose
to purchase the required chapters or pages so that the
consumers no longer need to pay for the unwanted con-
tent. Moreover, the consumers could transfer the digital
rights of e-books to another consumer when they don’t
need them anymore. That should reduce the motivation
for demand for e-book piracy and accelerate to the e-book
industry growth.

In this research, I will base on the blockchain tech-
nology and present a model for managing e-book digi-
tal rights by creating a blockchain network. All e-books
from publishing, sales, purchase to transfer processes, any
participating users of this blockchain can use this e-book
blockchain network to verify the digital rights of an e-
book. To help every participant in the eBook industry,
regardless selling, purchasing or holding, you can be guar-
anteed on the e-books copyright. Digital rights of e-books
are also refined, allowing consumers to purchase only the
chapters or pages that they actually need, and to permit
the transfer of digital rights held in the e-books, reducing
the user’s motivation to violate the digital rights of the
e-book, and making a reference for digital rights manage-

ment of the e-book industry.

5 Key Issues of E-book Digital
Right Management

In this section, we propose some key issues of of e-book
digital right management for interesting researchers.

5.1 Establish a Digital Right Blockchain
Model of E-books

The blockchain technology has high reliability for the stor-
age, application, transparency, privacy and security of
data, which is appropriate [12] for data recording, data
verification, data tracking, and anonymity in business ac-
tivities. There are five main features of blockchain tech-
nologies: Decentralization, transparency, independence,
immutability and anonymity [8]. In this issue, The re-
searchers need to apply blockchain technologies to estab-
lish an e-book digital right management model.

5.2 E-Books Digital Right Publishing
and Trading

In today’s e-book industry, the author completes an e-
book writing, and authorizes the publishers to publish
the e-book, which is uploaded by the publishers to the
online sales platform. After the consumer pays for the
purchase of an e-book via the online platform, he/she can
download the digital file of the e-book and read it offline
through a device installed with the e-book reading soft-
ware. When the original purchase user is no longer in use,
this e-book file may be resold, or copied directly to other
people. Therefore, there is no proper way for readers to
confirm the legitimacy of digital rights of e-books.

In another type of e-books digital right publishing pro-
cess, after the consumer pays for the purchase of an e-book
via the online platform. The online platform provides
online reading permission for consumers to read online
through an internet browser. When the original purchase
user is no longer in use, due to the reading permission,
this e-book can’t be resold, resulting an idle asset. Oth-
erwise, the user may tell other people his account and
password, so the multiple people use the same account.

In this issue, the researchers need to develop a secure
scheme to protect e-books digital right’s publishing (gen-
eration), trading (transfer), and asset management in the
e-book digital right blockchain.

5.3 E-Books Digital Right Refinement
and Distribution Statistics

In the market of traditional paper-books, a paper-book
is completely bound before sales. Therefore, either in a
physical bookstore or an online bookstore is sold on the
whole book. While consumers are accustomed to such
selling patterns, it often happens that consumers only
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need some of the information in a book they buy, but
they still have to buy a whole book. This sales model
forces consumers to buy a lot of unwanted parts. On one
hand it will reduce the willingness of consumers to buy,
and on the other hand it also virtually increase the intent
of piracy.

In this issue, the researchers need to design an effi-
cient scheme to refine the digital right distribution, sale
and transfer of e-books digital rights. The scheme also
provides authors, authorizers or publishers the statistical
data of e-books in the market circulation.

6 Conclusion

Digitization has brought many opportunities and shocks
to traditional paper books. The tendency of digital pub-
lishing has gradually become a mainstream trend. Al-
though there still have many paper-books lovers, the de-
mand for undeniable e-books is constantly growing. How
to establish a reliable digital right management mecha-
nism for e-books is precisely the topic of concern to this
research. In this paper, we have proposed some key is-
sues of of e-book digital right management for interesting
researchers.
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