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Abstract

In a multi-proxy multi-signature scheme, there is a group
of original signers who delegate their signing rights to an-
other group of persons called proxy group. Most of the
known cryptography schemes used bilinear pairings, the
computation cost of the which is much higher than that of
the exponentiation in a RSA group. In this paper, we pro-
pose a certificateless multi-proxy multi-signature scheme
based on the classic RSA and discrete logarithm (DL)
problem. Our scheme is also constructed without using
pairing which reduces the running time significantly, and
it is secure against chosen message attack in random ora-
cle model and more applicable for practical applications.

Keywords: Certificateless Cryptography; Multi-proxy;
Multi-signature; RSA

1 Introduction

In traditional public key cryptography, the users first need
to obtain the authenticated public keys from a certificate
authority, if they want to communicate a message. In
that system, the certificate management, storage space
and large overhead to transfer certificates lead to increase
the associated communication cost.
ID-Based Cryptography. To solve the certificate man-
agement problem in the traditional public key cryptogra-
phy, Shamir [16] introduced the ID-based cryptography
in 1984, which removed the need of certificate for pub-
lic key and thus reduced the associated communication
cost. In ID-based cryptography, the users’ public and pri-
vate keys are generated from their identities such as email
addresses, IP addresses, etc. There is a very important
problem in ID-based cryptosystem that user’s private key
is generated by a key generation center (KGC). It means

that KGC knows user’s private key. So ID-based public
key cryptography has to face with key escrow problem.

Certificateless Cryptography. In 2003, Al-Riyami et
al. [1] proposed the concept of certificateless public key
cryptosystem (CLPKC). In CLPKC, a user’s private key
is comprised of partial private key generated by KGC and
a secret value chosen by the user separately. The certifi-
cateless public key cryptography has attracted much at-
tention since it solves the certificate management problem
in the traditional public cryptography and the key escrow
problem in the ID-based cryptography.

Proxy Signatures. In 1996, Mambo et al. proposed the
first proxy signature scheme [13], which allows an entity,
called original signer, to delegate his/her signing right to
other entity, called proxy signer. The multi-proxy sig-
nature scheme allows a group of proxy signers generate
signatures, on behalf of one original signer — a company
or an organization, who delegates his/her signing right to
the proxy group [9, 11, 19]. Multi-proxy multi-signature
(MPMS) is a new kind of proxy signature, firstly proposed
by Tzeng et al. [20] in 2004, in which a group of original
signers can authorize a group of proxy signers under the
agreement of all original and proxy signers, so that a sig-
nature could be generated by the cooperation of all proxy
signers. It solves many real life problems. For example in
a company, there are some conflict between the employ-
ees and the employers. All employees want to depute a
lawyer group as their proxy agents.

Cryptography from RSA. RSA is one of the first prac-
tical asymmetric public-key cryptosystems and widely
used for secure data transmission. In RSA cryptosystem,
its asymmetry is based on the practical difficulty of fac-
toring the product of two large prime numbers. Being
as a classified difficult problem, RSA is widely used in
many aspects of cryptography. Shamir [16] constructed
the first ID-based signature scheme from RSA in 1985.
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Herranz [7] proposed an ID-based ring signature scheme
whose security is based on the hardness of RSA problem.

Using bilinear pairings, people proposed many new
proxy signature scheme [2, 10, 12, 14, 15, 21, 22, 23]. All
the above schemes are very practical, but they used bi-
linear pairings and the pairing is regarded as the most
expensive cryptography primitive. In 2011, He et al. [5]
proposed an ID-based proxy signature scheme without bi-
linear pairing. In 2013, He et al. [6] put forward a cer-
tificateless proxy signature scheme without bilinear pair-
ing. Kim et al. [8] constructed a provably secure ID-based
proxy signature scheme based on the lattice problems. In
2014, Deng et al. [4] constructed a certificateless proxy
signature based on RSA and discrete logarithm problem.
In 2015, Tiwari and Padhye [17] proposed a provable se-
cure multi-proxy signature scheme without bilinear map.
In 2017, Deng et al. [3] put forward an ID-based proxy
signature from RSA without bilinear pairing. The com-
putation cost of the pairing is much higher than that of
the exponentiation in a RSA group. Therefore, certifi-
cateless schemes based on RSA primitive would still be
appealing.
Our Contribution. By using the idea from [4], we
propose a new certificateless multi-proxy multi-signature
(CLMPMS) scheme. Security of the scheme is based on
the famous RSA problem and DL (discrete-logarithm)
problem. And our scheme is efficient in reducing the run-
ning time significantly because of its pairing-freeness. In
addition, we analyze the security of our scheme against
both of the super Type I and the super Type II adver-
saries. To the best of authors’ knowledge, our scheme is
the first certificateless multi-proxy multi-signature based
on RSA and DL problem.
Roadmap. The organization of the paper is sketched as
follows: The Section 2 gives some preliminaries and the
formal model. We present our proposed scheme in Sec-
tion 3. The security analysis and performance compar-
isons will be given in Sections 4 and 5 separately. Finally,
we give some conclusions in Section 6.

2 Preliminaries

2.1 Elliptic Curve Group

Let E/Fp denote an elliptic curve E over a prime finite
field Fp, defined by an equation

y2 = x3 + ax+ b(modp), a, b ∈ Fp and
4a3 + 27b2 6= 0(modp),

The points on E/Fp together with an extra point O called
the point at infinity form a group

G = {(x, y) : x, y ∈ Fp, E(x, y) = 0} ∪ {O}.

2.2 Notations

• N : A large composite number, the product of two
prime numbers p, q.

• G: A cyclic subgroup of G with prime order b and
gcd(b, ϕ(N)) = 1.

• P : A generator of group G.

• Di: The partial private key of user IDi generated by
KGC.

• ti: The secret value chosen by user IDi.

• Pi: The public key of user IDi.

• RSAP: Given a tuple (N, b,Y) to find X ∈ Z∗N such
that X b = Y mod N .

• DLP: Given a tuple (P, xP ) in G to compute x ∈ Z∗b .

2.3 System Model

The proposed model involves four parties: a set of n orig-
inal signers N = {IDo1, IDo2, · · · , IDon}, a set of l proxy
signers L = {IDp1, IDp2, · · · , IDpl}, a verifier V, and a
clerk B. Use of clerk reduces the communication cost.

Definition 1. A multi-proxy multi-signature scheme is
specified by the following polynomial time algorithms.

Setup. Given a security parameter k, this algorithm out-
puts the system parameters params, and keeps msk
as system’s master secret key.

Partial private key extract. Given an identity IDi ∈
{0, 1}∗, the master secret key msk, and parameters
params, the key generation center (KGC) generates
the partial private key Di for the identity IDi.

Set secret value. The user with identity IDi chooses a
random number as his secret value.

User’s public key generation. The user with identity
IDi computes his public key.

Proxy certificate generation. This algorithm takes
the warrant mω to be signed and generates the proxy
certificate with the cooperation of all original signers
and proxy signers.

Multi-proxy sign. This algorithm takes the certificate
and a message M ∈ {0, 1}∗ as input, and outputs
a multi-proxy multi-signature signed by the proxy
group L on behalf of the original group N .

Verify. This algorithm takes the identities of all original
signers, the identities of all proxy signers, and a proxy
signature as input, returns True if it is a valid signa-
ture on M signed by the proxy group L, on behalf of
the original group N . Otherwise, returns False.
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2.4 Security Model

For a certificateless multi-proxy multi-signature scheme,
there are two kinds of adversaries. The adversary A1

is not able to access the master key, but he could replace
users’ public keys at his will. The adversary A2 can access
the master key, but he is not able to replace users’ pub-
lic keys. The security of CLMPMS schemes are formally
defined through two games played between a challenger C
and an adversary A ∈ {A1, A2}.

Definition 2. A CLMPMS scheme is unforgeable if no
polynomially bounded adversary has a non-negligible ad-
vantage in the following two games against Type I and
Type II adversaries.

Game I: It performs between the challenger C and a
Type I adversary A1 for the CLMPMS scheme.

Initialization: C runs the setup algorithm, takes a secu-
rity parameter k as input to obtain a master key msk
and the system parameters params. C then sends
params to the adversary A1 and keeps msk secret.
The point is that adversary A1 doesn’t know msk.

Queries: A1 can get access to query the following or-
acles polynomially bounded number of times which
are controlled by C. Each query may depend on the
answers to the previous query.

• User-Public-Key-Oracle: This oracle takes a
user’s identity IDi as input. If IDi’s public
key has already been queried, nothing is to be
carried out. Otherwise, it generates the secret
value ti and the public key Pi. Then it returns
Pi and adds (IDi, Di, ti, Pi) to the list LU .

• Partial-Private-Key-Oracle: On inputting an
identity IDi, the oracle browses the list LU and
returns the partial private key Di as answer.
Otherwise, returns 0.

• Public-Key-Replacement-Oracle: Taking an
identity IDi and a new public key P ′i as input,
the oracle replaces the public key of the given
identity IDi with new one and updates the cor-
responding information in the list LU .

• Secret-Value-Oracle: On inputting a created
identity IDi, the oracle browses the list LU and
returns the secret value ti as answer. Otherwise
returns 0. Note that ti is the secret value asso-
ciated with the original public key Pi. A1 can’t
query the secret value for IDi whose public key
has been replaced.

• Proxy-Certificate-Generation-Oracle: When A1

submits all signers’ identities/public keys
(IDi, Pi), IDi ∈ N ∪ L and a warrant mω

to the challenger, C responds by running the
proxy certificate generation algorithm on the
warrant mω and the signers’ full private keys
(ti, Di), IDi ∈ N ∪ L.

• Proxy-Sign-Oracle: When A1 submits certifi-
cate π and a message M to the challenger, C
responds by running the proxy sign algorithm
on π, M and the proxy signers’ full private keys
(ti, Di), IDi ∈ L.

Forge: A1 outputs a tuple (π∗,N ∪ L,
⋃
IDi∈N∪L Pi) or

(M∗,m∗ω, σ
∗,N ∪ L,

⋃
IDi∈N∪L Pi). We say A1 wins

the game, if one of the following cases is satisfied:

Case 1: A1 outputs a tuple (π∗,N ∪
L,
⋃
IDi∈N∪L Pi) satisfying:

1) π∗ is a valid certificate.

2) π∗ is not generated from the certificate gen-
eration query.

3) There is at least one user ID ∈ N∪L whose
partial private key is not queried by A1.

Case 2: A1 outputs a tuple (M∗,m∗ω, σ
∗,N ∪

L,
⋃
IDi∈N∪L Pi) satisfying:

1) σ∗ is a valid proxy signature.

2) σ∗ is not generated from the proxy signa-
ture query.

3) (m∗ω,N ∪L,
⋃
IDi∈N∪L Pi) didn’t appear in

the certificate generation query.

4) There is at least one user ID ∈ N whose
partial private key is not queried by A1.

Case 3: A1 outputs a tuple (M∗,m∗ω, σ
∗,N ∪

L,
⋃
IDi∈N∪L Pi) satisfying:

1) σ∗ is a valid proxy signature.

2) σ∗ is not generated from the proxy signa-
ture query.

3) There is at least one user ID ∈ L whose
partial private key is not queried by A1.

The advantage of A1 is defined as

AdvUNF−CLMPMS
A1

= Pr[A1 wins].

Game II: It performs between the challenger C and a
Type II adversary A2 for the CLMPMS scheme.

Initialization. C runs the setup algorithm, takes a secu-
rity parameter k as input to obtain a master key msk
and the system parameters params. C then sends
msk, params to the adversary A2. It means that in
Game II adversary A2 knows msk, he/she just can’t
replace the public key.

Queries. A2 may adaptively make a polynomially
bounded number of queries as in Game I.

Forge. A2 outputs a tuple (π∗,N ∪ L,
⋃
IDi∈N∪L Pi) or

(M∗,m∗ω, σ
∗,N ∪ L,

⋃
IDi∈N∪L Pi). We say A2 wins

the game, if one of the following cases is satisfied:

Case 1: A2 outputs a tuple (π∗,N ∪
L,
⋃
IDi∈N∪L Pi) satisfying:

1) π∗ is a valid certificate.
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2) π∗ is not generated from the certificate gen-
eration query.

3) There is at least one user ID ∈ N∪L whose
secret value is not queried and whose public
key is not placed by A2.

4) A2 can’t query the secret value for any iden-
tity if the corresponding public key has al-
ready been replaced.

Case 2: If A2 outputs a tuple (M∗,m∗ω, σ
∗,N ∪

L,
⋃
IDi∈N∪L Pi) satisfying:

1) σ∗ is a valid proxy signature.

2) σ∗ is not generated from the proxy signa-
ture query.

3) (m∗ω,N ∪L,
⋃
IDi∈N∪L Pi) didn’t appear in

the certificate generation query.

4) There is at least one user ID ∈ N whose
secret value is not queried and whose public
key is not placed by A2.

5) A2 can’t query the secret value for any iden-
tity if the corresponding public key has been
replaced.

Case 3: If A2 outputs a tuple (M∗,m∗ω, σ
∗,N ∪

L,
⋃
IDi∈N∪L Pi) satisfying:

1) σ∗ is a valid proxy signature.

2) σ∗ is not generated from the proxy signa-
ture query.

3) There is at least one user ID ∈ L whose
secret is not queried and whose public key
is not placed by A2.

4) A2 can’t query the secret value for any iden-
tity if the corresponding public key has al-
ready been replaced.

The advantage of A2 is defined as

AdvUNF−CLMPMS
A2

= Pr[A2 wins].

3 Our Scheme

In this section we will propose a certificateless multi-proxy
multi-signature scheme based on RSA problem and DL
problem, with the clerk architecture and without pair-
ings. The scheme involves a set of n original signers
N = {IDo1, IDo2, · · · , IDon}, a set of l proxy signers
L = {IDp1, IDp2, · · · , IDpl}, a verifier V and a clerk B.
A cooperative clerk reduces the communication cost. Our
scheme is described as follows:

Setup. Given a security parameter k, KGC generates
two random k-bit prime numbers p and q, then it
computes N = pq. For some fixed parameter m
(for example m = 200), KGC randomly chooses a
prime number b satisfying 2m < b < 2m+1 and
gcd (b, ϕ(N)) = 1. Then it chooses group G of
prime order b, generator P of G, and computes
a = b−1 mod ϕ(N). Furthermore, KGC chooses

five hash functions as follows: H0 = {0, 1}∗ →
Z∗N , Hi : {0, 1}∗ → Z∗b (i = 1, 2, 3, 4). Finally
KGC outputs the set of public parameters params =
{N, b,G, P,H0, H1, H2, H3, H4}, and the master se-
cret key msk = (p, q, a).

Partial private key extract. For an identity IDi ∈
{0, 1}∗, KGC computes Qi = H0(IDi), Di = Qai ,
then sends Di to the user IDi via secure channel.

Secret value set. The user with identity IDi ∈ {0, 1}∗
randomly chooses ti ∈ Z∗b .

Public key generation. The user with identity IDi ∈
{0, 1}∗ computes his public key Pi = tiP .

Proxy certificate generation. mω is the warrant con-
sisting of the identities of n original signers IDoi (i =
1, 2, · · · , n), l proxy signers IDpj (j = 1, 2, · · · , l),
the certificate during and so on. On inputting the
warrant mω, all signers IDoi (i = 1, 2, · · · , n) and
IDpj (j = 1, 2, · · · , l) perform the following steps:

• Each IDoi randomly selects coi ∈ Z∗b , Aoi ∈
Z∗N . Computes Soi = coiP , Toi = Aboi mod N .
Broadcasts (Soi, Toi) to the other n− 1 original
signers, l proxy signers and clerk B.

• Each IDpj randomly selects cpj ∈ Z∗b , Apj ∈
Z∗N . Computes Spj = cpjP , Tpj = Abpj mod
N . Broadcasts (Spj , Tpj) to the other n original
signers, l − 1 proxy signers and clerk B.

• Clerk B and all signers compute S =
∑n
i=1 Soi+∑l

j=1 Spj , T =
∏n
i=1 Toi ·

∏l
j=1 Tpj .

• Each IDoi computes

koi = H1(mω, IDoi, Poi, S, T ),

hoi = H2(mω, IDoi, Poi, S, T ).

Computes roi = coi+toikoi, Roi = AoiD
hoi
oi mod

N . Broadcasts (roi, Roi) to clerk B.

• Each IDpj computes

kpj = H1(mω, IDpj , Ppj , S, T ),

hpj = H2(mω, IDpj , Ppj , S, T ).

Computes rpj = cpj + tpjkpj , Rpj = ApjD
hpj
pj

mod N . Broadcasts (rpj , Rpj) to clerk B.

• Clerk B does as follows:

1) Verifies the correctness of roi, Roi by check-
ing the equations: roiP = Soi + koiPoi,
Rboi = ToiQ

hoi
oi mod N for IDoi ∈ N .

2) Verifies the correctness of rpj , Rpj by check-
ing the equations: rpjP = Spj + kpjPpj ,

Rbpj = TpjQ
hpj
pj mod N for IDpj ∈ L.

3) If all equalities hold, B computes

r =

n∑
i=1

roi +

l∑
j=1

rpj , R =

n∏
i=1

Roi ·
l∏

j=1

Rpj .
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4) Sends π = (mω, r, R, S, T ) to n original
signers and l proxy signers.

Multi-proxy multi-sign. To sign a message M on be-
half of the n original signers, the l proxy signers per-
form the following steps:

• Each proxy signer IDpj selects aj ∈ Z∗b , Bj ∈
Z∗N . Computes Xj = ajP , Yj = Bbj mod N .
Broadcasts (Xj , Yj) to the other l−1 proxy sign-
ers.

• Each proxy signer IDpj computes

X =

l∑
j=1

Xj ,

Y =

l∏
j=1

Yj .

αj = H3(M,mω, IDpj , Ppj , S, T,X, Y ),

βj = H4(M,mω, IDpj , Ppj , S, T,X, Y ),

uj = r + aj + tpjαj ,

Uj = RBjD
βj
pj .

Sends (M,mω, uj , Uj , Xj , Yj , S, T ) to clerk B.

• The clerk B checks whether all the proxy sign-
ers’ partial signatures are correct.

1) Computes X =
∑l
j=1Xj , Y =

∏l
j=1 Yj .

2) Computes

koi = H1(mω, IDoi, Poi, S, T ),

hoi = H2(mω, IDoi, Poi, S, T )

for i = 1, 2, · · · , n.
kpj = H1(mω, IDpj , Ppj , S, T ),

hpj = H2(mω, IDpj , Ppj , S, T )

for j = 1, 2, · · · , l.
αj = H3(M,mω, IDpj , Ppj , S, T,X, Y ),

βj = H4(M,mω, IDpj , Ppj , S, T,X, Y )

for j = 1, 2, · · · , l.

3) Computes

V =

n∑
i=1

koiPoi +

l∑
j=1

kpjPpj ,

W =

n∏
i=1

Qhoioi ·
l∏

j=1

Q
hpj
pj .

4) Checks whether

ujP = S + V +Xj + αjPpj ,

U bj = T ·W · Yj ·Q
βj
pj for each IDj ∈ L.

If all equations hold, the clerk computes u =∑l
j=1 uj and U =

∏l
j=1 Uj .

• Outputs multi-proxy multi-signature σ =
(M,mω, u, U, S, T,X, Y ).

Multi-proxy multi-signature verify. To verify the
validity of the signature σ = (M,mω, u, U, S, T,X, Y )
on message M , the verifier does as follows:

1) Checks whether the message M conforms to the
warrant mω. If not, stops. Otherwise, contin-
ues.

2) Checks whether the l proxy signers are autho-
rized by the original group N in the warrant
mω. If not, stops. Otherwise, continues.

3) Computes

koi = H1(mω, IDoi, Poi, S, T ),

hoi = H2(mω, IDoi, Poi, S, T )

for i = 1, 2, · · · , n.
kpj = H1(mω, IDpj , Ppj , S, T ),

hpj = H2(mω, IDpj , Ppj , S, T )

for j = 1, 2, · · · , l.
αj = H3(M,mω, IDpj , Ppj , S, T,X, Y ),

βj = H4(M,mω, IDpj , Ppj , S, T,X, Y )

for j = 1, 2, · · · , l.

4) Computes

V =

n∑
i=1

koiPoi +

l∑
j=1

kpjPpj ,

W =

n∏
i=1

Qhoioi ·
l∏

j=1

Q
hpj
pj .

5) Checks whether the equations below hold. If
both hold, accepts. Otherwise, rejects.

uP = l(S + V ) +X +

l∑
j=1

(αjPpj),

U b = (TW )l · Y ·
l∏

j=1

Q
βj
pj .

Correctness:

uP =

l∑
j=1

ujP =

l∑
j=1

(
r + aj + tpjαj

)
P

= lrP +

l∑
j=1

(ajP + αjtpjP )

= lrP +

l∑
j=1

(Xj + αjPpj)

= l(

n∑
i=1

roi +

l∑
j=1

rpj)P +

l∑
j=1

(Xj + αjPpj)

=

n∑
i=1

lroiP +

l∑
j=1

(lrpjP +Xj + αjPpj)



International Journal of Network Security, Vol.20, No.3, PP.403-413, May 2018 (DOI: 10.6633/IJNS.201805.20(3).01) 408

=

n∑
i=1

l(coi + toikoi)P

+

l∑
j=1

(l(cpj + tpjkpj)P +Xj + αjPpj)

=

n∑
i=1

(lSoi + lkoiPoi)

+

l∑
j=1

(lSpj + lkpjPpj +Xj + αjPpj)

= lS +X +

n∑
i=1

lkoiPoi +

l∑
j=1

(lkpj + αj)Ppj

= l(S + V ) +X +

l∑
j=1

(αjPpj).

U b =
( l∏
j=1

Uj
)b

=

l∏
j=1

(
RBjD

βj
pj

)b
= Rlb ·

l∏
j=1

YjQ
βj
pj

= (

n∏
i=1

Roi)
lb · (

l∏
j=1

Rpj)
lb ·

l∏
j=1

YjQ
βj
pj

=

n∏
i=1

(AoiD
hoi
oi )lb ·

l∏
j=1

(ApjD
hpj
pj )lbYjQ

βj
pj

=

n∏
i=1

T loiQ
lhoi
oi ·

l∏
j=1

T lpjQ
lhpj+βj
Pj Yj

= T l · Y ·
n∏
i=1

Qlhoioi ·
l∏

j=1

Q
lhpj+βj
pj

= (TW )l · Y ·
l∏

j=1

Q
βj
pj .

4 Security Results

Theorem 1. The scheme is unforgeable against the type
I adversary A1 if the RSA problem is hard in random
oracle model.

Proof. Suppose the challenger C receives a random in-
stance (N, b,Y) of the RSA problem and has to find an
element X ∈ Z∗N such that X b = Y. Challenger C will
run A1 as a subroutine and act as A1 ’s challenger in the
UNF-CLMPMS Game I.

Setup: At the beginning of the game, C runs
the setup algorithm with the parameter k and
gives A1 the system parameters params =
{N, b,G, P,H0, H1, H2, H3, H4} andA1 doesn’t know
the master secret key msk = (p, q, a).

Queries: Without loss of generality we assume that all
the queries are distinct and A1 will make H0 query
for IDi before IDi is used in any other queries.

1) H0 queries: C maintains the list L0 of tuple
(IDi, Ai). The list is initially empty. When A1

makes a query H0(IDi), C responds as follows:

At the jth H0 query, C sets H0(ID∗) = Y. For
i 6= j, C randomly picks a value Ai ∈ Z∗N and
sets H0(IDi) = Abi . Then the query and the
answer will be stored in the list L0.

2) H1 queries: C maintains the list L1 of tuple
(γi, ki). The list is initially empty. When A1

makes a query H1(γi), C randomly picks a value
ki ∈ Z∗b and sets H1(γi) = ki. The query and
the answer will be stored in the list L1.

3) H2 queries: C maintains the list L2 of tuple
(γi, hi). The list is initially empty. When A1

makes a query H2(γi), C randomly picks a value
hi ∈ Z∗b and sets H2(γi) = hi. The query and
the answer will be stored in the list L2.

4) H3 queries: C maintains the list L3 of tuple
(ηi, αi). The list is initially empty. When A1

makes a query H3(ηi), C randomly picks a value
αi ∈ Z∗b and sets H3(ηi) = αi. The query and
the answer will be stored in the list L3.

5) H4 queries: C maintains the list L4 of tuple
(ηi, βi). The list is initially empty. When A1

makes a query H4(ηi), C randomly picks a value
βi ∈ Z∗b and sets H4(ηi) = βi. The query and
the answer will be stored in the list L4.

6) User-Public-Key queries: C maintains the list
LU of tuple (IDi, ti, Pi). When A1 makes user
public key query for IDi, C randomly chooses
ti ∈ Z∗b , sets Pi = tiP . Then sends the Pi to
A1. The tuple (IDi, ti, Pi) will be stored in the
list LU .

7) User-Public-Key-Replacement: C maintains the
list LR of tuple (IDi, Pi, P

′
i ). When A1 makes

a user public key replacement for IDi with a
new value P ′i , C replaces the current public key
Pi with the value P ′i and the tuple (IDi, Pi, P

′
i )

will be stored in the list LR.

8) Partial-Private-Key queries: C maintains the
list LK of tuple (IDi, Ai). When A1 makes a
partial private key query for IDi, If IDi = ID∗,
C fails and stops, otherwise C finds the tuple
(IDi, Ai) in list L0 and responds with Ai. The
tuple (IDi, Ai) will be stored in the list LK .

9) Secret-Value queries: C maintains the list LS of
tuple (IDi, ti). When A1 makes a secret value
query for IDi, C finds the tuple (IDi, ti, Pi) in
list LU and responds with ti. The tuple (IDi, ti)
will be stored in the list LS . A1 can’t query the
secret value for IDi whose public key has been
replaced.

10) Proxy-Certificate-Generation : When A1 sub-
mits all signers’ identities/public keys (IDi, Pi),
IDi ∈ N∪L and a warrantmω to the challenger,
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C responds by running the certificate generation
algorithm on the warrant mω and the signers’
full private key (ti, Di), IDi ∈ N ∪L, then out-
puts a certificate as follows:

If ID∗ 6∈ N ∪ L and (N ∪ L)
⋂
LR = ∅, C gives

a certificate by calling the certificate generation
algorithm. Otherwise, C does the following:

a. Randomly selects r ∈ Z∗b , R ∈ Z∗N .

b. Randomly selects ki, hi ∈ Z∗b for each IDi ∈
N ∪ L.

c. Computes S = rP −
∑
IDi∈N

⋃
L kiPi and

T = Rb ·
∏
IDi∈N

⋃
LQ
−hi
i .

d. Stores the relation ki = H1(mω, IDi, Pi, S,
T ) and hi = H2(mω, IDi, Pi, S, T ) for each
IDi ∈ N ∪ L. Repeats the steps (1)-(3) if
collision occurs.

e. Outputs π = (mω, r, R, S, T ) as the proxy
certificate.

11) Multi-proxy Multi-sign: When A1 submits cer-
tificate π = (mω, r, R, S, T ) and a message M
to the challenger, C outputs a signature by run-
ning the multi-proxy multi-sign algorithm on π
and M as follows: If ID∗ 6∈ L and L

⋂
LR = ∅,

C gives a signature by calling the multi-proxy
multi-sign algorithm. Otherwise, C does the fol-
lowing:

a. Randomly selects u ∈ Z∗b , U ∈ Z∗N .

b. Randomly selects αj , βj ∈ Z∗b for each
IDj ∈ L.

c. Computes X = uP − lS −
∑n
i=1 lkoiPoi −∑l

j=1(lkpj + αj)Ppj and Y = U b · T−l ·∏n
i=1Q

−lhoi
oi ·

∏l
j=1Q

−lhpj−βj
pj .

d. Stores the relation αj = H3(M , mω, IDpj ,
Ppj , S, T , X, Y ) and βj = H4(M , mω,
IDpj , Ppj , S, T , X, Y ). Repeats the steps
(1)-(3) if collision occurs.

e. Outputs σ = (M,mω, u, U, S, T,X, Y ) as
the proxy signature.

Forge: A1 outputs the tuple {π = (mω, r, R, S, T ), L ∪
N ,

⋃
IDi∈L∪N Pi} or {σ = (M , mω, u, U , S, T , X,

Y ), L ∪ N ,
⋃
IDi∈L∪N Pi}.

Solve RSAP. If A1’s output satisfies none of the fol-
lowing 3 cases in UNF-CLMPMS Game I, C aborts.
Otherwise, C can solve the RSA problem as follows:

Case 1. The final output is {π = (mω, r, R, S, T ),
L ∪ N ,

⋃
IDi∈L∪N Pi} and the output satisfies

the requirement of Case 1 as defined in UNF-
CLMPMS Game I. In fact, π is the signature
on mω. If ID∗ ∈ N ∪ L, we can solve the RSA
problem as follows.

Without loss of generality, we may assume that
ID∗ = IDλ. By Forking Lemma for generic
signature scheme, we can get another π′ =

(mω, r, R
′, S, T ). To do so we maintain all the

random tapes in two invocations are the same
except the λth result returned by H2 query of
the forged message. In other words hλ 6= h′λ
and hi = h′i for i 6= λ. The relation becomes

(R′ · R−1)b = Yh′λ−hλ mod N . Since hλ, h
′
λ ∈

Z∗b , we have that |h′λ − hλ| < b. By the element
b is a prime number, then gcd(b, h′λ − hλ) = 1.
This means that there exists two integers µ, ν
such that µb + ν(h′λ − hλ) = 1. Finally, the
value X = (R′R−1)νYµ mod N is the solution
of the given instance of the RSA problem.

X b = (R′R−1)bνYbµ

= Yν(h
′
λ−hλ)Ybµ

= Ybµ+ν(h
′
λ−hλ)

= Y.

Probability of success. Let qHi (i = 0, 1, 2, 3, 4),
qU , qK , qC and qP be the number of Hi(i =
0, 1, 2, 3, 4) queries, user public key queries,
partial private key queries, proxy certificate
generation queries, multi-proxy multi-signature
queries, respectively.

The probability that C doesn’t fail during the
queries is

qH0
−qK

qH0
. The probability that ID∗ ∈

L∪N is n+l−1
qK
· 1
qH0
−qK . So the combined prob-

ability is
qH0
−qK

qH0
· n+l−1qK

· 1
qH0
−qK = n+l−1

qK ·qH0
.

Therefore, if A1 can succeed with the proba-
bility ε within time T , then C can solve RSAP

with the probability (n+l−1)ε
qK ·qH0

. The running time

required for C is: 2T + [qH0
+ (3n+ 3l+ 2)qD +

2lqP ]TN +[qU +(2n+2l+2)qD+ lqP )]TE , where
TN denotes the time for a modular operation
and TE denotes the time for a exponentiation
in G.

Case 2. The final output is {σ = (M , mω, u, U , S,
T , X, Y ), L∪N ,

⋃
IDi∈L∪N Pi} and the output

satisfies the requirement of Case 2 as defined in
UNF-CLMPMS Game I. If ID∗ ∈ N , we can
solve the RSA problem as follows.

Without loss of generality, we may assume that
ID∗ = IDλ. By the Forking Lemma for generic
signature scheme, we can get another signature
(M,mω, u, U

′, S, T,X, Y ). To do so we maintain
all the random tapes in two invocations are the
same except the λth result returned by H2 query
of the forged message. In other words hλ 6= h′λ
and hi = h′i for i 6= λ. The relation becomes

(U ′ ·U−1)bl
−1

= Yh′λ−hλ mod N . Since hλ, h
′
λ ∈

Z∗b , we have that |h′λ − hλ| < b. By the element
b is a prime number, then gcd(b, h′λ − hλ) = 1.
This means that there exists two integers µ, ν
such that µb+ν(h′λ−hλ) = 1. Finally, the value

X = (U ′U−1)l
−1νYµ mod N is the solution of
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the given instance of the RSA problem.

X b = (U ′U−1)bl
−1νYbµ

= Yν(h
′
λ−hλ)Ybµ

= Ybµ+ν(h
′
λ−hλ)

= Y.

Probability of success. Let qHi (i = 0, 1, 2, 3, 4),
qU , qK , qC and qP be the number of Hi(i =
0, 1, 2, 3, 4) queries, user public key queries,
partial private key queries, proxy certificate
generation queries, multi-proxy multi-signature
queries, respectively.

The probability that C doesn’t fail during the
queries is

qH0
−qK

qH0
. The probability that ID∗ ∈

N is n−1
qK
· 1
qH0
−qK . So the combined probability

is
qH0
−qK

qH0
· n−1qK

· 1
qH0
−qK = n−1

qK ·qH0
. Therefore,

if A1 can succeed with the probability ε within
time T , then C can solve RSAP with the prob-

ability (n−1)ε
qK ·qH0

. The running time required for C
is the same as the time in Case 1.

Case 3. The final output is {σ = (M , mω, u, U , S,
T , X, Y ), L∪N ,

⋃
IDi∈L∪N Pi} and the output

satisfies the requirement of Case 3 as defined in
UNF-CLMPMS Game I. If ID∗ ∈ L, we can
solve the RSA problem as follows.

Without loss of generality, we may assume that
ID∗ = IDλ. By the Forking Lemma for generic
signature scheme, we can get another signature
(M,mω, u, U

′, S, T,X, Y ). To do so we maintain
all the random tapes in two invocations are the
same except the λth result returned by H4 query
of the forged message. In other words βλ 6= β′λ
and βj = β′j for j 6= λ. The relation becomes

(U ′ · U−1)b = Yβ′λ−βλ mod N . Since βλ, β
′
λ ∈

Z∗b , we have that |β′λ − βλ| < b. By the element
b is a prime number, then gcd(b, β′λ − βλ) = 1.
This means that there exists two integers µ, ν
such that µb + ν(β′λ − βλ) = 1. Finally, the
value X = (U ′U−1)νYµ mod N is the solution
of the given instance of the RSA problem.

X b = (U ′U−1)bνYbµ

= Yν(β
′
λ−βλ)Ybµ

= Ybµ+ν(β
′
λ−βλ)

= Y.

Probability of success. Let qHi(i = 0, 1, 2, 3, 4), qU ,
qK , qC and qP be the number of Hi(i = 0, 1, 2, 3, 4)
queries, user public key queries, partial private key
queries, proxy certificate generation queries, multi-
proxy multi-signature queries, respectively.

The probability that C doesn’t fail during the queries
is

qH0
−qK

qH0
. The probability that ID∗ ∈ L is l−1

qK
·

1
qH0
−qK . So the combined probability is

qH0
−qK

qH0
· l−1qK
·

1
qH0
−qK = l−1

qK ·qH0
. Therefore, if A1 can succeed with

the probability ε within time T , then C can solve

RSAP with the probability (l−1)ε
qK ·qH0

. The running time

required for C is the same as the time in Case 1.

Theorem 2. The scheme is unforgeable against the type
II adversary A2 if the DL problem is hard in randomly
oracle model.

Proof. Suppose the challenger C receives a random in-
stance (P, xP ) of the DL problem and has to compute
x ∈ Z∗b . Challenger C will run A2 as a subroutine and act
as A2 ’s challenger in the UNF-CLMPMS Game II.

Setup: At the beginning of the game, C runs
the setup algorithm with the parameter k and
gives A2 the system parameters params =
{N, b,G, P,H0, H1, H2, H3, H4} and the master se-
cret key msk = (p, q, a).

Queries: Without loss of generality we assume that all
the queries are distinct andA2 will make user’s public
key query for IDi before IDi is used in any other
queries.

1) User-Public-Key queries: C maintains the list
LU of tuple (IDi, ti, Pi). WhenA2 makes public
key query for IDi, C responds as follows:

At the jth query, C sets IDj = ID∗ and P ∗ =
xP . For i 6= j, C randomly chooses ti ∈ Z∗b , sets
Pi = tiP . Then the query and the answer will
be stored in the list LU .

2) H0 queries: C maintains the list L0 of tuple
(IDi, Ai). The list is initially empty. When
A2 makes a query H0(IDi), C randomly picks a
value Ai ∈ Z∗N and sets H0(IDi) = Abi . Then
the query and the answer will be stored in the
list L0.

3) H1, H2, H3, H4 queries and User-Public-Key-
Replacement are the same as those in Theo-
rem 1.

4) Partial-Private-Key queries: C maintains the
list LK of tuple (IDi, Ai). When A2 makes a
partial private key query for IDi, C finds the
tuple (IDi, Ai) in list L0 and responds with Ai.
The tuple (IDi, Ai) will be stored in the list LK .

5) Secret-Value queries: C maintains the list LS of
tuple (IDi, ti). When A2 makes a secret value
query for IDi, If IDi = ID∗, C fails and stops,
otherwise C finds the tuple (IDi, ti, Pi) in list
LU and responds with ti. The tuple (IDi, ti)
will be stored in the list LS . A2 can’t query the
secret value for IDi whose public key has been
replaced.
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6) proxy certificate generation queries and Multi-
proxy Multi-sign queries are the same as those
in Theorem 1.

Forge: A2 outputs the tuple {π = (mω, r, R, S, T ),
L ∪ N ,

⋃
IDi∈L∪N Pi} or {σ = (M,mω, u, U , S, T ,

X, Y ), L ∪N ,
⋃
IDi∈L∪N Pi}.

Solve DLP. If A2’s output satisfies none of the following
3 cases in UNF-CLMPMS Game II, C aborts. Oth-
erwise, C can solve the DL problem as follows:

Case 1. The final output is {π = (mω, r, R, S, T ),
L ∪ N ,

⋃
IDi∈L∪N Pi} and the output satisfies

the requirement of Case 1 as defined in UNF-
CLMPMS Game II. In fact, π is the signature
on mω. If ID∗ ∈ N ∪ L, we can solve the DL
problem as follows.

Without loss of generality, we may assume
that ID∗ = IDλ. By Forking Lemma for
generic signature scheme, we can get another
π′(mω, r

′, R, S, T ). To do so we maintain all
the random tapes in two invocations are the
same except the λth result returned by H1

query of the forged message. In other words
kλ 6= k′λ and ki = k′i for i 6= λ. We note that
r = cλ + kλx +

∑
IDi∈N∪L�{ID∗}(ci + kiti),

r′ = cλ + k′λx +
∑
IDi∈N∪L�{ID∗}(ci + kiti).

It follows that x = r−r′
kλ−k′λ

.

Probability of success. Let qHi(i = 0, 1, 2, 3, 4),
qU , qK , qS , qC and qP be the number of Hi(i =
0, 1, 2, 3, 4) queries, user public key queries, par-
tial private key queries, secret value queries,
proxy certificate generation queries, multi-proxy
multi-signature queries, respectively.

The probability that C doesn’t fail during the
queries is qU−qS

qU
. The probability that ID∗ ∈

L ∪N is n+l−1
qS
· 1
qU−qS . So the combined prob-

ability is qU−qS
qU
· n+l−1qS

· 1
qU−qS = n+l−1

qS ·qU . There-
fore, if A2 can succeed with the probability ε
within time T , then C can solve DL problem

with the probability (n+l−1)ε
qS ·qU . The running time

required for C is: 2T + [qH0
+ (3n+ 3l+ 2)qD +

2lqP ]TN +[qU +(2n+2l+2)qD+ lqP )]TE , where
TN denotes the time for a modular operation
and TE denotes the time for a exponentiation
in G.

Case 2. The final output is {σ = (M , mω, u, U , S,
T , X, Y ), L∪N ,

⋃
IDi∈L∪N Pi} and the output

satisfies the requirement of Case 2 as defined in
UNF-CLMPMS Game II. If ID∗ ∈ N , we can
solve the DL problem as follows.

Without loss of generality, we may assume that
ID∗ = IDλ. By the Forking Lemma for generic
signature scheme, we can get another signature
(M,mω, u

′, U, S, T,X, Y ). To do so we main-
tain all the random tapes in two invocations are

the same except the λth result returned by H1

query of the forged message. In other words
kλ 6= k′λ and ki = k′i for i 6= λ. We note
that u = l(cλ + kλx +

∑
IDi∈N∪L�{ID∗}(ci +

kiti)) +
∑
IDj∈L(aj + αjtj), u

′ = l(cλ + k′λx +∑
IDi∈N∪L�{ID∗}(ci + kiti)) +

∑
IDj∈L(aj +

αjtj). It follows that x = u−u′
l(kλ−k′λ)

.

Probability of success. Let qHi(i = 0, 1, 2, 3, 4),
qU , qK , qS , qC and qP be the number of Hi(i =
0, 1, 2, 3, 4) queries, user public key queries, par-
tial private key queries, proxy certificate gener-
ation queries, secret value queries, multi-proxy
multi-signature queries, respectively.

The probability that C doesn’t fail during the
queries is qU−qS

qU
. The probability that ID∗ ∈

N is n−1
qS
· 1
qU−qS . So the combined probability

is qU−qS
qU

· n−1qS
· 1
qU−qS = n−1

qS ·qU . Therefore, if
A2 can succeed with the probability ε within
time T , then C can solve DL problem with the

probability (n−1)ε
qS ·qU . The running time required

for C is the same as the time in Case 1.

Case 3. The final output is {σ = (M , mω, u,
U, S, T,X, Y ), L ∪ N ,

⋃
IDi∈L∪N Pi} and the

output satisfies the requirement of Case 3 as de-
fined in UNF-CLMPMS Game II. If ID∗ ∈ L,
we can solve the DL problem as follows.

Without loss of generality, we may assume that
ID∗ = IDλ. By the Forking Lemma for generic
signature scheme, we can get another signature
(M,mω, u

′, U, S, T,X, Y ). To do so we maintain
all the random tapes in two invocations are the
same except the λth result returned by H3 query
of the forged message. In other words αλ 6= α′λ
and αj = α′j for j 6= λ. We note that u =
lr+

∑
IDj∈L\{ID∗}(aj+αjtj)+(aλ+αλx), u′ =

lr +
∑
IDj∈L\{ID∗}(aj + αjtj) + (aλ + α′λx), It

follows that x = u−u′
αλ−α′λ

.

Probability of success. Let qHi(i = 0, 1, 2, 3, 4), qU ,
qK , qS , qC and qP be the number of Hi(i =
0, 1, 2, 3, 4) queries, user public key queries, partial
private key queries, secret value queries, proxy certifi-
cate generation queries, multi-proxy multi-signature
queries, respectively.

The probability that C doesn’t fail during the queries
is qU−qS

qU
. The probability that ID∗ ∈ L is l−1

qS
·

1
qU−qS . So the combined probability is qU−qS

qU
· l−1qS ·

1
qU−qS = l−1

qS ·qU . Therefore, if A2 can succeed with
the probability ε within time T , then C can solve DL

Problem with the probability (l−1)ε
qS ·qU . The running

time required for C is the same as the time in Case 1.
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5 Efficiency and Comparison

Our scheme is constructed without using bilinear pair-
ing. In the following, we compare the performance of our
scheme with several MPMS schemes in Table 2. We define
some notations as follows:

• TP : A pairing operation.

• EP : A pairing-based scalar multiplication operation.

• TE : A scalar multiplication operation in the elliptic
curve group G.

• TN : A modular exponent operation in ZN .

Through PIV 3-GHZ processor with 512-MB memory
and a Windows XP operation system. He et al. [5] ob-
tained the running time for cryptographic operations. To
achieve 1024-bit RSA level security, they use the Tate
pairing defined over a super singular curve E/Fp : y2 =
x3 +x with embedding degree 2, where q is a 160-bit Soli-
nas prime q = 2159 + 217 + 1 and p is a 512-bit prime
satisfying p + 1 = 12qr. To achieve the same security
level, they employed the parameter secp160r1 [18], where
p = 2160−231−1. The running times are listed in Table 1.

Table 1: Cryptographic operation time (in milliseconds)

TP TN EP TE

20.04 5.31 6.38 2.21

To evaluate the computation efficiency of different
schemes, we use a simple method. For example in [10],
system costs 3n+3l+2 pairing-based scalar multiplication
operations and 3n+3l pairing operations in Proxy Certifi-
cate Generation, system costs 3l + 3 pairing-based scalar
multiplication operations and 3l+ 6 pairing operations in
Multi-Proxy Multi-Sign and Verify. Hence system costs
3n+ 6l+ 5 pairing-based scalar multiplication operations
and 3n+6l+6 pairing operations in total. To facilitate the
comparison, we let n = l = 10. So the resulting computa-
tion time is 95×6.38+96×11.20 = 2721.34. The detailed
comparison results of several different MPMS schemes are
illustrated in Table 2 and Table 3.

Table 2: Comparison of several CLMPMS schemes

Scheme Public key form Secure base

Li [10] ID-base CDHP
Sahu [15] ID-base CDHP
Our scheme Certificateless RSAP and DLP

6 Conclusion

In a multi-proxy multi-signature scheme, the group of
original signers delegate their signing rights to the proxy
group. RSA is a key cryptography technique and pro-
vides various interfaces for the applied software in real-
life scenarios. Although some good results were achieved
in speeding up the computation of pairing function in re-
cent years, the computation cost of the pairing is much
higher than that of the exponentiation in a RSA group
and also much higher than the scalar multiplication over
the elliptic curve group. In this paper, we propose a cer-
tificateless multi-proxy multi-signature scheme and prove
that our scheme is unforgeable under the strongest se-
curity model where the Type I/II adversary is a super
Type I/II adversary. The analysis shows that our scheme
is more efficient than the related schemes. Due to the
very good properties of our scheme, it is very useful for
practical applications.
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Abstract

Smart grids allow automated meter readings and facilitate
two-way communications between the smart meters and
utility control centers. As the smart grid becomes more
intelligent, it becomes increasingly vulnerable to cyber-
attacks. Smart grid security mainly focuses on mutual
authentication and key management techniques. An im-
peding factor in grid security is the memory and pro-
cessing constraints of the smart meters. The aim of this
paper is to propose a lightweight mutual authentication
protocol between a residential smart meter and a gate-
way. The authentication protocol provides source authen-
tication, data integrity, message confidentiality, and non-
repudiation. The security analysis renders this protocol
robust against several attacks. Its performance analysis
provides meticulous results as to how the proposed proto-
col is efficient in terms of computation overhead, average
delay and buffer occupancy at the gateway.

Keywords: Authentication Protocol; Key Management;
Smart Grid

1 Introduction

The coexistence of the intelligent devices and the tra-
ditional power grid is termed as smart grid technology.
Smart grid follows a distributed mode of control over the
power system, as opposed to the centralized approach
adopted by the traditional grid. The traditional power
grid allows one-way electricity flow from a few power
plants towards a large customer base. The NIST 3.0
framework, released in October 2014, mentions that the
smart grid is the inclusion of communication and infor-
mation technologies to the traditional power grid, and en-
abling duplex communication between smart meters and
utility control centers [26]. If an active adversary is suc-
cessful in obtaining and manipulating the meter readings,
he may alter the readings to reflect incorrect usage. If this
happens on a large-scale, it will significantly hamper the

restricted energy resources and the economy as well.

A passive adversary, on the other hand, may collect re-
ports for a long duration of time for a specific house. By
analyzing the meter readings, the attacker will be able
to understand the number of occupants in the house, the
time at which the house is empty or the occupants are
asleep, and other information describing the activity oc-
curring inside the house. The attacker may use this infor-
mation to launch an attack on the house. Hence, meter
readings are extremely sensitive and must be protected.
A limiting factor is the memory and processor capabili-
ties of the smart meter device. For instance, a Home Area
Network (HAN) smart meter configuration may comprise
of MSP430-F4270 microcontroller along with 128 KB of
flash and RAM memory [14]. Efficient protocols and
mutual authentication schemes are already in use in the
smart grid industry, but they also incur additional over-
head. A few instances that increase overhead are long key
sizes, ciphers and certificates, maintenance of Public Key
Infrastructure (PKI), keeping track of Certificate Revoca-
tion Lists and timers. Furthermore, as the grid becomes
smarter, it becomes increasingly vulnerable to software
attacks. Smart meter devices depend on communication
protocols such as TCP/IP, HTTP and FTP to exchange
data. By default, these protocols do not have security
built into them [3]. These conditions highlight the need
for a lightweight authentication protocol between smart
meters.

2 Related Work

Extensive research is being conducted in devising
lightweight approaches using techniques such as Diffie-
Hellman, ECC-based cryptography and ID-based cryp-
tography. H. So proposes a zero-configuration signcryp-
tion protocol to ensure safe and secure communications
between two ends [29]. The communication overhead
for encryption and signature schemes of the protocol in-
creases with the degree of encryption. Also, the security
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level of the signature is directly proportional to the degree
of encryption. The advantage of this protocol is it doesn’t
use asymmetric key algorithms. This protocol assures key
protection but it is too expensive, keeping in mind that
several smart meters generate packets every 15 minutes.

Nicanfar et al. proposes a mutual authentication
scheme between a HAN smart meter and an authenti-
cation server [25]. They use Secure Remote Password
protocol (SRP) and decrease the number of steps in SRP
from five to three. The proposed protocol also reduces the
number of exchanges from four to three. It is essentially
based upon Enhanced ID-based Cryptography (EIBC).
EIBC essentially uses True Random Number Generator
and Pseudorandom Number Generator to keep changing
the secret master key, along with the public/private keys
of the meters. The paper is robust against several attacks.
Also, the key renewal mechanism is efficient in terms of
refreshing the public/private and multicast keys. How-
ever, it requires synchronization of three timers between
the smart meter and authentication server. This adds to
the overhead of the protocol. Also, as mentioned previ-
ously, having two random number generators means mem-
ory consumption for storing the generator states. Hence,
the protocol doesn’t favor scaling of the smart grid envi-
ronment.

Fouda et al. proposes a lightweight mutual authen-
tication protocol and generates a shared session key on
the basis of computational Diffie-Hellman exchange pro-
tocol [8]. The protocol is applicable between the HAN
smart meters and Building Area Networks (BAN) gate-
way, each of which have a public/private key pair issued
by a certificate authority. The paper describes the proto-
col steps after the HAN smart meter and BAN gateway
have extracted and verified their certificates. Fouda et al.
use computational Diffie-Hellman scheme to establish mu-
tual authentication. The generated shared session key is
then combined with hash-based authentication code tech-
niques to authenticate messages between the two entities.
The proposed protocol is successful in establishing a se-
mantically secure shared key in the mutual authentication
environment. The main disadvantage of this protocol is
usage of RSA protocol to establish authentication. The
involvement of certificate authority and certificate revo-
cation lists is a costly process for limited devices like HAN
smart meters.

Li et al. propose a protocol that uses homomorphic
encryption to attain secure demand response exchanges
in a smart grid environment [15]. The protocol achieves
forward secrecy, by renewing the users’ key after appro-
priate intervals. It also achieves entity authentication,
and message integrity and confidentiality. Homomorphic
encryption is a method in which plaintext is encrypted
using algebraic expression. They combine homomorphic
encryption with pairing-based cryptography to create the
mutual authentication process. In this paper, authenti-
cation process is applicable between control center and
BAN, as well as between HAN and BAN. Once two en-
tities have successfully established a session key between

each other, then message exchange commences. The mes-
sages are signed using ID-based signature mechanism. A
drawback of the protocol is the absence of explicit key
confirmation. As the session key is generated separately
at the two entities, it is advisable to confirm the key be-
fore commencing message exchange.

3 Background Knowledge

3.1 Topology of Smart Grid

The topology of the smart grid has been adapted from the
NIST Conceptual Reference Model for Smart Grid that is
shown in Figure 1. Smart grid architecture consists of four
main domains: generation, transmission, distribution and
consumers. The generation domain consists of the large-
scale power plants and small-scale DERs that generate
electricity. This is followed by the transmission domain
consisting of step-up transformers (transmission voltage),
transmission substations and transmission lines that aid
in transmitting the electricity to the next domain, the
distribution domain. The distribution domain consists of
step-down transformers (distribution voltage and service
voltage), distribution substations and distribution lines.

Lastly, the consumers include the smart meters at the
homes or businesses that directly use electricity. Con-
sumers may be residential or commercial. Electrical sen-
sors and circuit breakers are placed along the entire length
of the communication medium between smart meters and
generators to constantly monitor voltage and flow. Smart
meters also have a hierarchy of their own. The lowest
level of the hierarchy consists of the meters installed at
the home/business, and is called the HAN smart me-
ter. Several HAN smart meters regularly send their meter
readings to a designated BAN gateway, which is the next
level in the hierarchy. Lastly, a number of BAN gateway
send the collection of meter readings to the Neighborhood
Area Network (NAN) gateway. The NAN gateway then
forward these meter readings to the utility center. The
utility centers are located in the distribution substations.

3.2 Smart Grid Communications

The communication technology used in the smart grid is a
combination of wireless and wired technology [7,28]. The
generation and transmission domains are entirely based
on wired technology such as optical fiber or power line
carriers (PLC). Optical fiber technology is advantageous
because it is flexible, suitable for the core network, and
capable to carry high volume of traffic with the least la-
tency [8]. The consumer domain favors wireless technol-
ogy to communicate with the distribution domain. The
distribution domain consists of wireless technology at the
end connected to the consumer domain, and wired tech-
nology for the end connected to the transmission domain.

The Smart Grid environment primarily consists of
three areas - HAN, BAN and WAN. The potential tech-
nologies for HAN are ZigBee, Wi-Fi, Ethernet, Z-Wave
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Figure 1: Reference model for smart grid

and PLC. ZigBee is preferred over other wireless tech-
nologies such as Wi-Fi or Bluetooth because it consumes
the least amount of power and delivers high performance.
In BAN, ZigBee, Wi-Fi, PLC and cellular technologies
may be used. Wi-Fi and WiMAX are preferred over PLC
because they are cost-effective and flexible. As the cover-
age distance is in tens of kilometers for WAN, potential
technologies are Ethernet, microwave, WiMAX, 3G/LTE,
and fiber optic links. Wired technologies are typically fa-
vored in the WAN connections because wired connections
are more robust and secure compared to the wireless con-
nections [2].

3.3 ID-based Cryptography (IBC)

This technique replaces traditional digital certificates
with unique identifying attributes, such as email addresses
or phone numbers, for encryption and signature verifica-
tion [21]. IBC replaces the certificate authority with a Pri-
vate Key Generator (PKG). Before the system nodes enter
into mutual authentication processes with one another,
the PKG generates a master private-public key pair. The
master public key is distributed to all the system nodes.
The following procedure describes the encryption and de-
cryption using IBC:

Encryption Process: Node A uses Node B’s identifier
and the master public key to encrypt Message M .
This produces the cipher text C. Node A sends C to
Node B. The ease of using IBC is that Node A did
not have to make prior arrangements to be able to
send a message to Node B, unlike in the traditional
certificate process.

Decryption Process: Upon receiving C, Node B con-
tacts PKG to get its secret private key to decrypt C.
The PKG then transmits Node B’s private key to it
over a secure channel. This secure channel may be an
SSL link that allows Node B to download its private
key. Node B is now able to successfully decrypt C to
obtain plaintext M .

Signature: Node A wants to send a signed message to
Node B. Upon receiving its private key from the
PKG, Node A creates a signature S for Message M

and sends it to Node B, along with the plaintext Mes-
sage M . Signature ensures data integrity as well as
non-repudiation of a message. In other words, be-
cause the message is signed with a private key and
private keys are secret, hence the sender cannot deny
having sent the signed message.

Verification: Upon receiving M and S from Node A,
Node B applies Node A’s identifier and the master
public key on M . If the generated signature is the
same as S, then Node B accepts the Message M .
Else, it rejects Message M .

3.4 Bilinear Pairing

Bilinear degenerate maps are mathematical functions,
which when used in combination with ID-based cryptog-
raphy, produces computationally efficient cryptographic
systems [12, 18]. A bilinear map is a pairing function
which produces a mapping of elements from one cyclic
group to another cyclic group, provided both cyclic groups
is of the same prime order [9,10]. The discrete log problem
of the first group is hard. Bilinear maps are considered to
be secure because they are chosen as one-way functions.
In other words, it is easy to calculate the result from a
known set of pair of elements, but it is hard vice-versa.

3.5 Zero-knowledge Password Proof

Zero-knowledge password proof (ZKPP) is a technique in
which Node A (prover) proves to Node B (verifier) that it
possesses knowledge of a password without actually know-
ing the password [1]. This possession of knowledge about
the password works as a verification that the node may
be trusted. The password belongs to Node B and never
leaves Node B. Node B generates a verifier related to this
password and conveys this verifier to all nodes it wants to
communicate with. This technique works as an advantage
for systems using password-authenticated key agreement
(PAKE) protocol because it is robust against off-line dic-
tionary attacks, as is mentioned in IEEE P1363.2. In
IEEE P1363.2, ZKPP is defined as ”An interactive zero
knowledge proof of knowledge of password-driven data
shared between a prover and the corresponding verifier.”
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3.6 Secure Remote Password Protocol

Secure Remote Password Protocol (SRP) is also a mod-
ified password-authenticated key agreement protocol [5].
SRP is more secure than SSH protocol, and faster than
Diffie-Hellman key exchange in terms of user authentica-
tion and data integrity [13,16,17]. Compared to Kerberos
protocol, SRP doesn’t rely on third parties. The SRP is
instantiated with the client node selecting a small ran-
dom salt. The client node also shares a password with
the server node [11, 20, 24]. At the end of the exchange
protocol, the client and server nodes now have a symmet-
ric session key. The two nodes need to explicitly confirm
that their keys match in order to complete authentication
process.

4 Proposed Mutual Authentica-
tion Protocol

The proposed protocol ensures a lightweight mutual au-
thentication and key renewal mechanism between the
HAN smart meter and the BAN gateway. It also provides
confidentiality, authentication and integrity; the three es-
sential requirements for Smart Grid security mentioned
by NIST [26].

4.1 Pre-authentication Protocol

Let G be an additive cyclic group of prime order q, and
GT be a multiplicative cyclic group of prime order q; let
g be the generator of these cyclic groups. In order to
build cryptographic systems, pairing-based cryptography
utilizes a symmetric bilinear pairing between two elements
of an additive group to an element of a multiplicative
group [19]. In the proposed protocol, we have used the
map e: G1 × G2 = GT , where G1 = G2 = G. This
mapping satisfies the properties stated below:

Bilinearity: ∀x, y ∈ Zq∗, ∀A,B ∈ G : e(Ax, By) =
e(A,B) ∈ GT ;

Non-degeneracy:] e(A,B) 6= 1;

Computability:] There exists an efficient algorithm to
compute e.

Let there be a bilinear parameter generator which runs
an algorithm that takes in as input a security parameter
L, and outputs the system’s 5-tuple (q, g,G,GT, e).

In the proposed protocol, the BAN gateway also acts
as the public key generator (PKG). Hence, as is the func-
tion of the PKG, the BAN gateway determines the 5-tuple
(q, g,G,GT, e) by providing input L to the bilinear pa-
rameter generator. The BAN gateway randomly chooses
a master secret key s that belongs to Zq∗. It does not con-
vey the master secret key to any other entity. The crypto-
graphic secure hash functions are determined by the BAN

gateway. This protocol utilizes 5 hash functions:

H1(·) : (0, 1) ∗ ×(0, 1)∗ → (0, 1) ∗
H2(·) : (0, 1)∗ → G ∗
H3(·) : ZN ∗ ×G∗ → G ∗
H4(·) : GT ∗ → Zq ∗
H5(·) : Zq ∗ ×Zq ∗ ×GT ∗ → G ∗ .

Two messages are exchanged prior to commence of the
mutual authentication protocol between the smart me-
ters which is shown in Figure 2. Owing to its steady rise
in popularity, WMN is considered as the communication
protocol running between the HAN and BAN smart me-
ters.

Each smart meter/gateway bears a unique identifier.
Also, each HAN smart meter contains a password its cor-
responding verifier, which is required to execute the Zero
Knowledge Password Proof. The first message conveys
the identifier and the verifier of a HAN smart meter (HAN
SM) to the BAN gateway (BAN GW) through a secure
channel [6]. On receiving the message, the BAN GW
stores the received identifier and verifier in its memory.
A BAN GW has ten times more memory than a HAN [8].
After receiving the first message, the BAN GW functions
as the public key generator. In other words, the BAN
GW uses hash function H1 to generate the public key for
the HAN SM. Next, it applies its master secret key on
this newly-generated public key to create the HAN SM’s
private key. In this manner, the HAN SM initiates the
authentication process between itself and the BAN GW.

The second message serves as an acknowledgement for
the HAN SM having sent its authentication request to
the designated BAN GW. The private key as well as the
public system parameters (q, g, G, GT , e, H1, H2, H3,
H4, H5) are conveyed via the message from the BAN GW
to the HAN SM through a secure channel [6]. Once the
HAN SM receives the message, it stores its private key
and the public parameters. It then uses hash function
H1 from the list of public parameters to create the public
key for the BAN GW using the identifier sent by the BAN
GW.

Figure 2: Pre-authentication phase exchange
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4.2 Authentication Protocol

In Figure 3, the HAN SM randomly choose a number
Zq∗. The HAN SM generates the public key of the BAN
as well as variable A using a random number. The HAN
SM encrypts A using the public key of the BAN GW.
The first message contains the HAN SM’s identifier and
the encrypted value of A. At the BAN GW, the variable
A is first decrypted using the BAN GW’s private key. The
identifier sent by the HAN SM is used to lookup the ver-
ifier corresponding to that identifier. The BAN GW will
not be successful if it has the wrong verifier correspond-
ing to a HAN SM identifier. This is because the verifier
is derived from the password associated with that specific
HAN SM. After storing the value of A and locating the
verifier corresponding to the identifier of the HAN SM, the
BAN GW then chooses a random number that belongs to
Zq∗, which is used to compose B which is utilized in cal-
culating variable J . Variable B also requires k. Referring
the Secure Remote Password Protocol, k is derived by ap-
plying hash function H3 on N and g. N is a safe prime
which is equal to 2q+ 1, where q is the prime order of the
cyclic groups used in pairing-based cryptography; g is the
generator of these cyclic groups.

The variable k is calculated by both sides HAN and
BAN. Furthermore, when an active adversary imperson-
ates a smart meter, then variable k helps to eliminate
2-for-1 guess. The next step for the BAN GW is to use
these values to calculate variable B and variable J . Vari-
able J holds the bilinear pairing map using the private
key of the HAN SM, variable A received from HAN SM,
and the random number selected by the BAN GW it-
self. Variable A is sent to the BAN GW in an encrypted
manner. Variable J helps enforce one half of the pairing
based cryptography because it stores the bilinear map-
ping at the BAN GW. After J is calculated, W is also
devised by applying hash function on J. BAN GW then
sends B and W to the HAN SM. On receiving the second
Message from the BAN GW, the HAN SM stores B. As
mentioned above, k is calculated once again.

The variable J ′ is constituted of B and other parame-
ters. J ′ forms the other half of the bilinear pairing because
it comprises of the bilinear mapping held at the HAN SM.
Based on the properties of bilinear pairing, variables J
and J ′ have to be equal in order for the HAN SM to be
able to authenticate the BAN GW. Hence, if W and W ′

are not equal to each other, then that reflects inconsisten-
cies in its constituent variables resulting in the abortion
of the authentication process. If W is equal to W ′ then
the HAN SM authenticates the BAN GW. To complete
the mutual authentication protocol, the BAN GW should
also trust the HAN SM. To do so, the HAN SM intro-
duces a valid-period and a sequence number initialized to
0. It then forms the first session key, K1, by applying
a hash function on the valid-period, J ′ and the sequence
number.

Furthermore, this session key is signed with the private
key of the HAN SM. In Message 3, the sequence number,

valid-period and the signed session key, Signk1, are sent
to BAN GW. Upon receiving Sign k1, the BAN GW ex-
tracts the key, K1, using the identifier of the HAN SM on
the cipher text received in Message 3. Using the received
valid-period and sequence number and the previously cal-
culated J , the BAN GW calculates a session key k′ at its
end. This key K ′ is then compared with K1. If they are
the same, then BAN GW authenticates HAN SM as well.

Figure 3: Mutual authentication protocol

Being an public-key based authentication protocol, the
proposed authentication protocol provides data integrity,
message confidentiality, and non-repudiation.

5 Security Analysis

The proposed protocol is resistant to several attacks.
Here, we assume that an active or a passive attack can be
made. A passive attacker may observe all exchanges be-
tween two smart meters. An active attacker, on the other
hand, may make changes to the actual messages. He may
further enters into a smart meter and takes control of its
operation.

Replay Attack: The protocol is resistant against the re-
play attack because the adversary does not know the
private key of the BAN smart meter, it cannot de-
crypt the value of A. Owing to the one-directional
nature of hash functions, it is extremely difficult and
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time-consuming to feed the hash function with ran-
dom inputs until the known output is achieved. Also,
the adversary has no previous knowledge about the
password verifier and random value A.

Man-in-the-Middle Attack: A combination of ran-
dom values, passwords, hashed messages and keys
create a strong mutual protocol. Furthermore, the
HAN smart meter’s private key is exchanged through
a secure channel. The attacker will not be able to
decrypt or verify any signed messages. The advan-
tage of the proposed protocol lies in the fact that if
a message contains a sensitive value, then that is en-
crypted or signed. Otherwise, the message contains
a hash of a value, which can only be verified by being
recomputed at the sender’s end.

Known Session Key Attack: After an exchange of
verifier, random values and keys, the sender and re-
ceiver use a different combination of variables and
apply a hash function on it. These constituent vari-
ables are complex and difficult to guess. The HAN
smart meter uses a combination of its private key and
the BAN smart meter’s public key, along with ran-
dom value B. The BAN smart meter uses its private
key, the HAN smart meter’s public key, and random
variable A. Both of these values give the same session
key but with different set of variables.

Impersonation Attack: During the authentication
process, the adversary attempting such an attack
will always be unsuccessful owing to several factors.
Firstly, the adversary might have access to the HAN
smart meter’s identifier and public key. But owing to
ZKPP, the impersonating attacker will not know the
password or the corresponding verifier of the actual
HAN SM. Since the mutual authentication depends
on the password and its related verifier, hence
impersonation attack will definitely not succeed.

Key Control Attack: In the proposed protocol, the
session key and mutual authentication process de-
pends on the verifier and its corresponding password,
and also between two random numbers exchanged
between the two smart meters. The key is calcu-
lated individually at both the ends and then verified.
Hence, it does not depend on one end alone. Fur-
thermore, bilinear mapping involves using the public
and private keys of the entities.

6 Performance Analysis

6.1 Computational Costs

This section evaluates the performance of the proposed
protocol. We compare our proposed protocol with a
smart grid mutual authentication protocol put forward
by Nicanfar et al. [4]. The protocol proposed by Nicanfar

et al. is an efficient mutual authentication scheme be-
tween a HAN smart meter and an authentication server.
Notations used in this section are shown in Table 1.

Table 1: Parameter notations for performance analysis

Tbm Latency of a bilinear map operation
Tmul Latency of a scalar multiplication operation
Tadd Latency of an addition operation
Tsub Latency of a subtraction operation
Txor Latency of an XOR operation
Texp Latency of a modular exponentiation

operation
Tpow Latency of a power operation
Th Latency of a hash operation

Table 2: Computational costs of the proposed protocol

Proposed Protocol
HAN Side 5Th + 2Texp + 1Tbm + 1Tmul + 1Tsub

BAN Side 4Th + 1Texp + 1Tbm + 3Tmul + 1Tsub

BAN Side +1Tadd

Table 3: Computational costs of Nicanfar et al. protocol

Nicanfar et al. protocol
SM Side 10Th + 2Texp + 1Tmul + 1Tsub

+1Txor + 1Tadd + 1Tpow

SAS Side 8Th + 1Texp + 3Tmul + 1Tbm

+1Tadd + 2Tpow

The computational costs of our protocol and Nicanfar
et al. are shown in Tables 2 and 3. To summarize, in
regards to the HAN side/SM side, the proposed protocol
uses less number of operations compared to the protocol
proposed by Nicanfar et al. The proposed protocol uses 5
hash operations, whereas the other protocol uses 10 hash
operations. Hash operations are one of the least compu-
tationally intensive operations, but keeping in mind the
memory constraints of the HAN smart meter, it is best to
save memory and CPU power under any circumstances.
The number of scalar multiplication, modular exponenti-
ation and subtraction operations used in both the proto-
cols is the same. Coming to the BAN side/SAS side, the
proposed protocol uses 4 hash function operations and 2
power operations, as compared to the protocol proposed
by Nicanfar et al., which uses 8 hash functions and 3
power operations. The number of addition, scalar multi-
plication and modular exponentiations between the two
protocols is the same. In case of similar operations, the
protocol proposed in this thesis is always using a lesser
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number of operations as compared to the other protocol.
As is shown in Table 4 the proposed protocol ensures mu-
tual authentication with one encryption/decryption oper-
ation, and one sign/verify operation.

Table 4: Encryption/Signature in the proposed protocol

HAN Side BAN Side
Encryption/Decryption 1 Encryption 1 Decryption

Sign/Verify 1 Sign 1 Verify

Table 5: Encryption/Signature in Nicanfar et al. protocol

SM Side SAS Side
Encryption/Decryption 1 Encryption 1 Decryption

1 Decryption 1 Encryption
Sign/Verify 1 Sign 1 Verify

1 Verify 1 Sign

On the other hand, Table 5 shows that the other
protocol has 2 encryption/decryption operations, and 2
sign/verify operations. As these operations are expensive
for the resource-constrained smart meters, hence the pro-
posed protocol proves to be more lightweight by using the
common principles of SRP protocol, ID-based cryptogra-
phy, bilinear mapping and ZKPP.

6.2 Simulation Results

The following subsection compares the performance of the
proposed protocol with the Elliptic Curve Digital Signa-
ture Algorithm (ECDSA). The simulation parameters are
shown in Table 6. As the proposed protocol uses AES-128
and SHA-256, therefore its equivalent algorithm ECDSA-
256 has been chosen. The reason for choosing ECDSA
is that it is a standardized algorithm, already in prac-
tice in the smart grid environment. MATLAB [22] and
OpenSSL [27] have been used to generate results which
depict that the proposed protocol is a better alternative.

Communication Overhead: The communication
overhead of the proposed protocol and ECDSA is
shown in Figure 4. When the number of HAN smart
meters is 50, the communication overhead experi-
enced by the BAN smart meter is around 100 KB for
the proposed protocol, and around 300 KB for the
ECDSA algorithm. As the number of HAN smart
meters increase to 125, the disparity between these
two methods increase further. ECDSA algorithm has
a communication overhead close to 775 KB. On the
other hand, the proposed protocol displays a com-
munication overhead of less than 300 KB. In the last
scenario, when the number of HAN smart meters is

Table 6: Simulation parameters

Simulation Parameters Value

Interval of Message Generation Once every hour
Simulation Time 24 Hours

TCP Header 20 Bytes
IPv4 Header 20 Bytes

Ethernet Header 26 Bytes
Payload 32 Bytes

SHA-256 Header 32 Bytes
ECDSA Signature Size 64 Bytes
ECDSA Certificate Size 125 Bytes

Number of HAN Maximum of 250
Smart Meters per BAN Gateway

250, the communication overhead for ECDSA algo-
rithm is almost 1550 KB, whereas the proposed pro-
tocol consumes 600 KB. This value is less than half
of the communication overhead experienced in the
ECDSA algorithm. Hence, with an increasing num-
ber of smart meters at the HAN, the communication
overhead will increase greatly for the ECDSA algo-
rithm. This may act as a barrier in further expansion
of the smart meter network.

Average Delay: Average delay refers to the mean time
take to perform decryption/signature verification for
the cipher text. In Figures 5 and 6, the BAN gate-
way experiences an average delay of 0.075 seconds
for 250 smart meters, each generating meter reports
once every hour over 24 hours. Considering the high-
est number of smart meters in this simulation, which
is 250, the proposed protocol experiences an average
delay of 0.0085ms for 50 smart meters. Similarly, for
175 and 250 smart meters, the average delay gener-
ated is 0.095 ms and about 0.01 ms respectively. On
the other hand, the ECDSA algorithm experiences an
average delay of 0.05 seconds for 250 smart meters.
This comparison shows the wide difference between
the ECDSA algorithm and the proposed protocol.
Furthermore, RSA displays a very high delay of 0.075
seconds for the same number of smart meters.

Considering the highest number of smart meters in
this simulation, which is 250, the proposed protocol
experiences an average delay of 0.0085ms for 50 smart
meters. Similarly, for 175 and 250 smart meters, the
average delay generated is 0.095 ms and about 0.01
ms respectively. On the other hand, the ECDSA al-
gorithm experiences an average delay of 0.05 seconds
for 250 smart meters. This comparison shows the
wide difference between the ECDSA algorithm and
the proposed protocol. Furthermore, RSA displays a
very high delay of 0.075 seconds for the same number
of smart meters.
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Figure 4: Communication overhead

Figure 5: Average delay experienced for proposed proto-
col

Figure 6: Average delay experienced by BAN GW

7 Conclusion

The proposed authentication protocol describes an ef-
ficient lightweight scheme to provide mutual authenti-
cation between the HAN smart meter and BAN gate-
way. This scheme provides source authentication, data
integrity, message confidentiality, and non-repudiation as
well. The proposed protocol is secure against Replay,
Man-in-the-Middle, Known Session Key, Impersonation
and Key Control Attacks. On comparison with the effi-
cient mutual authentication protocol proposed by Nican-
far et al. [25], the proposed protocol utilizes lesser number
of computation operations, while achieving the same re-
sults in terms of message security. To be specific, the main
difference between these two protocols is that the pro-
posed scheme uses Pairing-based Cryptography, whereas
the other protocol uses Enhanced ID-based Cryptography
(EIBC). In addition, the proposed protocol is compared
with ECDSA, which is currently used in smart meter
authentication. The parameters of comparison between
these two schemes are as follows: communication over-
head, average delay, and buffer occupancy. In each case,
the proposed protocol proves to be more lightweight and
efficient. Firstly, the proposed protocol incurs a commu-
nication overhead of 98 bytes, whereas ECDSA incurs 255
bytes (mainly owing to the ECDSA signature and certifi-
cate). Secondly, the BAN gateway has an average delay
of 0.01ms and 0.05 seconds in the proposed protocol and
the ECDSA scheme respectively. Lastly, using ECDSA,
the BAN gateway exhausts its 1128 KB buffer while han-
dling an incoming message rate of 100 messages every 15
minutes across a simulation period of 8 hours. On the
other hand, the proposed protocol consumes 775 KB in
the same simulation environment. Hence, proving that it
is scalable as well as lightweight.
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Abstract

Biometric authentication has been getting widespread at-
tention over the past decade with growing demands in au-
tomated secured personal identification. Continuous Au-
thentication (CA) system verifies the user continuously
once a person is logged in. Continuous Authentication
system prevents the intruders from invoking the system.
A new framework for continuous user authentication that
primarily uses hard and soft biometric traits using In-
dependent Components Analysis (ICA) dimension reduc-
ing method for video frames. The proposed framework
automatically registers (enrolls) soft biometric traits ev-
ery time the user logs in and fuses soft biometric match-
ing with the conventional authentication schemes. Differ-
ent soft biometrics are considered to obtain the matching
score value, here optimize the soft biometrics weights us-
ing Grey Wolf Optimization (GWO) technique is used.
Finally the authentication is performed and evaluated us-
ing standard evaluation metrics then produce the maxi-
mum accuracy compared to existing methods.

Keywords: Biometric Traits; Continuous Biometric Au-
thentication; Face Recognition; Online Exam Authentica-
tion

1 Introduction

In a modern life personal authentication is a common con-
cern to both industries and academia due to its numerous
applications such as physical access control, computer se-
curity, banking, airport, computer system login, and mo-
bile phones law enforcement, etc [16, 17, 21]. Biometric
measurement is a key component of several personal au-
thentication systems that only render services to legiti-
mately enrolled users [8, 10, 12]. The most known and of-
ten used modalities are fingerprints, face, hand geometry,

knuckle print, palm and iris. These are widely deployed
in large-scale systems such as border control and biomet-
ric passports [2, 6, 20]. Biometric information stored in a
database may leak biometric features which can be used
to reconstruct a biometric image [1]. Biometric traits are
difficult to counterfeit and hence results in higher accu-
racy when compared to other methods such as using pass-
words and ID cards [7]. Biometrics identifies the person
by what the person is rather than what the person carries,
unlike the conventional authorization systems like smart
cards [9, 13]. Hand-based person identification provides
a reliable, low-cost and user-friendly viable solution for a
range of access control applications. Palm print is one of
the relatively new hand-based biometrics due to its stable
and unique characteristics [15]. Authentication with re-
spect to fingerprints implies that recognition is based on
matching the features of a live fingerprint against those of
fingerprints that are already stored in a server database.
In addition, a digital signature of a fingerprint can be used
for reliability [18].

2 Literature Review

In 2014, Gao et al. [3] Had proposed the Competitive Cod-
ing (Comp Code) scheme, which extracts and codes the
local dominant orientation as features, had been widely
used in Finger Knuckle Print (FKP) verification. How-
ever, Comp Code may lose some valuable information
such as multiple orientation and texture of the FKP im-
age. To remedy the above drawback, a novel multiple
orientation and texture information integration scheme is
proposed in the process. As compared with Comp Code,
the proposed scheme not only considers more orienta-
tions, but also introduces a multilevel image threshold-
ing scheme to perform orientation coding on each Gabor
filtering response. For texture features extraction, LBP



International Journal of Network Security, Vol.20, No.3, PP.423-432, May 2018 (DOI: 10.6633/IJNS.201805.20(3).03) 424

maps are first obtained by performing Local Binary Pat-
tern (LBP) operator on each Gabor filtering response,
and then a similar coding scheme is applied on these LBP
maps.

In 2014, Gupta et al. [4] had proposed an efficient algo-
rithm to segment all finger tips from a slap-image and to
identify them into their corresponding indices i.e. index,
middle, ring or little finger of left/right hand. Geometri-
cal and spatial properties have been used to identify these
fingertips. The proposed algorithm can handle various
challenges like the presence of dull prints, large rotational
angles of the hand, small variation in the orientation of
the fingertips and non-elliptical shape of components. It
has been tested on a database of 6732 images of 1122 sub-
jects. Experimental results reveal the segmentation of all
fingertips from slap-images with an accuracy of 99.02%.

Tan et al. [19] had presented that discrimination of
Used Frying Oil (UFO) from Edible Vegetable Oil (EVO),
the estimation of the using time of UFO, and the deter-
mination of the adulteration of EVO with UFO. Both the
heating time of laboratory prepared UFO and the adul-
teration of EVO with UFO could be determined by Par-
tial Least Squares Regression (PLSR). To simulate the
EVO adulteration with UFO, for each kind of oil, fifty
adulterated samples at the adulterant amounts range of
1-50% were prepared. PLSR was then adopted to build
the model and both full (leave-one-out) cross-validation
and external validation were performed to evaluate the
predictive ability.

Lai et al. [11] 2016 had proposed a new lip feature rep-
resentation for lip biometrics which can portray the static
and dynamic characteristics of a lip sequence. The new
representation catches both the physiological and behav-
ioral parts of the lip and is strong against varieties brought
about by various speaker position and posture. In our ap-
proach, a lip sequence is initially partitioned into a few
subsequences along the fleeting measurement. For every
subsequence, sparse coding (SC in short) is received to
portray the details of the lip locale and its development in
little spatiotemporal cells. At long last, notwithstanding
when there is one and only preparing test per speaker,
the proposed feature still accomplishes high discrimina-
tive power (an exactness of 98.39% and HTER of 2.62%).

Gupta et al. [5] 2016 had exhibited that hand dorsal im-
ages procured under infrared light are utilized to outline
a precise individual authentication framework. Another
quality estimation algorithm is proposed to assess the na-
ture of palm dorsal which appoints ease back qualities
to the pixels containing hair or skin surface. Matching
scores are acquired by matching palm dorsal veins and
infrared hand geometry features. These are in the long
run combined for authentication. For execution assess-
ment, a database of 1500 hand images gained from 300
unique hands is made. Exploratory results exhibit the
predominance of the proposed framework over existing
frameworks.

3 Biometrics

Biometric identifiers are the distinctive, measurable char-
acteristics used to label and describe individuals. Biomet-
ric identifiers are often categorized as physiological versus
behavioral characteristics. Biometrics is used to refer to
the field of technology devoted to identification of individ-
uals using biological traits, such as those based on retinal
or iris scanning, fingerprints, or face recognition. Biomet-
rics provides a convenient and low-cost additional tier of
security. It eliminates problems caused by shared pass-
words by using physiological attributes. This work Au-
thentication process considers the some natural and soft
bio metrics are considered to the online exam process.

4 Proposed Methodology

In the current investigation, an earnest effort is made to
design an effective technique for the multimodal biometric
recognition employing the soft bio metrics in online exam
process. Initially prepare the video frame database for
the authentication process. User authentication merely
at the very first login session is one among these severe is-
sues, which is normally found in majority of the currently
available computer and network systems. This proposed
method for continuous user authentication is proposed
that continuously collects soft biometric information. In
particular, in this method the colors of user’s clothing and
face as the soft biometric traits are used. This proposed
approach having four models such as Initial login authen-
tication, continuous authentication, re login authentica-
tion and enrollment template are considered to bio metric
authentication process. Proposed block diagram shown in
Figure 1. Then the dimension reduction process Indepen-
dent Component Analysis (ICA) is used and also obtain
the matching score value Grey Wolf Optimization (GWO)
techniques are used.

This issue is a massively serious security issue, partic-
ularly in systems with high security requirement, since an
imposter is permitted to access the resources in the sys-
tem in the period between user log in and user log out.
Therefore, this paper introduces a continuous biometric
authentication system, wherein, the system is observed
incessantly from the time the user logs in.

Figure 1: Block Diagram of the proposed method

Figure 2 shows the diagram of template registra-
tion and continuous authentication process consider the
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Figure 2: Schematic for continuous authentication system

modalities such as face, ornaments, dress colour, beard,
scars and mustache for monitoring the logged in user in a
continuous manner. Moreover, the login security of this
system is augmented through the union of hard as well
as soft biometric traits. Initially template registration
process considers the database to obtain the above men-
tion modalities are considered to store the data. Then
continuous authentication process chooses the different
video frame find the modalities with the dimension re-
ducing ICA technique is used after this process finding
maximum score value using optimization technique. This
score value based to obtain the fusing score value to iden-
tify the user if minimum fusing score value means that is
a original user and maximum fusing score means the user
is imposter to re login the authentication process.

A genuine user will be the authentication result, if the
fused score exceeds the predetermined threshold. Other-
wise, the presence of imposter is evident. In the proposed
system, a remedy is provided for the situation with im-
poster.

4.1 Initial Login Authentication

The user employs the conventional authentication system
for entering the system. Then, the sensor focuses the
user’s body for making the registration of the different
above mention modalities. During the period of training,
the various poses of the user like turn head down, turn
head to right, turn head to left, stretching the arms, quit-
ting and leaning back in chair are caught due to the fact
that the user may make movements or leave the spot.

Initial Authentication: Biometric face recognition au-
thentication method can be used.

Face Detection: A user is typically looking in the
frontal direction during the login session. This is
a reasonable assumption because the user typically
looks at the monitor at the login time as the user
wants to be authenticated.

Body Localization: Location and size of the user’s
body with respect to his face are estimated.

4.2 Continuous Authentication

Continuous authentication starts after Initial login pro-
cess. The system continuously authenticates the user
by using the ”soft face” and ”clothing” enrollment tem-
plates registered in initial login authentication. The sys-
tem tracks the face and the body separately based on the
histograms registered in initial login process. Hard face
recognition is not directly used in continuous authenti-
cation but it is stored for use in relogin authentication.
In continuous authentication process, the template that
is registered in the beginning and the second frame of
the video are subjected to the matching process. The
matching score value calculated in video frame 1 and video
frame 2 in continuous authentication process help of op-
timization technique, this initial login and continuous au-
thentication with modalities shown in Figure 3.
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Figure 3: Diagram for Initial and continuous authentication

4.3 Enrollment Template

The system status enters enrollment template whenever
the similarity falls below threshold. This step is intro-
duced to reduce the false rejects caused by illumination
changes. A pair of images, one just before and one imme-
diately after the time when Similarity ≤ threshold is used
for image subtraction; the number of pixels that show a
large difference in brightness between the two images is
counted.

4.4 Score Level Fusion Process

The score level fusion effectively matches scores output
of the multiple biometric matchers by integrating them
to produce a new match score. The score value calcu-
lation different modalities weights are considered to the
score value evaluation process. Now the feature weights
are optimally chosen with the help of GWO optimization
technique the score value is attained. The gradual process
of the score level fusion for the authentication process in
different modalities considered to find the values. Score
value calculation process optimal modalities weights are
considered this optimization process is discuss below.

4.4.1 Grey Wolf Optimization Process

The grey wolves adequately frame a Canidae’s piece fam-
ily and are esteemed as the apex predators showing their
position at the sustenance’s food chain. They routinely
show an inclination to make due as a group. The choices
made by the alpha are passed on to the group. The Beta

speaks to the second rank in the pecking order of the grey
wolves. They are, basically, auxiliary wolves which ade-
quately offer some assistance to the alpha in the choice
making or comparable group functions. In the GWO tech-
nique the hunting (optimization) is guided by the α, β, δ
and ω.

Initialization Process: In the district developing pro-
cedure, pick the weights of the different modali-
ties such as face, ornaments, dress colour, beard,
scars and mustache Wi = W1,W2, ....Wn and algo-
rithm parameters, for example, a, A,and C as coeffi-
cient vectors.

Fitness Evaluation: In video frame different modalities
are considered to the score value calculation process
the weights and random values are selected. This
GWO Algorithm is being proposed here for accom-
plishing an enhancement in the performance of the
score level fusion. In above equation Wi specifies
weight and ri are random values from [0 to 1].

Based on the fitness separate the solution: Now,
we find the fitness separate solution (weight) based
on the fitness value.Let the first best fitness solutions
be α the second best fitness solutions β and the
third best fitness solutions δ.

Update the position: We assume that the alpha (best
candidate solution) beta and delta have the improved
knowledge about the potential location of the prey in
order to mathematically reproduce the hunting be-
havior of the grey wolves. As a result, we hoard the
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first three best solutions attained so far and require
the other search agents (including the omegas) to re-
vise their positions according to the position of the
best search agent. For revision, the novel solution
W (t+ 1) below mentioned formulas are employed.

Dα = [C1.W
α −W ],

Dβ = [C1.W
β −W ],

Dδ = [C1.W
δ −W ]. (1)

W1 = Wα −A1(Dα,

W2 = Wβ −A2(Dβ ,

W3 = Wδ −A3(Dδ. (2)

Algorithm 1 Pseudo code for GWO

1: Begin
2: Initialize the solution
3: Wi = W1,W2, ....Wn

4: Initialize a,A and C
5: Find the fitness for the initial solution
6:

Fi =

n∑
i=1

Wi.ri

7: Based on the fitness separate the solution
8: Wα = the best search solution
9: Wβ = the second best search solution

10: Wδ = the third best search solution
11: Update the position of the current search solution
12: W (t+ 1) = W̄1+W̄2+W̄3

3
13: Calculate the fitness for new search solution
14:

Fi = Max

n∑
i=1

Wi.si

15: Store the best solution so far attained
16: Iteration=Iteration+1
17: Stop until optimal solution attained
18: End

To have hyper-spheres with different random radii the
arbitrary parameters A and C help candidate solutions.
Investigation and utilization are guaranteed by the adap-
tive values of A and α. The values of parameters A and
α permit the GWO to smoothly transition them among
the investigation and the utilization. With decreasing A,
half of the iterations are dedicated to the investigation
(|A| < 1) and the other half are devoted to the utiliza-
tion. Encircling the behavior, the subsequent equations
are employed in order to mathematically model.

D = |CWp(t) −W (t)| (3)

For find the coefficient vectors use Equation (3):

A = 2ar1 = a, C = 2r2 (4)

Where t indicates the current iteration, A and C are co-
efficient vectors, Wpis the position vector of the prey T

and indicates the position vector of a grey wolf. The com-
ponents of α are linearly decreased from 2 to 0 over the
course of iterations and r1, r2 are random vectors in [0, 1].
The GWO has only two main parameters to be adjusted
(α and C). However, we have kept the GWO algorithm
as simple as possible with the fewest operators to be ad-
justed. The maximum score value obtained in the process
will be continued.

4.4.2 Matching Process

Matching is conducted with a weight preset as W. An op-
timized weighting strategy was used in an earlier phase
for yielding a fused score of all the features. The funda-
mental structure of the matching process, which works in
accordance to the preset threshold, is shown as follows:

Figure 4: Matching process

The below Figure 4 states that a comparison is made
between the fused modality score and the preset thresh-
old. If the result of comparison is in such a way that the
fused score exceeds the threshold level, the user is deemed
as genuine. Else if the threshold is smaller than the fused
score, the user is proved to be an imposter or a fake one.
If a fake user is identified, our proposed methodology al-
lows another process, known as Re-login authentication,
to be carried out.

4.5 Independent Component Analysis
(ICA)

ICA is a data analysis tool derived from the ”source sep-
aration” signal processing techniques. The aim of source
separation is to recover original signals Si , from known
observations Oj , where each observation is an (unknown)
mixture of the original signals. If unsuccessful authenti-
cation occurs in any place of the authentication process,
Re-login authentication is immediately conducted as the
subsequent step in the proposed scheme. It is expected
that, ICA source vectors being independent (instead of
PCA eigenvectors being uncorrelated only), they will be
closer to natural features of images, and thus more able
to represent differences between faces.



International Journal of Network Security, Vol.20, No.3, PP.423-432, May 2018 (DOI: 10.6633/IJNS.201805.20(3).03) 428

4.5.1 Use of ICA in face feature authentication

ICA is an unsupervised technique which separates the in-
dependent sources from a mixture. The general model of
ICA is

O = BS. (5)

Where B represents unknown mixing matrix, S repre-
sents unknown source signal and O represents observed
mixtures. In this case, it is assumed that the source sig-
nals are statistically independent and non-Gaussian and
observed mixtures is the only information to have. In
ideal condition, mixing matrix B can be inversed. If the
estimation of separation matrix is accurate, then a good
approximation of source signal will be obtained.

I = WO = WBS and W = B−1. (6)

Where I represents unknown mixing matrix.

Figure 5: Image synthesis model

In Figure 5 shows the pixels are treated as variables
and images are observations. This results the column of
B = W−1 as a set of basis image. Column of I con-
tains a set of independent coefficient of basis images in
A for reconstructing image in O. Therefore, I is a facto-
rial code representation. In order to assess the sensitivity
of ICA in terms of the dimension of the compressed and
whitened space where it is implemented, we carried out a
comparative assessment for different dimension whitened
subspace.

This recognition phase computes the weights Wk for
both the training as well as the test frame. The com-
putation of the difference in weights allows finding the
Euclidean distance. To achieve recognition, a threshold
has to be predetermined. The expressions in the images
would be identical, if the threshold and the Euclidean dis-
tance have the same value. The weight Wk is computed
in accordance to the following equation.

Wk = Ik(Bi − φk) (7)

Where

Ik =

n∑
k=1

Ek.φi

Further, Ik denotes the Eigen faces,Ek points to the
Eigen vectors and φk represents the mean adjusted value.

Re-login step will be performed at the condition, when
the authentication ends up in failure in the proposed con-
tinuous biometric system.

4.6 Relogin Authentication

In this process the system is locked and it tries to de-
tect the user and re authenticates him automatically. If
the system detects a user and re authenticates the user
as genuine, the status moves to continuous authentica-
tion process. Here, the user is authenticated using both
soft (colour histograms) and hard biometrics (face). The
similarity score is used for relogin authentication. There
will be a small discontinuity in the values of soft biomet-
rics when the unauthenticated person tries to replace the
student. When there is a discontinuity in the similarity
scores based on the soft biometric, the system enters rel-
ogin authentication mode. In the relogin authentication
mode, the user must provide valid soft and hard biomet-
rics.

5 Result and Discussion

This section discusses about the results of the proposed
method biometric authentication using ICA with GWO
technique and has scrutinized their appearance in the
working platform of MATLAB 2014 with the system con-
figurations as i5 processor with 4GB RAM. This model
consider the hard biometric is face and soft biometrics Or-
naments, beard, mustache, dress color and mole different
performance evaluation parameters are obtained.

5.1 Database Description

This work generates the synthetic database to the con-
tinuous authentication scheme. Each user was asked to
perform the following set of actions while seated in front
of the webcam. We collected videos of 20 subjects using
the system shown in Figure 8. Every one user was asked
to carry out the subsequent set of action while seated in
front of the webcam. A few examples are illustrated in
Figure 6.

5.2 Performance Evaluation Metrics

The effectiveness of proposed technique is analyzed by
invoking some performance measures such as False Rejec-
tion Ratio (FRR), False Accept Ratio (FAR), Sensitivity,
specificity and accuracy. The performance measures are
explained below:

False Rejection Ratio: The system identifies imper-
fectly that a user is not in the camera’s field of view
although the user is yet in front of the camera. False
discards lower the usability of the system.

FRR =
Genuine scores falling below Threshold

All Genuine Score
(8)
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Figure 6: Sample Video frames for authentication process

False Accept Ratio: The system incorrectly identifies
an imposter as the legitimate user. False admits
lower the security of the system.

FRR =
Imposter scores exceeding Threshold

All Imposter Score
(9)

Sensitivity: Sensitivity is a measure which determines
the probability of the results that are true positive
as ’that person has the authenticated person.

Sensitivity =
NTP

NTP +NFN
(10)

where NTP denotes number of true positives; NFN
denotes number of false negatives.

Specificity: Specificity is a measure which determines
the probability of the results that are true negative as
’that person does not have the authenticated person.

Specificity =
NTN

NTN +NFN
(11)

where NTN denotes number of true negatives; NFN
denotes number of false negatives.

Accuracy: Accuracy is a measure which determines the
probabilities that how may results are accurately au-
thenticated.

Accuracy =
(TP + TN)

TP + TN + FP + FN
. (12)

5.3 Registration of Biometric Data

The system registers face biometric data. This work using
ICA with GWO optimization approach based face recog-
nition. Because the system registers face biometric data
every time a user logs in, the problem of the illumination

difference between the time of enrolment and the time
of identification is mitigated. The suggested re-login au-
thentication method is assessed by means of video clips
where an authorized user logs in, the user leaves the work
environment (without logging out) and next, another user
(an impostor) emerges in the field of view of the webcam.
Figure 6 shows the different position identification of the
data.

Figure 7: Face, clothing and mustache sample

Face recognition is executed at regular intervals (e.g.,
once every 10 seconds). If it succeeds, Tlast, which rep-
resents the last time the face recognition was successful,
is updated. Face recognition is used only for assisting the
identification using colour histograms because the system
cannot obtain the face information during different cases.
The system enters the initial login authentication mode.
On the other hand, if the user is absent for only a short
time, it is more likely that he will be accepted given valid
soft and hard biometric traits.

Figures 8 and 9 shows that the Graphical User Inter-
face (GUI) for new user authentication and original; user
authentication process. Initially load the video then ob-
tain the score value and compare the matching score in
original and new user authenticated the person, if the
score value based obtain similarity in original user and
imposter.

Figure 10 shows that the FRR and FAR in GWO and
GSO techniques, the FRR rate is maximum value com-
pared FAR. Performances of face and soft biometrics are
evaluated using False Acceptance Rate FAR and the False
Rejection Rate FRR. Test was conducted using different
number of training files. FAR is the percentage of illegal
users that are accepted as genuine. FRR is the percent-
age of legal user rejected as imposter. From the result,
FAR and FRR is high for small number of trained sam-
ples. The proposed technique FRR is 0.82 its maximum
value compared to GSO similar difference in FAR in au-
thentication process.

5.4 Comparative Analysis in Perfor-
mance Parameters

Here a comparison of authentication process in existing
approach PCA with GSO and propose technique ICA
with GWO techniques is compared. The parameters such
as accuracy, sensitivity, specificity, FRR and FAR are
compared.
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Figure 8: New user login authentication

Figure 9: Original user login authentication
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Figure 10: Comparison graph for FRR and FAR

Figure 11: Comparative analysis graph

Figure 11 shows that the accuracy, sensitivity and
specificity comparison GWO and GSO technique, here
different four persons are considered to evaluate this per-
formance. The maximum performance attained in ICA
with GWO techniques, maximum accuracy is 0.5246 it’s
compared to GSO the difference is 0.256%. Likewise, the
accuracy of the ICA with GWO being 6.05% , it is seen
reduced by 0.16% and 1.15% respectively in the case of
GSO. As a whole, the proposed method shows a signif-
icant hallmark of 0.75% when compared with the other
methods in terms of the parameters specified in the bar
graph. Similarly other parameters are smaller difference
in authentication process.

6 Conclusion

This framework registers a new enrolment template every
time the user logs in, which enables the system to effec-
tively use soft biometric traits for continuous authenti-
cation; the proposed system uses face color information
as well as clothing color (soft biometric) to continuously
authenticate the user. This authentication process ICA
with GWO produced the maximum accuracy value. The
main purpose of this paper is to present a new e-learning
model used for identification, authentication and track-
ing the student. The system is robust with respect to
user’s posture in front of the workstation. Experimental
results demonstrate that the system is able to success-
fully authenticate the user continuously with high toler-
ance to the user’s posture. In our ongoing work, we are
considering introducing additional soft biometric traits.
By applying these methods we enhance Continuous Au-
thentication system and try to obtain better result other
than state-of-art method.
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Abstract

Current web security systems need Intrusion Detection
and Prevention Systems (IDPS), web proxies and firewalls
to protect the websites from malicious network traffic. All
these functions come at a cost for a web farm and add to
power costs. Our previous work has concluded that the
web server detection of application layer DDoS attacks is
far more power efficient than an equivalent IDPS. This
paper shows that all remaining IDPS functionality can
be split between the firewall and the web server allowing
the removal of the traditional IDPS and so substantially
reducing the CPU load and total electrical power bill of
a web farm.

Keywords: Application Layer (App-layer); Intrusion De-
tection and Prevention System (IDPS); Web Server

1 Introduction

The Web plays a vital role in modern life but web servers
are under constant attack. Common attacks include
buffer overflow based attacks, cross-site scripting, code
injection, brute force attacks, and DoS attacks [11, 13].
A web security system is usually built around web prox-
ies, firewalls and IDPS. The IDPS play a significant role
in blocking attacks but they can be overwhelmed by high
traffic levels and consume electrical power. In a mod-
est system such as a host-based web server, the network
traffic is received, analysed, and transmitted by these se-
curity devices before getting to the web server. Consider
the above scenario; the packet needs to traverse the full
TCP/IP stack three times before the web server. Con-
sider a web server farm in an enterprise that operates
many web servers with a large number of security devices.
These security devices consume significant power due to
this repetitive packet.

A possible solution is to remove any devices if the func-
tionality can build into other existing devices. Former re-
search work [14] analysed the power consumption of tra-

ditional IDPS as a separate device in a host based web
server and compared this to a Two Dimensional Web page
Daemon (TDWD) which implemented IDPS functional-
ity within the web server in a host based system. The
experimental results show that the traditional IDPS con-
sumed significantly more power than the TDWD. Based
on this novel foundation, this paper examines the pos-
sibility of detecting all types of attacks by distributing
the IDPS functionality between a web server and other
devices thus eliminating the IDPS box or IDPS software
such as Bro or Snort. If this proves feasible, it will reduce
equipment costs and the electricity usage in a web server
farm.

This paper is organized as follows: Section 2 describes
the different types of attacks handled by an IDPS and
explores attack detection strategies for web servers and
firewalls. Section 3 explains a novel security system that
eliminates the IDPS. Section 4 considers practical imple-
mentation. Section 5 suggests some exciting future work
based on the new architecture. Finally Section 6 provides
a conclusion.

2 Literature Search

This first part of this section will examine IDPS function-
ality and discuss the types of attacks such a system can
detect and block. The second part will then show that
many authors have suggested how individual IDPS func-
tions can be implemented either within a firewall or web
server.

2.1 IDPS Functionality

An IDPS aims to detect and alert the system when sus-
picious traffic occurs and blocks the offending traffic [18].
IDPS detection methodologies on major attacks are dis-
cussed below.

Phishing [12] is a common problem in an email, where
the embedded hyperlink in an apparently legitimate email
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redirects to the fake website which aims to steal user se-
crets. Common aims of this attack includes financial gain,
identity hiding mainly in the purchase of goods and for
fame and notoriety. Phishing attack is possible through
the websites blogs and on commercial websites. IDPS ap-
ply signature-based detection for phishing attacks. The
author Khonji et al. [8] describes the Collaborative In-
trusion Detection System (CIDS) where many number of
IDS share phishing related data and each IDS will main-
tain a list of infected IP addresses, pattern matches to
mitigate phishing attacks.

Several major websites including eBay, Google, and
McAfee have been the targets of cross-site scripting [4],
SQL injection exploits, or content based sniffing [6, 17].
An attacker injects malicious script in the web application
thereby causing unintended script execution by the vic-
tims browsers. Once this attack is successful, the attacker
can perform exploits such as account hijacking, cookie
poisoning, DoS and web content manipulation. IDPS de-
tection on these attacks are based on the signature rules
such as pattern matching, whitelist techniques which com-
pare inputs with the known good inputs, and model-based
approaches to analyse the user behaviour [18].

Brute force attacks are an illegal attempt to websites
by repeatedly trying username and password. Major vic-
tims are email and banking user. IDPS detect these types
of attacks by pattern matching [18]. According to a review
by Hydara et al. [6] this functionality can be provided by
a web server.

Cookie poisoning is a fraudulent act on cookie data
after accessing a website. This is a common attack on
web applications, for example in an online shopping. An
attacker can poison the cookie by neglecting the shipping
fee or postal price using tools as Paros proxy [9] that
results in financial loss to the owners. IDPS detect these
types of attacks by state transition analysis or by model-
based approaches.

Network layer DoS (Net-layer DoS) attacks include
SYN attack, ICMP attack, and UDP attack [5]. These
attacks aim to flood the server and make it unavailable to
the legitimate requests. IDPS will detect and block flood
attacks by using state transition analysis.

Well known commercial IDPS products such as those
from Cisco IDS, Snort or Bro can detect these types of
attacks with the help of attack signature matching in cen-
tral databases. IDPS plays a major role in detecting and
blocking attacks. Most inline IDPS sensors offer firewall
capabilities to mitigate the suspicious network activity.

2.2 Detection Techniques by Web Server
And Firewall

This subsection examines how web servers and firewalls
[2] can take over responsibilities of an IDPS. There is a
good body of research showing that web servers provide
effective detection against individual forms of application
layer (app-layer) attacks. For example WebIDS [7] from
IBM Tivoli Risk Manager analyses the Web servers access

log files to detect Web server attacks. Apache server mod-
ules such as mod security, mod evasive, and mod rewrite
[10] can be configured to defend against applayer attacks.
Mod security is as web application firewall designed for
blocking applayer attacks. Mod evasive is an Apache
module used to detect DDoS attacks, the detection is
based on number of single page access per unit time.
Anton et al. [1] deployed a web server to detect cookie
poisoning and SQL injection and stated that server side
detection is more powerful for cross-site scripting than a
firewall. Their approach based on checking the payload
content such as response headers, < Meta tag > and the
number of bytes. Web servers can filter for phishing at-
tacks [8] with the help of blacklisting and whitelisting IP.

Web servers are unsuitable for Net-layer DoS attacks
such as SYN, ICMP and UDP flood attacks. Haining
et al. [5] showed that an advanced firewall is capable of
resisting these types of flooding attacks. Gallagher [3]
stated that instead of using an IDPS, firewalls could be
configured to block Net-layer attacks and also Domain
Name Service (DNS) and Network Time Protocol (NTP)
reflection attacks.

Commercial web application scanners include App-
Scan, WebInspect, Hailstorm, Acunetix WVS. Open
source web application scanners, include Paros and Pan-
tera. These scanners examine the log files from the web
server to detect problems. This is essentially an IDS func-
tion but not a real time thus making them less useful for
directly blocking unwanted traffic.

The literature has outlined the functionality of IDPS
and has shown that all individual app-layer IDPS func-
tions can be moved into the web server, and that indi-
vidual net-layer IDPS functions can be implemented in
a firewall. There is no overarching reasoning as to why
the IDPS is still required. There is no commentary on
the possibility or advantages of completely eliminating an
IDPS.

3 Novel Architecture

Figure 1: Attacks handled by web server and firewall

The literature search showed that many authors have
implemented individual IDPS functions on the firewall or
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Figure 2: Novel architecture

web server. This section will show that the total IDPS
function can successfully split between a web server and
a firewall thus making it possible to eliminate the IDPS.
Furthermore, it will show that this results in real power
and CPU savings even in a cloud environment.

3.1 Eliminating IDPS

Figure 1 illustrates the attacks handled by IDPS can be
splitted between a web server and a firewall. The Apache
web server has powerful modules such as mod status,
mod rewrite, mod evasive, mod clamav, and mod proxy
that can be customised using HTTP variables for effective
detection of attacks.

The detection techniques used by web server modules
are listed in Table 1. The Apache web server is capable of
detecting all types of attacks except network layer attacks,
which the firewall can handle. The first column lists the
common types of attacks. The second column describes
the user activities on each attack. The IDPS detection
and blocking methods on each one is summarized in the
third column.

The last column explores the web server techniques in
handling those attacks. All attacks can be handled by the
web server or firewall thus it is possible to eliminate the
IDPS. In situations requiring very high security the redun-
dancy of having an IDPS may be considered worthwhile
but there are no attacks which and IDPS can handled
that cannot be handled by the web server and firewall
together.

3.2 Power Saving Opportunity

Figure 1 showed that much of the IDPS functionality can
absorbed into the web server and so it is feasible that
the security modules can work at the HTTP, TCP, or
UDP level. This proposed a novel architecture is shown
in Figure 2.

Figure 3: Traditional network design

Figure 4: Novel design

The system receives packets to the TCP, UDP, or
HTTP level and these formed packets are shared be-
tween the applications thus the packets need not to travel
up and down TCP/IP stack, from Ethernet frame to
TCP/UDP and from TCP/UDP back down to Ethernet
frame. Avoiding multiple packet reception and transmis-
sion on each devices results in far less CPU computing
time and the use of far less electrical power. The next
section examines the size of this electrical power saving.

4 Practical Implementation

The basic architecture of a traditional IDPS and web
server is shown in Figure 3 where the ingress and egress
traffic for each network device is at the level of the Eth-
ernet frame. The IDPS used in our work was Snort, and
another called Bro. Section 3.2 showed that this was com-
putational inefficient and proposed a generic solution in
Figure 2. Figure 4 shows how this was implement as a
way to eliminate Bro or Snort when working with Apache.
This novel design has been implemented in our previous
work [14, 15, 16] and further extended in this paper. Our
TDWD is built into the Apache web server and uses a
two-dimensional linklist (client IP and time) with time
based garbage collection. The following rules have been
implemented in TDWD:

• DDoS attack: excessive similar page accesses per sec-
ond, accessing pages at random, and repeatedly ac-
cessing the same page. Blocking rules can be eval-
uated by examining the linklist of accesses for each
user IP.

• Brute Force attack: repeatedly accessing the admin-
istration page.

• Blocking: Blacklisting based on user IP.
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Table 1: Attack methods handled by web server

Figure 5: Bro, Snort and TDWD a comparison

In order to analyse the power savings of the TDWD ap-
proach three experimental setups were devised; the Bro
IDPS running with Apache, the Snort IDPS running with
Apache, and TDWD which integrates into Apache. In or-
der to achieve a realistic comparison each IDPS devices

Figure 6: Power consumption of Bro, Snort and TDWD

was run by itself on the same machine with Apache ac-
tive and servicing packets. The CPU usage is shown in
Figure 5 where the dotted lines are the CPU load of the
individual IDPS devices, and the solid lines show any vari-
ation in the Apache CPU load given the IDPS being used.
Our previous research [16] shows that the CPU usage is
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linearly related to the power consumption. Using a watt
meter we successfully calibrated our computer against this
model which enables the translation of the CPU utiliza-
tion in Figure 5 to real watts in Figure 6. This shows
that at the highest traffic load TDWD consumes 40 watts,
Snort 50 watts, and Bro 65 watts.

Additionally the IDPS programs were configured to
receive the network traffic but do no processing. The
power consumption was proportional to the packets per
second. When the IDPS analysis was added, the power
consumption increased very marginally. The receive pro-
cess, which is dominated by Ethernet frame to TCP/UDP
translation, was responsible for the majority of the power
consumption in the IDPS. To confirm this, the same type
of packet analysis was programmed into TDWD, which
runs inside Apache and inspects the already assembled
HTTP packets. This added functionality marginally in-
creased the power consumption of Apache but this was
under 10% of the power used by Snort or Bro to achieve
the same functionality.

The experimental work has clearly shown that IDPS
functionality can be moved into a web server and that fur-
ther more there is a significant saving in electrical power.
This work points to a general methodology whereby net-
work devices share data at the highest possible level
(HTTP, TCP, or UDP) and do not waste CPU time
and power in unnecessary conversions between Ethernet
frames and higher levels. This approach could be useful
in a wide variety of network designs.

5 Future Work

The TDWD is novel and powerful tool as the link list
of user page requests with time stamping allows complex
DDoS detection rules to be implemented as well as more
basic rules such as blacklisting. There is considerable
scope to develop rules well beyond the simple rules we
have implemented. There is also scope for machine learn-
ing to analyse the link list to detect anomalies caused by
attacks. The TDWD structure is suitable for other re-
search projects, as it will work in a real webserver or in
a cloud network. The focus of this work has been the re-
duction in electrical power usage by allowing networking
devices to share data at the highest possible level, HTTP,
TCP, or UDP. By reducing CPU utilization not only is
power reduced, the speed of network operations should
also be significantly improved. The ability to speed up
network devices in this way and the actual time savings
achievable are an interesting research area. Not only can
networks be made greener, they can be made faster.

6 Conclusion

This paper has examined the literature and has concluded
that an IDPS device can have all its functionality moved
into the firewall or web server thus the IDPS may be re-
moved. An IDPS may be kept for reasons of security re-

dundancy but it is not required as a function. The IDPS
functions that are moved into the web server can be im-
plemented at the UDP, TCP, or HTTP level thus elimi-
nating the repeated conversions between Ethernet frame
and TCP/IP. This results in a useful saving of CPU ca-
pacity and electrical power. In proving that there was a
saving of electrical power, a Two Dimensional Web page
Daemon (TDWD) was developed to hold user access re-
quests so they could be analysed for attacks, particularly
DDoS attacks. This structure has proved to be very use-
ful and may be the basis for developing novel intelligent
attack detection and blocking algorithms.
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Abstract

Jamming is an effective denial-of-service (DoS) attack in
wireless networks due to the open nature of radio propa-
gation. In Jamming attack, the attacker purposely emits
radio signals to corrupt the ongoing communication be-
tween the legitimate transmitter and receiver. Channel
hopping is a feasible link-layer method for preventing jam-
ming attack in wireless communications. In this paper,
we propose a novel channel hopping scheme for jamming-
resistant in wireless communication. In our proposed
scheme, we explore the reciprocity, randomness and spa-
tial uncorrelation of the wireless fading channel to gener-
ate random channel hopping sequences. We evaluate our
channel hopping scheme through real-world experiments
on 802.11a 5 GHz band. Experiment results show that
our scheme is efficient and secure, and achieves higher
channel agreement ratio with almost equally channel dis-
tribution.

Keywords: Channel Hopping; Channel Reciprocity; Jam-
ming Attack; Quantization

1 Introduction

As wireless networks become increasingly popular, the se-
curity and reliability issues attract more and more atten-
tions. Due to the broadcast and open nature of radio
propagation, wireless networks are not only vulnerable
to traditional attacks such as eavesdropping but also to
jamming attacks [24]. Jamming is a very effective denial-
of-service (DoS) attack, in which the attacker purposely
emits radio signals to corrupt the ongoing communica-
tion between a pair of legitimate users [15, 28]. Jamming
resistance is crucial for secure and reliable wireless com-
munication.

The dominantly used approach to cope with jamming
attacks is to employ physical layer techniques such as Di-
rect Sequence Spread Spectrum (DSSS) [1] and Frequency
Hopping Spread Spectrum (FHSS) [19]. These techniques
use identical spreading codes or frequency hopping se-
quences known to both the sender and the receiver but
unknown to jammers to achieve anti-jamming capability.
To do this, both the sender and the receiver need to share
secret keys (such as spreading codes in DSSS or frequency
hopping sequences in FHSS) beforehand and keep them
secret [3]. However, those spread spectrum techniques
employ sophisticated physical-layer, which require more
advanced and expensive transceivers and cannot be em-
ployed in most commodity wireless networks. Moreover,
although the Frequency Hopping was available in the orig-
inal 802.11 standard, it was not incorporated into the sub-
sequent, more popular 802.11a, b and g protocols [16].

An alternative easy-performed method for anti-
jamming is channel hopping (also known as channel surf-
ing), in which legitimate transceivers quickly switch their
communication channels to avoid jamming from attack-
ers [8, 20, 23, 25].

The idea of channel hopping is motivated by frequency
hopping. Channel hopping is similar to frequency hop-
ping in that both of them change frequency during the
communication. However, the difference between them is
that, FHSS, unlike channel hopping, requires specialized
antennas for transmitting and receiving signals. Channel
hopping is a link-layer technology, it is much more feasi-
ble and easily used than FHSS and can be applied to the
existing wireless devices without frequency hopping fea-
tures [20]. Since there are multiple channels are available
for next hopping, the key concern for channel hopping is
to achieve the same channel selection between legitimate
users.
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Similar to FHSS, channel hopping also relies on a se-
cret key shared by sender and receiver to control the chan-
nel selection. This secret key enables the communication
parties to switch channels such that their transmission
becomes unpredictable for a third party, thus reducing
the probability of jamming. Without such a shared se-
cret, it is impossible to establish effective anti-jamming
communication between sender and receiver.

Until now, the requirement of shared keys has been
fulfilled by out-of-band key pre-distribution on the de-
vices. However, this approach suffers from scalability con-
straints in environments where a large number of users
potentially take part in a pairwise communication, and
may not even be feasible in highly dynamic network en-
vironments such as mobile ad hoc networks where two
arbitrary parties usually do not have pre-shared secrets
and they have to talk to each other beforehand to decide
the channel switching sequence. Moreover, an attacker
can compromise the pre-shared key and then jams the
network. When those happen, the communication par-
ties will have to agree on a new secret key in an ad-hoc
manner using the wireless channel.

All these observations lead to the following challenge:
How can two users that do not pre-share any secret key
achieve the channel hopping agreement securely over a
wireless channel in the presence of a jammer? Only when
two legitimate transceivers select the same channel at each
time slot can they successfully communicate.

Some research works resort to Diffie-Hellman key
agreement algorithm or public key encryption (e.g RSA)
to establish a shared secret key over an insecure chan-
nel. However, unfortunately, all these schemes share some
common limitations: (1) They have to split each DH/RSA
message into multiple packets at the sender and reassem-
ble them into meaningful DH/RSA messages at the re-
ceiver due to the constraint of wireless network packet
size. This takes a long time (and sometimes is impos-
sible) for these schemes to finish a DH/RSA key estab-
lishment in presence of jammers [9]. (2) Such methods
consume significant amount of computing resources and
power which might not be available in certain scenarios
(e.g., wireless sensor networks). (3) More importantly,
since they are based on the hardness of a mathematical
problem, they are only computational secure.

Recently, exploiting wireless channel characteristics
(e.g reciprocity, randomness and spatial uncorrelation) to
generate a shared secret key between two legitimate users
has become a promising technique for its high reliability,
easy implementation, and low energy consumption [26].
It provides an excellent approach to the problem of key-
establishment and can even achieve information theoreti-
cal secrecy [14]. However, almost all of these schemes need
extra information reconciliation to correct the quantized
bit errors between two parties [21]. If we try to adopt
these approaches for channel hopping purpose directly,
the extra communication overheads are considerable be-
cause information reconciliation needs many rounds in-
formation exchange and should be performed each time

the channel switches. As a result, it will take a long time
(and sometimes it may be impossible) for these schemes
to finish information reconciliation in the presence of jam-
mers.

In this paper, we propose a novel channel hopping
scheme based on wireless channel characteristics which
is effective and energy-efficient. Our method makes use
of the inherent reciprocity, randomness and spatial un-
correlation of wireless fading channel. In typical wire-
less network environments, the wireless channel between
two users, Alice and Bob, is reciprocal and varies ran-
domly over time and space. Alice and Bob can measure
some wireless channel characteristics (such as received
signal strength indicator (RSSI) [4, 6, 10, 11, 14, 17],
amplitude [13, 22] and phase [5, 12]. The channel reci-
procity theory demonstrates that bidirectional wireless
channel characteristics should be identical between two
transceivers within the channel coherence time. We can
use these measurements as shared random secrets to
achieve the channel selection agreement.

In our approach, the information reconciliation proce-
dure is eliminated, which greatly reduces the communica-
tion overheads and time cost. Therefore, our method is
more energy efficient. Our approach only needs one-time
extra information exchange which happens in the quanti-
zation phase.

Furthermore, due to the spatial uncorrelation of wire-
less channel, as long as the jamming attacker, Eve, is
more than a half-wave-length away from Alice and Bob,
the channel measurements she obtains will be indepen-
dent to that between the legitimate ones. This means
that the attacker can obtain no information about the
channel characteristics between legitimate communicators
because she experiences independent fading [2] and thus
cannot measure the same channel characteristics as Alice
and Bob [14]. To this extent, our channel hopping method
provides a strong security.

We also conduct real-testbed experiments to evaluate
our approach. The results show that with least informa-
tion exchange, we can achieve a channel agreement ratio
higher than 95 % and even 100%.

The rest of this paper is organized as follows. Section 2
introduces the network and adversary model used in our
proposed scheme. Section 3 provides the detailed descrip-
tion of our proposed channel hopping scheme. Section 4
presents the experiment results and performance analysis.
Finally, we conclude the paper in Section 5.

2 Network and Attack Model

We now outline the basic wireless network and jamming
attack model that we use throughout this paper.

2.1 Network Model

Here we consider an ubiqitous Alice-Bob-Eve wireless
communication scenario in Figure 1, in which Alice, Bob
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and Eve are geographically located at different positions.
The legitimate users, Alice and Bob, want to transmit
messages via wireless channel. An jamming-attacker, Eve,
tries to jam the communication between Alice and Bob
by sending random packets (or noise). Both Alice and
Bob have multiple transducers that allow them to work
on multiple channels. In our setting, Alice and Bob each
sends data and ACK packets through the wireless channel
from which they respectively measure the channel charac-
teristic and construct the channel measurements, denoted
by hab and hba. Due to the channel reciprocity, we have
hab ≈ hba when they are conducted during the channel
coherence time. Eve can estimate her channel to Alice or
Bob, however, if Eve is more than λ / 2 ( λ is the wave-
length) away from Alice and Bob, she will experience in-
dependent channel variations, hence, her observations hae
and hbe are sufficiently uncorrelated with hab and hba due
to the spatial variations, e.g., hae 6= hab and hbe 6= hba [2].

If Alice and Bob communicate on a fixed channel, Eve,
could identify the channel used for communication and
then start to jam it indefinitely. Clearly, if the legitimates
wish to continue communication, they must hop to a new
channel. Let l represent the number of channels that
can be utilized between legitimate users. For instance,
l =12 in 802.11a when only non-overlapping channels are
used for communication. The legitimate users may change
channels over time. When such a channel change occurs,
we say that the communication hops between channels.

2.2 Attack Model

Since we focus on message transmissions in the presence
of a jammer, we only consider jamming attacks in this pa-
per. Similar to the assumption in traditional channel hop-
ping schemes [16, 20, 25], instead of considering a power-
ful attacker, we assume that Eve uses the same or similar
hardware as legitimate users in terms of capability, energy
capacity, and complexity, and the power-limited attacker
can jam only one channel at a given time. One reason is
that, to remain inconspicuous, the jammer would need to
jam with conventional (802.11) hardware such as a sin-
gle laptop with one or two wireless interfaces. In many
cases, the attacker launches a jamming through a compro-
mised node. Another reason for such assumption is that
if a jammer is a high-power, broadband capable device, it
can be easily detected by defenders since they violate the
normal communication rules. Eve has the knowledge of
the set of channels used by the sender and the receiver,
and she chooses her jamming strategy depending upon
the information that she obtains about the system.

3 Our Proposed Channel Hopping
Scheme

Our method relies on the reciprocity of channel to achieve
channel agreement, and spatial uncorrelation to prevent
eavesdropping. Let XA = (xA1 , x

A
2 , ......, x

A
n ) be the chan-

�� ���

Figure 1: Wireless communication scenario.

nel measurements recorded by Alice at time t1, t2, ......, tn
respectively, and XB = (xB1 , x

B
2 , ......, x

B
n ) be Bob′s chan-

nel measurements at time t1′ , t2′ , ......, tn′ , where t1 <
t1′ < t2 < t2′ < ...... < tn < tn′ , and xui is the channel
measurement value at time ti or ti′ , u = {A,B}, u = A
represents Alice and u = B represents Bob. According to
the reciprocity of wireless channel, xAi ≈ xBi (1 ≤ i ≤ n),
if they are obtained within the channel coherence time tτ
, i.e, ti′ − ti � tτ . Since the channel variation is mainly
caused by channel fading, it is random and unpredictable.
Moreover, based on the location decorrelation property of
the wireless channel, the attacker Eve cannot observe the
same channel variations as the Alice-Bob channel if she is
located several wavelengths away.

3.1 Channel Hopping Protocol

Suppose that in the initial stage, Alice and Bob
have obtained n channel measurements, Xu =
(xu1 , x

u
2 , ......, x

u
n), u = {A,B} prior to Eve′s arrival. Both

Alice and Bob can use l channels, and their clocks are
synchronized. Our protocol is described as follows.

1) Alice and Bob first quantize their channel measure-
ments into binary bit sequences of length m respec-
tively by performing channel quantization algorithm.
Then they randomly permute the bit positions in
their quantized sequences and obtain the random se-
quence Qu = (qu1 , q

u
2 , ......, q

u
m) ∈ {0, 1}m.

2) Alice and Bob divide their random sequence Qu into
blocks of length l denoted as

Bu0 = (qu0 , q
u
1 , · · · , qul−1)

Bu1 = (qul , q
u
l+1, · · · , qu2l−1)

... =
...

Bubm/lc−1 = (qu(bm/lc−1)l, q
u
(bm/lc−1)l+1, · · · , q

u
bm/lcl−1).

Then Alice and Bob compute a random channel se-
lection sequence CSu = (CSu1 ,CS

u
2 , ......,CS

u
bm/lc−1),

respectively, where CSui = {EBu
i

(i) mod l},
i is the packet sequence number, Bui =
(quil, q

u
il+1, ......, q

u
(i+1)l−1), (0 ≤ i ≤ bm/lc − 1),

and EK(·) is an encryption function.
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3) Both Alice and Bob change their own channels ac-
cording to the random channel selection sequence
CSu (which is unknown to anyone but the two parties
involved).

4) Alice and Bob exchange their packet pair (DATA-
ACK) with the sequence number i using channel CSui .
Once the communication begins, the channel charac-
teristics are recorded and used to calculate the next
round channel choice.

5) If Alice and Bob cannot achieve agreement on one
channel (i.e.CSAi is not equal to CSBi ), both of them
go to the next channel represented by CSui+1.

6) Once the current round channel selection sequence
is used up, Alice and Bob jump to Step 1) to gen-
erate a new channel selection sequence based on the
channel measurements obtained during the current
round, and continue their next round communication
according to the new computed channel selection se-
quence.

3.2 Quantization Algorithm

It is obvious that quantization is a crucial step in our
proposed channel hopping scheme, and the choosing of
the quantization algorithm has a great influence on the
performance of our proposed protocol.

In the quantization stage, both Alice and Bob quan-
tize their channel measurements into binary bit sequence
based on particular thresholds. There are many proposals
of channel quantization. The paper [27] summarizes some
existing quantization methods and evaluates their per-
formance. The difference in these quantization methods
mainly results from their different choices of thresholds
and the different number of thresholds they use. These
quantization methods could generally be classified into
two categories: Single-bit approaches and Multi-bit ap-
proaches [11]. Single-bit approaches quantize each chan-
nel measurement into at most one bit, while Multi-bit
approaches quantize each channel measurement into mul-
tiple secret bits, k-bit (k > 1), but at a cost of higher bit
error rate.

In tradition key generation based on the channel-
characteristic, to achieve an identical shared key between
two legitimate users, an information reconciliation proto-
col should be used to reconcile the bit errors. However,
during information reconciliation phase, Bob and Alice
must exchange reconciliation information on public chan-
nel several times, which is time and energy consumption.
Even worse, information reconciliation leaks some infor-
mation about the secret key which can be used by the
attacker to guess portions of the extracted key, hence, a
privacy amplification protocol will be further applied to
solve this issue, which consumes more time and commu-
nication overheads.

Moreover, with the quantization bit error rate increas-
ing, the subsequence information reconciliation will be-

come more and more difficulty and the whole process of
key generation may even be failure. That is because when
the quantization bit error rate increases, the information
reconciliation protocol has to be performed much more
rounds to eliminate all errors, which will reveal more bits
to the attacker. For example, when the bit error rate
is 0.08 after the quantization phase, the Winnow infor-
mation reconcile protocol should be performed 5 rounds
to eliminate all errors with 57.13% information leaked.
While when the bit error rate is 0.25, the Winnow infor-
mation reconcile protocol should be performed 11 rounds
with 96.77% information leaked [21]. So, the quantization
approaches that exhibit high bit error rate are not useful
in establishing a secret key.

In this paper, since we focus on designing a fast and en-
ergy efficient channel hopping protocol, we try to achieve
channel agreement with high probability without using
information reconcile and privacy amplification. This re-
quires that the bit error rate of the quantization algorithm
should be as low as possible. Our experimental result in
Section 4.1 shows that with l=12, to achieve a channel
agreement ratio higher than 95%, the bit error rate of the
output of quantization should be lower than 0.4%. How-
ever according to our experiment results in Figure 2, none
of multi-bit quantization approaches can achieve such low
bit error rate. Therefore, in this paper, we choose to use
two-threshold single-bit approach since it has lower bit
error rate compared with Multi-bit approaches and other
single-bit approaches [11].

The quantization algorithm used in this paper is de-
scribed as follows.

1) Both Alice and Bob divide the channel measurement
sequence into blocks of length j which is a config-
urable parameter.

2) For each block, they calculate two thresholds: the
upper threshold qu+ and the lower threshold qu− inde-
pendently such that

qu+ = µu + α× σu. (1)

qu− = µu − α× σu. (2)

where µu and σu represent the mean and the stan-
dard deviation of the measurement sequences in the
ith block, and 0 < α < 1 is a parameter which can
be tuned through experiments.

3) Each measurement value xui (1 ≤ i ≤ n) is mapped to
a binary bit via a quantizer Qu(·) as shown in Figure
3, such that measurements below qu− are encoded as
bit 0; measurements above qu+ are encoded as bit 1,
while measurements within the interval [qu−, q

u
+] are

discarded.

Qu(xui ) =


1, if xui > qu+
0, if xui < qu−
e, otherwise

(3)

where e is an undefined state. The superscript u
stands for user and may refer to either Alice, in which
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Figure 2: Bit error rate of different quantization ap-
proaches.
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Figure 3: Bit error rate of different quantization ap-
proaches.

case the quantizer function is QA(·), or to Bob, for
which the quantizer is QB(·).

4) Alice and Bob maintain a list of indexes of discarded
values and exchange it with each other so that they
only keep the ones that they both decide not to drop.

4 Experiment Results and Perfor-
mance Analysis

In this section, we first describe our experiment settings,
and then present the results and the performance of our
scheme.

In our experiment, we make use of the most popular
channel characteristic parameter, RSSI, as the indicator
of the channel because its reading is readily available in
the existing wireless infrastructures. Most of the current
of-the-shelf wireless cards, without any modification, can

measure it on a per packet/frame basis. RSSI can be read
during the preamble stage of receiving an 802.11 frame.
The variation over time of the RSS caused by motion and
multipath fading, can be quantized and used for generat-
ing channel agreement sequences.

It should be noted that our approach is also applicable
to any other parameters of channel characteristic, such as
amplitude or phase, etc.

4.1 Experiment Setup

We conducted our experiments on three laptops (act-
ing as Alice, Bob and Eve) equipped with in-built Intel
PRO/Wireless 3945ABG network cards in a real indoor
environment. Alice is configured as an access point (AP
mode) and remains stationary, while Bob acts as a client
(Station mode) and moves randomly at a speed of about
1m/s . Eve is configured to monitor mode and sits next to
Alice, only about 30 centimeters away. Alice records the
RSSI values of data packets from Bob, and Bob records
the RSSI values of the corresponding MAC layer ACK
packets from Alice. These data and ACK packets are all
for data communication between Alice and Bob.

We perform experiments on 802.11a 5 GHz band be-
cause it has more non-overlapping channels (12 non-
overlapping channels in the 802.11a) than 802.11b/g. We
note that this experiment setting favors the jammer, as
she only needs to scan 12 channels in order to detect the
used channel between legitimate users. The jammer is
guaranteed a direct hit once he locates the channel with
traffic. In our experiments, the residence time that the
legitimate communication stays fixed in a particular chan-
nel is 100 ms.

4.2 Channel Hopping Approach

As introduced in Section 2.1, after the legitimate users
communicate on a single channel for a short period or once
a communication channel is jammed, they must jump to
another new channel to continue the communication. Ac-
cording to the jamming attack style, there are two most
efficient hopping approach for jamming: the reactive hop-
ping and the proactive hopping.

• Reactive hopping approach [24, 25]: the legitimate
users hop to a new channel only after they have de-
tected the presence of a jammer on the current chan-
nel they are using.

• Proactive hopping approach [7]: the legitimate users
hop channels for every t seconds without attempting
to detect the presence or the absence of the jammer
on the current channel and hopping channel.

The advantage of the reactive hopping is the least
hop number per unit time, while the proactive approach
switches hop more often than is necessary. However, the
advantage of the proactive hopping is that since chan-
nel hopping takes place for every t seconds it is difficult
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for the jammer to identify the current channel. It is ro-
bust when appropriate t value is chosen [7]. Moreover, in
the proactive hopping, the legitimate users dont need to
detect the presence of a jammer. In fact, obtaining an ac-
curate estimate of a channel’s status in a short period of
time is not easy. For example, the DOMINO system [18]
as reported requires several seconds to make an accurate
determination of a greedy station. In our experiment, we
make use of the proactive hopping approach. Alice and
Bob switch their channel every 100 ms.

It should be noted that when a pulsing, fast-switching
attacker appears, channel hopping can work in conjunc-
tion with other approaches such as the packet fragmen-
tation and the redundant encoding to defend against this
type of jamming [23].

4.3 Channel Hopping Agreement Ratio
and Distribution of Channel Selec-
tion

We simulate the performance of our proposed channel
hopping scheme with different quantization parameter α.
The experimental results are shown in Figure 4. It is
clear that larger value of α leads to a higher probability
of channel agreement rate. When α = 0.3, our channel
hopping method can achieve a channel agreement ratio
higher than 97%. When α =0.45, the channel agreement
ratio of our method can even achieve 100%.

We also evaluate the channel selection distribution of
our proposed scheme. The experiment results are draw
in Figure 5. From Figure 5, we can see that the hopping
probability on each channel is almost equally distributed.

Additionally, our approach eliminates the information
reconciliation cost and only needs one time extra informa-
tion exchange in the quantization phase. Therefore, our
proposed channel hopping scheme is an effective one and
is more energy efficient.

4.4 Security

As for the security, on the one hand, Eve′s channel mea-
surements do not provide her any useful information
about the measurement sequences XA and XB due to
the spatial uncorrelation. On the other hand, the trans-
mission of position indexes over the public channel in the
quantization phase does not reveal any information about
the quantized bits to Eve either. This is because they con-
tain position indexes only, whereas the generated quan-
tized bits depend upon the values of the channel mea-
surement at those indexes. Further, this guarantees that
Eve cannot use his observations to infer the values of the
channel measurement of Alice or Bob at those indexes

Eve can perform two kinds of Jamming attacks: predic-
tive jamming and reactive jamming [7, 3]. If Eve chooses
to use the predictive jamming, she has two possible strate-
gies. The first is random Jamming. Eve sends jamming
signal on a random channel. In this case, the probability
of Eve selecting the correct channel at random is 1/l. In
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Figure 4: Channel agreement ratio and Eve’s successful
attack ratio as a function of quantization parameter α
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Figure 5: Distribution of channel selection

our experiments, l = 12, and Eve′s random attack success-
ful probability is about 1/12 = 8.33% (Of course, the more
channels legitimate users have, the lower probability Eve
can achieve). By itself, this gives a relatively high chance
of success to the attacker. However, successful jamming
one message gives no advantage for the next, since legit-
imate users will be on a different, unknown channel. If
Eve is more intelligent, she may use the same method as
Alice and Bob to select channel. Eve can also collect the
RSSI sequences by eavesdropping the communication be-
tween Alice and Bob, and then computes the channel hop
sequences following the same steps as our method. We
tested the probability that Eve successfully computes the
channel that Alice and Bob will hop to. The experimental
results are also shown in Figure 4. From the results, Eves
successful attack probability is almost 0, which is even
much lower than the random attack. This demonstrates
that our proposed scheme is also resistant to more sophis-
ticated jammers. Our experiment results also verify that
the channel fading is a random shared secret between Al-
ice and Bob, and Eve almost obtains no useful information
by eavesdropping.

On the other hand, if Eve chooses to use the reactive
jamming attack, she needs to scan all channels first and
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then launches attacks on the channel that legitimate users
are using. The time to scan each channel and the radio
start-up cost in a new channel of 802.11 devices is typi-
cally tens of milliseconds [24]. In our experiments, since
Alice and Bob switch their channel every 100 ms, it is
impossible for Eve to complete scanning before Alice and
Bob switch their channels.

Hence, our proposed scheme is secure and causes no
loss of secrecy.

5 Conclusions

In this paper, we focus on how to protect legitimate trans-
mission from jamming attack by having the legitimate
users hop among channels to hide the transmission from
the jammer. We propose a novel channel hopping scheme
for jamming-resistance based on wireless channel charac-
teristics. We evaluate the proposed scheme through real-
world experiments in terms of the channel agreement rate,
distribution of channel selection and security. The exper-
iment results show that our proposed scheme can work
reliably with high efficiency and that it achieves higher
channel agreement rate with almost equally channel dis-
tribution. Moreover, our scheme is light-weight and easy-
implementable on the current wireless devices. In the
future, we will focus on achieving channel hopping agree-
ment without extra information exchange.
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Abstract

Cloud computing has revolutionized the way the data is
stored, processed and made available. It has evolved in
various forms of utility computing by sharing resources,
infrastructures and data storage facilities and got wide
acceptance because of its services and storage capacities.
But security issues are a major concern in the cloud which
is restricting its use among organizations which deals with
sensitive data such as health care, Pharmaceuticals etc.
and remain one of the greatest inhibitors for the adop-
tion of Cloud computing if the security issues continue.
For data protection, various techniques evolved through
years for Ciphers, Cryptography, Steganography and re-
cently DNA based encryption for security is the trend.
DNA cryptography was a breakthrough in the field of se-
curity which uses bio-molecular concepts and gives us new
hope of unbreakable algorithms but the concepts need to
be exploited more especially in the cloud computing. This
paper discusses cloud computing features, service models,
security issues and proposes a DNA based encryption al-
gorithm for securing data in cloud environment which will
be cost effective and secure by using bio-computational
techniques. The suggested algorithm uses indexing and
DNA steganography techniques along with binary coding
rules which make algorithm secure as it is an additional
layer of biosecurity than conventional cryptographic tech-
niques.

Keywords: Cloud Computing; Confidentiality; Data Secu-
rity; DNA; DNA Encryption Techniques; Integrity

1 Introduction

Cloud computing received relevant diligence and has a
vital role in the growth of information technology as it
provides essential infrastructure, platform and software
as services [13]. Cloud storage enables to handle a large

volume of data which is crucial for business and individu-
als and a solution for storing exploding data. Cloud com-
puting will become an essential part for everyone as the
future is of Big data. The main features of the cloud in-
clude scalability, reliability and availability but same time
information security, privacy and compliance are major
concerns or issues which inhibit the growth and migra-
tion to the cloud by organizations especially those who
deal with sensitive data. Security is always a major con-
cern in Open System Architectures and considering the
threats and vulnerabilities in the cloud various counter-
measures has been proposed till now including crypto-
graphic techniques but still there is a need for novel and
cost effective techniques to thwart the attacks and bio-
computing techniques are a solution to this as it provides
novel and secure techniques which enhances the security
by a bio-layer which is difficult to break.

2 Literature Review

This section discusses various aspects of Cloud Comput-
ing,data security issues and challenges in the Cloud, DNA
computing, DNA, DNA Cryptography and a review of lit-
erature related to these concepts.

NIST defines [11] Cloud computing is a model for en-
abling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal
management effort or service provider interaction. The
cloud model is composed of five essential characteris-
tics which are on-demand self-service,broad network ac-
cess,resource pooling,rapid elasticity and measured ser-
vice, Cloud service models are also known as SPI model.
They are Software as a Service (SaaS), Platform as a Ser-
vice (PaaS) and Infrastructure as a Service (IaaS). De-
pending upon the customer requirements the Cloud ser-
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vices can be deployed as Private cloud,Community cloud,
Public cloud and hybrid cloud [8].

2.1 Security Issues in Cloud

Security issues in the cloud is a major concern and a bar-
rier to its adoption by organizations. The virtualized na-
ture of cloud storage makes the traditional mechanisms
unsuitable for handling the security issues [5, 14, 18].
SaaS relieves the users from tasks like maintenance and in-
stallation of software. It has been used widely all around.
Web 2.0, a key technology towards enabling SaaS and its
usage is increasing drastically by user community. So,
these environments really need a security.

Various security issues exist in cloud some of them are
issues in the network level security, application level secu-
rity but data security is a major concern in the cloud. It
may be the security of data during data transfer, securing
of data leaving a data- center to another data - center or
the data at rest. Data security is most prominent consid-
ering the fact apart from business domains, organizations
which deal with sensitive information such as health care
is also using information technology for providing on time
and better treatment for patients [10].

2.2 Data Storage in Cloud

Data security is a major concern in any technology but
will become a critical aspect when both customer data
and programs are residing at provider premises as in the
case of Cloud. This becomes a major challenge in SaaS
as the data is often processed in plain text and stored in
the cloud and the SaaS users must rely on their providers
for proper security [4, 20, 22]. In [17] reviews the data se-
curity and privacy issues in cloud computing with special
emphasis on data confidentiality, Integrity, and availabil-
ity. The data storage and confidentiality issues are the
major barriers in cloud computing and resolving these
issues by enhanced data protection and encryption tech-
niques increases the user’s trust which in turn removes the
barriers of cloud adoption. Data Integrity and confiden-
tiality are the most critical factors for users storing their
confidential data in the cloud. Encryption techniques
plays a major role in achieving confidentiality whereas
digital signatures play a vital role to achieve data in-
tegrity.

Challenges and issues related to data storage remains
a major threat for cloud adoption as the client will not
have direct control of data stored in the Cloud. Cloud
computing has greater security threats and vulnerable to
attacks if integrity, confidentiality and privacy of the data
is not ensured in the cloud environment. The authors [15]
focuses on the security issues related to the confidentiality
and privacy of the data stored in the cloud. The research
related to data storage and security always emphasizes
the need for novel techniques.

2.3 Aspects of Data Security

There are various aspects of data security that need to be
taken care while migrating to a cloud environment which
includes [3]

• Data-in-transit;

• Data-at-rest;

• Data Lineage;

• Data Remanence;

• Data Provenance.

Data-in-transit is also referred as data in motion and
it has highest security risk in the data security aspects.
The encryption technique used plays a major role along
with a secure transmission protocol secures data to some
extent.

Data-at-rest has security issues especially in a shared
environment, so encrypting data using secure and strong
encryption plays a major role. Data Lineage is critical for
cloud computing as it is tracing the path of data which is
very difficult in distributed environment.

Data Provenance refer to maintaining the integrity of
data which is very important in cloud environment. Data
Remanence refers to the data left out especially due to
transfer of data or its removal. It causes minimal security
but may turn critical for public cloud.

Considering the data security aspects, confidentiality
and integrity are the major concerns for data residing in
Cloud. For securing the data stored in the cloud the ser-
vice providers use various Cryptographic techniques such
as public key encryption, private key encryption and ho-
momorphic encryption of which homomorphic technique
is considered as best for data-at-rest. Security challenges
in the cloud (SaaS) is similar to that of any web applica-
tion technology but traditional security techniques are not
enough to resist attacks and which indicates the need for
innovative and secure technologies. DNA computing tech-
niques can be exploited and applied for securing data in
cloud environment as it provides bio-computational com-
plexity and can be hybridized with conventional encryp-
tion techniques.

2.4 DNA Computing

Biocomputing is a trending concept which has applica-
tion in cryptography to generate secure algorithms us-
ing the computational complexity of biomolecular con-
cepts in addition to conventional cryptographic tech-
niques. Biomolecular encryption techniques have given
rise to a new branch of cryptography, DNA cryptography
as the concepts mainly revolves around DNA and the cen-
tral dogma of molecular biology. DNA, Deoxyribonucleic
acid is a double-stranded helix of nucleotides with each
nucleotide containing one of four bases A, G, C, T where
A stands for adenine, G for guanine, C for cytosine and
T for thymine respectively [2, 9].
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Figure 1: Helical structure of DNA

Figure 1 is the helical structure of DNA, which de-
picts nitrogenous bases, sugar phosphate backbone and
base pair bonding [21]. Figure 2 represents the struc-

Figure 2: Structure of DNA base pairs

ture of DNA base pairs and the bonding between adenine
and thymine, cytosine and guanine [19]. In eukaryotic
genes, the coding regions referred as exons and noncod-
ing regions are introns and the exons are interrupted by
introns. Figure3 shows coding and non -coding regions in
a segment of eukaryotic DNA [7].

2.4.1 DNA Encryption Techniques for Informa-
tion Security

Computational properties of DNA became a new branch
of science and a research area for cryptographers from
1994 when Dr. Leonard M. Adleman used the computa-
tional properties of DNA to solve Hamiltonian path prob-
lem [1]. Research on DNA based encryption techniques
can be broadly classified into three:

• DNA Cryptography;

• DNA Steganography;

Figure 3: Structure coding region in a segment of eukary-
otic DNA

• Pseudo DNA Cryptography.

DNA Cryptography is built on DNA based computa-
tions for encryption and various methodologies for both
Symmetric and Asymmetric DNA cryptography has been
proposed by researchers. The techniques based on bio-
computations got wide acceptance due to secure nature
of algorithms.

DNA Steganography became popular with a patented
technology proposed by Carter Bancroft for hiding mes-
sages. The proposed technique involved concealing a
DNA-encoded message within a genomic DNA sample
followed by further concealment of the DNA sample to
a microdot [6]. DNA Steganography is also considered as
cryptographic technique even though there is no encryp-
tion.Pseudo DNA Cryptography got wide acceptance as it
involves simulation by means of computations and arith-
metic operations on Pseudo DNA instead of using real
DNA with high-tech lab facilities.

DNA digital coding technology denotes the bases A,
C, T, G as 00, 01,10,11 and the binary values can be in-
terchanged with bases and this coding forms the basis of
algorithms using Digital DNA [16]. DNA computing can
be performed in two ways one by the means of biologi-
cal operations using real DNA and the other technique
involves simulation using Digital DNA and Pseudo DNA.

2.5 DNA and Cloud Computing

DNA has an excellent storage capacity of 106 TB in
1gm of DNA, which indicates a few grams of DNA may
have the capacity to store whole data available in the
world [12]. Cloud computing techniques also provide data
storage so instead of using DNA for data storage exploit-
ing DNA based encryption for data stored in the cloud
will be a combination of trending techniques which en-
sures data security, Confidentiality, integrity and authen-
tication are considered as most important aspects of in-
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formation security whereas context is also an important
aspect depending on it, the level required for data secu-
rity will be different. Cryptographic techniques have a
major role in securing data and depending on the context
different encryption techniques can be used. The encryp-
tion techniques are broadly classified as symmetric key
cryptography and asymmetric key cryptography depend-
ing on the context it can be used in conjunction with DNA
computing.

3 Proposed Methodology

In this section, a methodology is proposed for securing
data for cloud storage using DNA based encryption tech-
nique. In this method, DNA based coding, encryption
technique, DNA Steganography and indexing method are
proposed for securing data in the cloud.

The Proposed DNA Cryptography technique is differ-
ent from that of the DNA cryptography which uses real
DNA Sequences or Oligos, as the computations performed
are using the digital DNA. A DNA sequence consists of
four nucleic acid bases A (adenine), C (cytosine), G (gua-
nine), T (thymine), where A and T are complementary,
and G and C are complementary. Table 1 represents one
of the gray coding method used for DNA bases.

Table 1: Binary coding based on DNA

Bases Gray Coding
A 00
G 01
C 10
T 11

Figure4 represents architecture of the proposed DNA
based encryption. Figure 5 represents the sequence di-
agram of the proposed system, where user encrypts the
data and stores encrypted data into cloud. Decryption of
the data is done after retrieving it from the cloud, which
ensures confidentiality of the data as the encryption and
decryption is performed at the client side. Figure6 rep-
resents architecture of proposed DNA based decryption

4 Proof of Concept

Step 1. Let us consider the data to be stored in the cloud
by the user is → MyConfidential Data.

Step 2. Convert the data to be stored into the Binary
form.

MyConfidentialData→ 01001101 01111001 01000011
01101111 01101110 01100110 01101001 01100100
01100101 01101110 01110100 01101001 01100001

Algorithm 1 Data encryption algorithm

1: Begin
2: Input: Data to be stored D,Random DNA R-DNA.
3: Select the data D, which has to be stored securely in

the cloud, Convert the data into binary, say BD’.
4: Convert the binary data into DNA sequence based on

the DNA coding rule as per Table1,which generates a
digital DNA→ D’DNA.

5: Create a random DNA strand by selecting DNA se-
quences from the digital databases→ R-DNA.

6: Select the R-DNA and index it. Select the coding and
non- coding regions randomly or based on the index
values.

7: Convert indexed R-DNA into short fragments based
on the length of D’DNA base pair, and a key value
based on D’DNA.

8: Remove the non-coding region and the generated
DNA sequence is used as a cover for adding D’DNA.

9: Insert the D’DNA into non-coding regions of the gen-
erated R-DNA based on the index positions or ran-
dom position depending on the indexing rule selected.

10: The resultant DNA sequence generated by DNA
Steganography is converted into binary form using the
selected binary rule.

11: Upload the encrypted data in the binary form and
store it in the cloud.

12: Output: Encrypted Data
13: End

Algorithm 2 Data decryption algorithm

1: Begin
2: Input: Encrypted Data.
3: Extract the encrypted data from the cloud which is

in binary form.
4: Apply the selected DNA binary coding rule to the

data and get the data in the form of DNA sequence
which is a combination of R-DNA and D’DNA.

5: Based on the index value position,select the coding
and non-coding regions of the DNA.

6: Retrieve DNA fragments from the non-coding region.
7: Extract and separate D’DNA and R-DNA from the

DNA Sequence.
8: Append the fragments of D’DNA and apply DNA cod-

ing rule to get the binary data.
9: Convert the binary to ASCII.

10: Convert ASCII to text.
11: Generates the original data.
12: Output: Original Data and Random DNA
13: End

01101100 01000100 01100001 01110100 01100001 →
(1).

Step 3. Apply DNA binary Coding as per Table1 to bi-
nary data of Table2 or on (1) generates (2) in DNA
form.A,G,C and T values can be altered and used
as per user convenience depending on the selected
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Table 2: Binary conversion of the data

Data to be stored ASCII Value Binary Value
in the Cloud

My 77 121 01001101 01111001
Confidential 67 111 110 102 105 100 01000011 01101111 01101110 01100110

101 110 116 105 97 108 01101001 01100100 01100101 01101110
01110100 01101001 01100001 01101100

Data 68 97 116 97 01000100 01100001 01110100 01100001

Figure 4: DNA encryption architecture

Figure 5: Sequence diagram of the proposed system

Figure 6: DNA decryption architecture

binary coding for the bases.

Table 3: Binary coding used in the proof

Bases Gray Coding
A 00
G 01
C 10
T 11

GATG GTCG GAAT GCTT GCTC GCGC GCCG
GCGA GCGG GCTC GTGA GCCG GCAG GCTA



International Journal of Network Security, Vol.20, No.3, PP.447-454, May 2018 (DOI: 10.6633/IJNS.201805.20(3).06) 452

GAGA GCAG GTGA GCAG (D’DNA) → (2)

Step 4. Select Random DNA→ R-DNA. The random
DNA is generated by downloading the sequence
available from NCBI. The sequence used in this
study is Reference Sequence,NC 006583.3 Canis lu-
pus familiar is breed boxer chromosome 1, Can-
Fam3.1, whole genome shotgun sequence is down-
loaded and a fragment of the sequence has been se-
lected as R-DNA.A Sample of 32 bases is selected
and indexed. Sample R-DNA selected is: ACT-
GCTGAGAGTTGAGCTCACCCTC AGTCCCT-
CACAGTTCCACACTGCCT

Step 5. Indexing the R-DNA.

A1C2T3G4C5T6G7A8G9A10G11T12

T13G14A15G16C17T18C19A20C21C22C23

T24C25A26G27T28C29C30C31T32

Step 6. Select the coding and non-coding regions ran-
domly or based on the index positions.

Step 7. This sample is demonstrated using a random se-
lection of coding and non-coding regions. Depending
on the security of the data, complexity of the algo-
rithm can be increased by defining index rules.

Step 8. Insert the D’DNA into non-coding regions of R-
DNA. In this sample based on index values the coding
and non-coding regions defined are:

A1C2T3G4C5

→ Coding region

T6G7A8G9A10G11T12T13G14A15

G16C17T18C19A20C21C22C23

→ Non-Coding region

T24C25A26G27T28C29C30C31T32

→ Coding region from the R-DNA

Step 9. Insert D’DNA into respective non-coding index
positions.Random DNA selected act as cover medium
to insert D’DNA and performs DNA steganography.

GATG GTCG GAAT GCTT GCTC GCGC GCCG
GCGA GCGG GCTC GTGA GCCG GCAG GCTA
GAGA GCAG GTGA GCAG → D’DNA Replacing
Non-Coding region bases with 4bases (key value) of
D’DNA per each base of non-coding region:

T6G7A8G9A10G11T12T13G14A15

G16C17T18C19A20C21C22C23 → Cover DNA(non-
coding region)

(GATG)6(GTCG)7(GAAT )8(GCTT )9(GCTC)10
(GCGC)11(GCCG)12(GCGA)13(GCAG)18(GCTA)19
(GAGA)20(GCAG)21(GTGA)22(GCAG)23 → DNA
Steganography.

Key value can be increased depending on the required
security and length of the original data.

Step 10. Generate the DNA Sequence.

A1C2T3G4C5(GATG)6(GTCG)7(GAAT )8(GCTT )9
(GCTC)10(GCGC)11(GCCG)12(GCGA)13(GCGG)14
(GCTC)15(GTGA)16(GCCG)17(GCAG)18(GCTA)19
(GAGA)20(GCAG)21(GTGA)22(GCAG)23T24C25A26

G27T28C29C30C31T32 → In indexed form.

ACTGCGATGGTCGGAATGCTTGCTCGCGCG
CCGGCGAGCGGGCTCGTGAGCCGGCAGGCT
AGAGAGCAGGTGAGCAGTCAGTCCCTCACA
GTTCCACACTGCCT → Stego DNA

Step 11. Convert the DNA Sequence into DNA based
binary coding depending on the coding rule selected.

ACTGCGATGGTCGGAATGCTTGCTCGCGCG
CCGGCGAGCGGGCTCGTGAGCCGGCAGGCT
AGAGAGCAGGTGAGCAGTCAGTCCCTCACA
GTTCCACACTGCCT → Encrypted Data in DNA
form.

00101101100100110101111001010000110110111101
10111001100110011010010110010001100101011011
10011101000110100101100001011011000100010001
10000101110100011000011110000111101010111000
10000111111010001000101101101011 → Encrypted
Data in binary form

Step 12. Store the data into cloud in the binary form
or in integer form by converting the binary data to
integers depending on the convenience of user.

5 Security Analysis

Security analysis of the proposed system is done for in-
tegrity and confidentiality which are considered as major
threats for data stored in the Cloud environment.

5.1 Confidentiality of the Data

In the proposed algorithm to retrieve the encrypted data
user must have the knowledge of selected random se-
quence, non-coding and coding regions, index value, bi-
nary coding rule used for the D’DNA, key value and DNA
Sequence coding which increase the complexity of the al-
gorithm.The knowledge of all these parameters are essen-
tial for recovering or decrypting the original data which
ensures the data confidentiality.

Probability of finding the random DNA sequence
=( 1

163 )× 108× selectingthefragmentbasesofR−DNA
TotalnumberofbasesinselectedGenome

The random sequence is selected from NCBI which has
millions of seq, in the same way millions of sequences
are available in other data bases that can be exploited
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for creating R-DNA which also ensures security as it is
difficult to find the sequence selected for the encryption.

Complexity

= (R−DNA)× (BinarycodingRule)× (index)

×(keyvalue(n))× (knowledgeofintrons(Ki))

×(knowledgeofexons(Ke))

= (
1

163
)× 108

×selectingthefragmentbasesofR−DNA

TotalnumberofbasesinselectedGenome

× 1

24
× (Ini )× (n)× (Ki)× (Ke).

The output of the proposed encryption algorithm can
be saved even in the public cloud without any issues as it
is difficult to break the system considering the computa-
tional complexity and the knowledge factors required.

5.2 Data Integrity Check Using SHA-2

The proposed system can be used as client-side encryp-
tion. To ensure the integrity of the data the user can
generate a hash of the encrypted data and store it in a lo-
cal repository. After retrieving data from the cloud each
time user can compute the hash of data and can be com-
pared with the hash value value stored in the local hash
repository to ensure data integrity.

Figure 7: Sequence diagram for data integrity check

The proposed technique is feasible and easy to use
and ensures the data integrity using hashing technique.
Figure 7 is depicting the sequence diagram of the pro-
posed system for data integrity check. SHA-256 is
the suggested one as it is collision resistant. The
hash value computed for the encrypted data using pro-
posed methodology is df1140d3a68f05e6bccb16df7fa10f1
b404d487994f5d441a9d8621549e0c685.

6 Conclusions and Future Work

Cloud computing is not widely accepted or restricted in
few domains because of the security issues related to data

Table 4: Hash value generated for data integrity check

Encrypted Data SHA-2
0010110110010 df1140d3a
011010111100 68f05e6bcc
1010000110110 b16df7fa1
11110110111001 0f1b404d48
10011001101001 49e0c6850
01100100011001
01011011100111
010001101001011
000010110110001
000100011000010
111010001100001
1110000111101010
111000100001111
110100010001011
01101011

storage. In this paper, a DNA based encryption tech-
nique is proposed for storing data securely in the cloud
especially in the public cloud where data storage is a ma-
jor concern and for SaaS users where security is a major
concern. The technique will provide enhanced security as
it adds the computational complexity by using biocom-
puting techniques in addition to Cryptography and user
can check the integrity of the data without relying on the
third party.

The proposed DNA Cryptography is a novel encryp-
tion technique for secure storage of data in the cloud en-
vironment, the method is still primitive, but using DNA
cryptography for cloud has great Scope considering the
importance of cloud storage in the Industries and day to
day life. Everywhere data is bombarding in the form of
images, videos and other digital forms. So, a platform for
storage is very essential and DNA encryption is a trend-
ing concept which is going to dominate the security world
in the future.
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Abstract

In recent years, Differential Fault Analysis (DFA) has
been proven as the most efficient technique to attack
any block cipher by introducing a computational error.
In this paper, a new Substitution Permutation Network
(SPN) type architecture is proposed which has better re-
sistance against DFA as compared to Advanced Encryp-
tion Standard (AES). The proposed architecture is similar
to AES except round key mixing function. Here, round
key is mixed with round output, using nonlinear vectorial
Boolean function called ‘Nmix’. Using 4 faulty-fault free
ciphertext pairs, 32 bits of 10th round key is retrieved by
injecting a random byte fault at the input of 9th round.
The computational complexity will be in the order of 236

to obtain 128 bits 10th round key. Total 16 numbers of
faulty and fault free ciphertext pairs are required. Simi-
larly, when a fault is injected at the input of 8th round,
then the 10th round key is obtained with computational
complexity of 253 and 20 numbers of faulty-fault free ci-
phertext pairs are required.

Keywords: Block Cipher; Fault Attack; Nonlinear Boolean
Function; Substitution and Permutation Network

1 Introduction

Cryptography is an important mathematical tool which
is used to provide security in several systems like e-
Commerce, RFID, sensor network, mobile phones, smart
cards, personal digital assistants (PDAs) etc. Crypto-
graphic algorithms are mainly used to satisfy a subset
of four cryptographic properties namely confidentiality,
message integrity, authentication and non repudiation.
For high speed applications algorithms are usually im-
plemented in hardware. But when implemented in ASIC
or FPGA, mathematical security of cryptographic algo-

rithms are not sufficient and hence susceptible to fault
attack. The fault is introduced by attacker during the
execution of cryptographic algorithm to derive the secret
key. This type of fault attack was introduced by Boneh,
DeMillo and Lipton [8, 9]. Subsequently Differential Fault
Analysis (DFA) on secret key cryptosystem has been dis-
cussed by Biham et al. in [6]. They shows lower complex-
ity compared to simplified fault attack.

The US National Institute of Standard and Technol-
ogy (NIST) selected Rijndael as the Advanced Encryp-
tion Standard (AES) in 2000 [11]. This algorithm has
been adopted as a world wide standard for symmetric
key encryption. Till date, fault based attack on advanced
encryption algorithm has lowest computational complex-
ity compared to all other attacks. Presently very low cost
methods are used for fault injection such as variation of
supply voltages, clock glitches, temperature variation, UV
light radiations etc. Optimal fault injection method has
been reported in [21]. How to find key from algebraic
equation, is discussed in [15]. Fault attack by inducing
byte level fault at the input of 9th round of AES has been
reported in [16], where 250 faulty ciphertexts are needed
to recover the key. DFA against AES analyzed by Dusart
et al. in [7]. They show that by injecting fault at byte
level in the 8th round and 9th round, the attacker can de-
rive the key using 40 ciphertext pairs. A survey on fault
attack against AES and their counter measures are dis-
cussed in [2]. Several counter measures are proposed to
resist fault attack on hardware implementation of block
cipher AES. Counter measure techniques are hardware
redundancy, time redundancy, information redundancy
and hybrid redundancy. Differential Fault Analysis on
ultra-lightweight cipher PRESENT, has been delineated
in [10]. To recover the secret key, it takes 2 faulty en-
cryptions and an exhaustive search of 216. An improved
fault attack against Eta Pairing is described in [13]. An
improved fault attack against Miller’s algorithm has been
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presented in [14]. Differential power attack resistant Ri-
jndael circuit is presented in [1]. In [20], it is shown that,
by introducing fault at byte level in the 8th round and
9th round of 128 bits AES algorithm, attacker can eas-
ily recover the total key using two faulty ciphertexts. A
fault based attack on a modified version of AES called
MDS-AES has been reported in [12], where one pair of
faulty-fault free ciphertext are used to derive 10th round
key with a computational complexity of 216. A complete
differential fault analysis against LS-designs and on other
families of SPN-based block ciphers have been shown in
[17]. They have also validated DFA using a practical ex-
ample of hardware implementation of SCREAM running
on an FPGA. In [24, 19], the block cipher key were de-
duced by inducing a single random byte fault at the input
of the eighth round of the AES algorithm. By exploiting
the key-scheduling algorithm, DFA on AES reported in
[23, 22]. It takes two faulty ciphertexts and a brute force
search of 48 and 40 bits respectively.

In this paper, a modified SPN-type architecture has
been proposed to strengthen it against fault attack
without affecting area and time significantly. Here XOR
operation in AddRoundKey step is replaced by a Boolean
nonlinear Nmix function [4]. Effectiveness of the pro-
posed architecture is then analysed against fault attack,
by introducing a random byte fault at the input of 9th

round and 8th round. The attacker has to search for 236

times to obtain the desired 128 bit key. Also 16 numbers
of faulty-fault free ciphertext pairs are necessary, which
is much greater than the complexity of attacking original
AES. When a random byte fault is introduced at the
the input of 8th round, then to recover 32 bits key it
takes 5 faulty ciphertext pairs. So, the attacker has to
search for approximately 253 times to obtain the 128 bits
key and 20 faulty-fault free ciphertext pairs are necessary.

This paper is organized as follows. Following the intro-
duction, a description of proposed SPN type block cipher
algorithm is given in Section 2. Fault analysis on proposed
SPN-type architecture when fault is injected at the input
of 9th and 8th round have been discussed in Sections 3
and 4 respectively. Comparison with existing works is
discussed in Section 5. Finally the paper is concluded in
Section 6.

2 Description of SPN Type Block
Cipher Algorithm

The description of AES-Rijndael algorithm has been pro-
vided in detail by Daemen et al. in [11]. The pro-
posed SPN type architecture is a modified version of AES-
Rijndael algorithm. In the proposed architecture, Sub-
Byte, ShiftRow and MixColumn operations are exactly
same as in AES. Only round key mixing operation of AES
has been modified where XOR operation is replaced by
Nmix. In this algorithm, key size and block size are 128
bits. Similar to AES, the 128 bits message block is ar-

ranged as a 4 × 4 array of bytes. The elements of the
matrix are represented by variables sij where 0 ≤ i ≤ 3
and 0 ≤ j ≤ 3 where i, j denoting the row and column
indexes of the state matrix. Number of round is 10 and
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Figure 1: Block diagram of SPN type block cipher algo-
rithm

in each round key is generated from cipher key by key
expansion algorithm. At the end of 10th round ciphertext
is generated. Similar to AES-128, round 1-9 consists of
SubByte, ShiftRow, MixColumn and Round Key Mixing.
Round 10 consists of following 3 operations: SubByte,
ShiftRows and Round Key Mixing. Basics of each func-
tional block is as follows
SubBytes: This is a non linear substitution step where
each byte is replaced by a new byte.
ShiftRows: In this step 2nd, 3rd and 4th rows are circu-
lar shifted left by 1, 2 and 3 bytes respectively. First row
remains unchanged.
MixColumns: Here the four bytes of each column of the
state matrix are multiplied by the following matrix.

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02


Round Key Mixing: In each round the correspond-
ing byte of state matrix are mixed with the generated
roundkey. A non linear function Nmix is used here in Ad-
dRoundKey step of encryption. For decryption, the In-
verse Nmix (INmix) is used. Details of Nmix and INmix
has been discussed in [4]. In [5], Nmix function is used
to design an integrated scheme for error correction and
message authentication. In [3] nonlinear mixing function
Nmix has been used to design the block cipher HDNM8.
For the sake of completeness, an overview of Nmix and
INmix is given in the following subsections.
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2.1 Nonlinear Mixing (Nmix) Function

It operates on two n-bit variables X = (xn−1xn−2....x0)
and K = (kn−1kn−2....k0) and produces an n-bit output
Y = (yn−1yn−2....y0) where the each output bit yi and
carry bit ci are defined as

yi = xi ⊕ ki ⊕ ci−1

ci =

i⊕
j=0

xjkj ⊕ xi−1xi ⊕ ki−1ki (1)

where 0 ≤ i ≤ n− 1, c−1 = 0, x−1 = 0, k−1 = 0 and ci
is the carry propagated from bit position ith to (i + 1)th.
The end around carry cn−1 is ignored. Each output yi is
balanced for all 0 ≤ i ≤ n− 1.

In case of function Nmix, output XOR difference is
not equal to input difference (XOR) when single input
changes i.e Nmix(A,K) ⊕ Nmix(B,K) 6= A ⊕ B where
A, B and K are three n-bit variables. This property of
Nmix function is utilized to strengthen proposed SPN-
type architecture against fault attack.

2.2 Inverse Nonlinear Mixing (INmix)
Function

INmix takes two n-bit variables Y = (yn−1yn−2....y0) and
K = (kn−1kn−2....k0) as inputs and produces an n − bit
output X = (xn−1xn−2....x0), where each output bit xi

and carry di are defined as

xi = yi ⊕ ki ⊕ di−1

di =

i⊕
j=0

xjkj ⊕ xi−1xi ⊕ ki−1ki (2)

where 0 ≤ i ≤ n− 1, d−1 = 0, x−1 = 0, k−1 = 0 and di
is the carry propagated from bit position ith to (i + 1)th.
The end around carry dn−1 is ignored.

3 Fault Attack on Ninth Round
of Proposed SPN-type Archi-
tecture

In this section, a single random non zero byte fault is in-
duced in the first byte of 9th round input. Propagation of
fault is shown in Figure 2. After SubBytes operation, in-
jected fault f has been change to f

′
. Fault remains in the

same position after ShiftRows and after MixColumns, it
is distributed within 4 bytes of 1st column. If the attacker
wants to retrieve 128 bit key then 4 byte faults have to
be injected at 1st, 5th, 9th and 13th bytes respectively.
Assume a fault is injected at the first byte of 9th round
input and let the expressions of CT1 and CT2 are

CT1 =


y0 y4 y8 y12
y1 y5 y9 y13
y2 y6 y10 y14
y3 y7 y11 y15



CT2 =


(y0 + F1) y4 y8 y12

y1 y5 y9 (y13 + F2)
y2 y6 (y10 + F3) y14
y3 (y7 + F4) y11 y15


The associated keys K9 and K10 of 9th and 10th round
are considered as

K9 =


k90 k94 k98 k912
k91 k95 k99 k913
k92 k96 k910 k914
k93 k97 k911 k915



K10 =


k100 k104 k108 k1012
k101 k105 k109 k1013
k102 k106 k1010 k1014
k103 k107 k1011 k1015


From the fault pattern shown in Figure 2, following equa-
tions are constructed

[(INmix(ISB(INmix(y0, k100)), k90))⊕
(INmix(ISB(INmix(y0 + F1), k100)), k90)] =

2[(INmix(ISB(INmix(y13, k1013)), k91))⊕
(INmix(ISB(INmix(y13 + F2), k1013)), k91)]

(3)

(INmix(ISB(INmix(y13, k1013)), k91))⊕
(INmix(ISB(INmix(y13 + F2), k1013)), k91) =

(INmix(ISB(INmix(y10, k1010)), k92))⊕
(INmix(ISB(INmix(y10 + F3), k1010)), k92)

(4)

[(INmix(ISB(INmix(y7, k107)), k93))⊕
(INmix(ISB(INmix(y7 + F4), k107)), k93)] =

3[(INmix(ISB(INmix(y13, k1013)), k92))⊕
(INmix(ISB(INmix(y13 + F2), k1013)), k92)]

(5)

In Equations (3), (4) and (5) the keys k100, k107, k1010,
k1013 are the 10th round keys and k90, k91, k92 and k93
are the 9th round keys. From Equations (3), (4) and (5)
4 bytes of 10th round keys can be recovered. Similarly, if
an attacker injects a non zero random fault at 5th byte,
then another 32 bits key is obtained. Assuming CT3 be
a fault free ciphertext and CT4 the corresponding faulty
ciphertext and expressions of CT3 and CT4 are

CT3 =


y0 y4 y8 y12
y1 y5 y9 y13
y2 y6 y10 y14
y3 y7 y11 y15
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Figure 2: Fault propagation when fault is injected at the 1st byte of 9th round input

CT4 =



y0 (y4 y8 y12
+G1)

(y1 y5 y9 y13
+G2)
y2 y6 y10 (y14

+G3)
y3 y7 (y11 y15

+G4)


Following equations are formulated using CT3 and CT4.

(INmix(ISB(INmix(y4, k104)), k94))⊕
(INmix(ISB(INmix(y4 + G1), k104)), k94)] =

3[(INmix(ISB(INmix(y14, k1014)), k96))⊕
(INmix(ISB(INmix(y14 + G3), k1014)), k96)]

(6)

(INmix(ISB(INmix(y14, k1014)), k96))⊕
(INmix(ISB(INmix(y14 + G3), k1014)), k96) =

(INmix(ISB(INmix(y11, k1011)), k97))⊕
(INmix(ISB(INmix(y11 + G4), k1011)), k97)

(7)

[(INmix(ISB(INmix(y1, k101)), k95))⊕
(INmix(ISB(INmix(y1 + G2), k101)), k95)] =

2[(INmix(ISB(INmix(y14, k1014)), k96))⊕
(INmix(ISB(INmix(y14 + G3), k1014)), k96)]

(8)

From Equations (6), (7) and (8) another 4 bytes of 10th

round keys k101, k104, k1011, k1014 can be recovered. Sim-
ilarly if the attacker inject a non zero random fault at 9th

byte then another 32 bits key is obtained. From the fault
propagation, following equations are constructed.

[(INmix(ISB(INmix(y5, k105)), k99))⊕
(INmix(ISB(INmix(y5 + H2), k105)), k99)] =

3[(INmix(ISB(INmix(y8, k108)), k98))⊕
(INmix(ISB(INmix(y8 + H1), k108)), k98)]

(9)

(INmix(ISB(INmix(y15, k1015)), k911))⊕
(INmix(ISB(INmix(y15 + H4), k1015)), k911) =

(INmix(ISB(INmix(y8, k108)), k98))⊕
(INmix(ISB(INmix(y8 + H1), k108)), k98)

(10)

[(INmix(ISB(INmix(y2, k102)), k910))⊕
(INmix(ISB(INmix(y2 + H3), k102)), k910)] =

2[(INmix(ISB(INmix(y8, k108)), k98))⊕
(INmix(ISB(INmix(y8 + H1), k108)), k98)]

(11)

From Equation (9), (10) and (11) another 4 bytes 10th

round keys k102, k105, k108, k1015 can be recovered. Simi-
larly if the attacker inject a non zero random fault at 13th

byte then another 32 bits key can be obtained.
Following equations are constructed employing fault

propagation diagram

[(INmix(ISB(INmix(y6, k106)), k914))⊕
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(INmix(ISB(INmix(y6 + I3), k106)), k914)] =

3[(INmix(ISB(INmix(y12, k1012)), k912))⊕
(INmix(ISB(INmix(y12 + I1), k1012)), k912)]

(12)

(INmix(ISB(INmix(y12, k1012)), k912))⊕
(INmix(ISB(INmix(y12 + I1), k1012)), k912) =

(INmix(ISB(INmix(y9, k109)), k913))⊕
(INmix(ISB(INmix(y9 + I2), k109)), k913)

(13)

[(INmix(ISB(INmix(y3, k103)), k915))⊕
(INmix(ISB(INmix(y3 + I4), k103)), k915)] =

2[(INmix(ISB(INmix(y12, k1012)), k912))⊕
(INmix(ISB(INmix(y12 + I1), k1012)), k912)]

(14)

Similarly, another 4 bytes of 10th round keys k103, k106,
k109, k1012 can be recovered by the attacker employing
Equations (12), (13) and (14).

3.1 Working Example

An example is provided in this subsection. Here a fault is
injected at 1st byte of 9th round input. Assume PT1 is a
given plaintext

PT1 =


2f cb c7 9e
28 a0 81 23
8e 9f bd 5b
28 3e e4 4b


and the cipher key K0 is as follows

K0 =


c7 bd d7 be
9b d9 9b 9c
da cd 6c fa
bc 28 f8 9c


The 9th round key is obtained by employing AES key
expansion algorithm is as follows

K9 =


af 35 24 90
f0 fa 45 99
a7 87 34 33
d8 17 be 59


and the 10th round key is as follows

K10 =


77 42 66 f6
33 c9 8c 15
6c eb df ec
b8 af 11 48


Corresponding fault free ciphertext is as follows

CT1 =


ca ea 6f 6d
fe cb 3f 16
27 89 26 6d
8a 62 2e d0



The corresponding faulty ciphertext after injecting fault
at 1st byte of 9th round is as follows

CT
′

1 =


71 ea 6f 6d
fe cb 3f a6
bb 71 8e 11
8a bd 2e d0


Bolded bytes show how the faults have been propagated
in the ciphertext.

Let another plaintext be

PT2 =


a8 f4 bc 6c
cd c3 76 aa
e7 80 af d5
0b a1 9a e1


The corresponding ciphertext is for the same cipher key
is

CT2 =


eb 8d 5a 15
c6 cd a4 ba
27 89 26 6d
af ae b3 1b


The corresponding faulty ciphertext after injecting fault
at 1st byte of 9th round input is as follows

CT
′

2 =


75 8d 5a 15
c6 cd a4 2e
27 89 0a 6d
af 86 b3 1b


First by using equation 3 and a pair of faulty-fault free
ciphertext, set of k90, k91, k100, k1013 values are obtained.
Then by using another faulty-fault free ciphertext pair an-
other set of values of k90, k91, k100 and k1013 are obtained
which are satisfying Equation (3). Intersection of these
two sets produces a reduced set of values k90, k91, k100
and k1013. A third set of k90, k91, k100, k1013 values are
obtained from another pair of faulty-fault free ciphertext
and reduced key set and then by intersecting more reduce
key set is obtained. And finally using 4th pair of cipher-
text, a set of k90, k91, k100, k1013 values are obtained and
set of values obtained in previous step are intersected to
obtain correct 10th round 16 bits key.

In this way, employing Equations (4) and (5) and 4
faulty-fault free ciphertext pairs similar analysis is done
and finally, four bytes k100, k107,K1010 and K1013 of 10th

round keys are obtained correctly.
To recover the set of k100, k107, k1010, k1013 keys, it

needs computational complexity of 4× 232 i.e. 234. Com-
putational complexity of 16 × 232 i.e. 236 is required to
obtain 128-bits key.

4 Fault Attack on Eighth Round
of Proposed SPN Architecture

In proposed SPN architecture, a non-zero fault has been
induced at the input of 8th round. After 8th round Mix-
Column step, the fault is distributed into 4 bytes. Again
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Figure 3: Fault propagation when fault is injected at the input of 8th round

after MixColumn step of 9th round the fault is spreaded
throughout all the bytes of state matrix as shown in Fig.3.

Assume CT1 is a fault free ciphertext

CT1 =


x0 x4 x8 x12

x1 x5 x9 x13

x2 x6 x10 x14

x3 x7 x11 x15


If CT2 is the corresponding faulty ciphertext, then it can
be expressed in following matrix form

CT2 =


x0 + F0 x4 + F4 x8 + F8 x12 + F12
x1 + F1 x5 + F5 x9 + F9 x13 + F13
x2 + F2 x6 + F6 x10 + F10 x14 + F14
x3 + F3 x7 + F7 x11 + F11 x15 + F15


Let the associated round keys are K8, K9 and K10 in 8th,
9th and 10th rounds respectively

K8 =


k80 k84 k88 k812
k81 k85 k89 k813
k82 k86 k810 k814
k83 k87 k811 k815



K9 =


k90 k94 k98 k912
k91 k95 k99 k913
k92 k96 k910 k914
k93 k97 k911 k915



K10 =


k100 k104 k108 k1012
k101 k105 k109 k1013
k102 k106 k1010 k1014
k103 k107 k1011 k1015


From the fault pattern, following equations are con-
structed

[INmix(a, k80)⊕ (INmix(b, k80))] =

2[INmix(c, k81)⊕ INmix(d, k81)] (15)

Where,
a = (ISB((INmix(ISB(INmix(x0, k100)), k90))),
b = (ISB((INmix(ISB(INmix(x0 + F0), k100)), k90))
c = (ISB((INmix(ISB(INmix(x13, k1013)), k91) and
d = ISB((INmix(ISB(INmix(x13 + F13), k1013)), k91))

(INmix(e, k81)⊕ (INmix(f, k81) =

(INmix(g,K82)⊕ (INmix(h,K82)

(16)

Where,
e = ISB(INmix(ISB(INmix(x13, k1013)), k91)),
f = ISB(INmix(ISB(INmix(x13 + F13), k1013)), k91),
g = ISB(INmix(ISB(INmix(x10, k1010)), k92)) and
h = ISB(INmix(ISB(INmix(x10 + F10), k1010)), k92).

[(INmix(i, k83)⊕ (INmix(j, k83)] =
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3[(INmix(k,K81)⊕ (INmix(l,K81)]

(17)

Where,
i = ISB(INmix(ISB(INmix(x7, k107)), k93)),
j = ISB(INmix(ISB(INmix(x7 + F7), k107)), k93),
k = ISB(INmix(ISB(INmix(x13, k1013)), k91)) and
l = ISB(INmix(ISB(INmix(x13 + F13), k1013)), k91).
Five pairs of fault free-faulty ciphertexts are needed to
recover 32 bits of 10th round key. To recover 32 bits key,
computational complexity of 5 × 248 i.e. 251 is required.
From the fault distribution, similarly another set of 9
equations can be constructed and from these equations,
rest of the keys can be recovered. To recover 128 bits 10th

round keys, total 20 faulty-fault free ciphertext pairs are
necessary and computational complexity is 20 × 248 i.e.
253.

5 Comparison with Existing
Works

In this section, a comparison is provided in terms of fault
model, fault location, number of faulty encryptions and
computational complexity, of our work and with the works
reported in [7, 15, 16, 19, 20]. Existing related works ei-
ther based on byte level or bit level fault model. Our
work is based on byte level fault model. From Table 1,
it is observed that in proposed architecture, 16 and 20
faulty-fault free ciphertext pairs are necessary to mount
fault attack by injecting fault at the input of 9th and 8th

round respectively. Also fault attack complexity in pro-
posed scheme is relatively higher than that of AES [19].
Fault attack on AES [19] requires minimum 2 faulty-fault
free ciphertext pairs with complexity 232. Fault attack on
MDS-AES [12] needs 2 faulty cipher text pairs with brute-
force search of complexity 216. Whereas to mount fault
attack on proposed SPN-type architecture minimum 16
faulty-fault free ciphertext pairs are necessary with com-
plexity 236.

6 Conclusion

In this paper, a new SPN-type architecture has been pro-
posed to improve the security of block cipher against fault
attack. Here, instead of linear round key mixing function,
first time effect of nonlinear round key mixing function
is used and analysed, to protect fault attack. Proposed
architecture also provides better security against fault at-
tack compared to AES. To derive 128 bits 10th round key
it needs computational complexity of 236 and 16 faulty-
fault free ciphertext pairs, when fault is injected at input
of 9th round. When a fault is introduced at input of 8th

round then it needs computational complexity of 253 and
20 faulty-fault free ciphertext pairs, to recover 128 bits of
10th round key.

References

[1] M. Alam, S. Ghosh, D. R. Choudhury, and I. Sen-
gupta, “First-order DPA vulnerability of Rijndael:
Security and area-delay optimization trade-off,” In-
ternational Journal of Network Security, vol. 15, no.
3, pp. 219-230, 2013.

[2] S. Ali, X. Guo, R. Karri, and D. Mukhopadhyay,
“Fault attacks on AES and their countermeasures,”
in Secure System Design and Trustable Computing,
pp. 163-208, 2016.

[3] J. Bhaumik, D. R. Chowdhury, “HDNM8: A round-
8 high diffusion block cipher with nonlinear mixing
function,” Springer Proceedings in Mathematics and
Statistics, vol. 91, pp. 41-55, 2013.

[4] J. Bhaumik, D. R. Chowdhury, “NMIX: An ideal
candidate for key mixing,” in Proceedings of the In-
ternational Conference on Security and Cryptogra-
phy, pp. 285-288, 2009.

[5] J. Bhaumik, D. R. Chowdhury, “An integrated ECC-
MAC based on RS code,” Transactions on Compu-
tational Science, LNCS 5430, pp. 117-135, 2009.

[6] E. Biham, A. Shamir, “Differential fault analysis of
secret key cryptosystems,” in Annual International
Cryptology Conference (CRYPTO’97), LNCS 1294,
pp. 513-525, 1997.

[7] J. Blomer, J. P. Seifert, “Fault based cryptanaly-
sis of the advanced encryption standard (AES),” in
International Conference on Financial Cryptography
(FC’03), pp. 162-181, 2003.

[8] D. Boneh, R. A. DeMillo, R. J. Lipton, “On the im-
portance of eliminating errors in cryptographic com-
putations,” Journal of Cryptology, vol. 12, pp. 241-
246, 2001.

[9] D. Boneh, R. A. DeMillo, R. J. Lipton, “On the
importance of checking cryptographic protocols for
faults,” in International Conference on the Theory
and Applications of Cryptographic Techniques (EU-
ROCRYPT’97), LNCS 1233, pp. 37-51, 1997.

[10] J. Breier, W. He, “Multiple fault attack on
PRESENT with a hardware trojan implementation
in FPGA,” in International Workshop on Secure In-
ternet of Things (SIoT’15), pp. 58-64, 2015.

[11] J. Daemen, V. Rijmen, The Design of Rijndael,
Springer, Heidelberg 2002.

[12] S. Das, J. Bhaumik, “A fault based attack on MDS-
AES,” International Journal of Network Security,
vol. 16, no. 3, pp. 193-198, 2014.

[13] Y. Dou, J. Weng, Y. Wei, and C. Ma, “Improved
fault attack against Eta pairing,” International Jour-
nal of Network Security, vol. 16, no. 1, pp. 71-77,
2014.

[14] Y. Dou, J. Weng, Y. Wei, and C. Ma, “Fault at-
tack against Miller’s algorithm for even embedding
degree,” International Journal of Network Security,
vol. 16, no. 3, pp. 199-207, 2014.

[15] P. Dusart, G. Letourneux and O. Vivolo, Differential
Fault Analysis on A.E.S., 2002. (http://eprint.
iacr.org/2003/010)



International Journal of Network Security, Vol.20, No.3, PP.455-462, May 2018 (DOI: 10.6633/IJNS.201805.20(3).07) 462

Table 1: Comparison of Fault attack on AES with our proposed SPN type architecture accomplishing properties of
the encryption function

Reference Fault Model Algorithm Fault Location No. of Faulty Complexity
Encryptions

[7] Force 1 bit to 0 AES Chosen 128
[7] Implementation AES Chosen 256

Dependent
[16] Switch 1 bit AES Any bit of chosen bytes 50
[16] Disturb 1 byte AES Anywhere among 4 bytes 250
[15] Disturb 1 byte AES Anywhere between 40

last two MixColumn
[20] Disturb 1 byte AES Anywhere between 7th round 2

and 7th round MixColumn
[19] Disturb 1 byte AES Anywhere between 7th round 2 232

and 7th round MixColumn
[12] Disturb 1 byte MDS-AES Input of 9th round 2 216

This paper Disturb 1 byte Proposed SPN Input of 9th round 16 236

This paper Disturb 1 byte Proposed SPN Input of 8th round 20 253

[16] C. Giraud, “DFA on AES,” Cryptology ePrint
Archive, Report 2003/008.

[17] B. Lac, A. Canteaut, J. J. A. Fournier, DFA
on LS-designs with a Practical Implementation on
SCREAM (extended version), Dec. 25, 2017. (http:
//eprint.iacr.org/2017/076.pdf)

[18] A. Mirsaid, T. Gulom, “The encryption algo-
rithm AES-RFWKPES32-4,” International Journal
of Electronics and Information Engineering, vol. 5,
no. 1, pp. 20-29, 2016.

[19] D. Mukhopadhyay, “An improved fault based attack
of the advanced encryption standard,” in Advances
in Cryptography (AFRICACRYPT’09), LNCS 5580,
pp. 421-434, 2009.

[20] G. Piret, J. J. Quisquater, “A differential fault attack
technique against SPN structures, with application
to the AES and Khazad,” in International Workshop
on Cryptographic Hardware and Embedded Systems
(CHES’03), pp. 77-88, 2003.

[21] S. Skorobogatov, R. Anderson, “Optical fault in-
duction attacks,” in International Workshop on
Cryptographic Hardware and Embedded Systems
(CHES’02), pp. 2-12, 2003.

[22] J. Takahashi, T. Fukunaga, Differential Fault Anal-
ysis on the AES Key Schedule, 2007. (http://
eprint.iacr.org/2007/480)

[23] J. Takahashi, T. Fukunaga, K. Yamakoshi, “DFA
mechanism on the AES schedule,” in Proceedings of
4th International Workshop on Fault Detection and
Tolerance in Cryptography, pp. 27-41, 2007.

[24] M. Tunstall, D. Mukhopadhyay, S. Ali, “Differential
fault analysis of the advanced encryption standard
using a single fault,” Information Security Theory
and Practice, vol. 6633, pp. 224-233, 2011.

Biography

Gitika Maity is currently working as an Asistant Pro-
fessor in the Department of Computer Science and En-
gineering, Haldia Institute of Technology, Haldia, India.
She received her B. Tech. and M. Tech. Degrees from
West Bengal University of Technoloy, India. Her research
interests include Cryptography, Cellular Automata and
Digital VLSI Design.

Jaydeb Bhaumik is currently working as a Professor
and Head in the Department of Electronics and Com-
munication Engineering, Haldia Institute of Technology,
Haldia, India. He received his B. Tech. and M. Tech. de-
grees in Radio Physics and Electronics from University of
Calcutta in 1996 and 1999 respectively and PhD degree
from Indian Institute of Technology Kharagpur in 2010.
His research interests include Cryptography, Cellular Au-
tomata, Error Correcting Codes and Digital VLSI Design.
He is a member of IEEE and life member of Cryptology
Research Society of India since 2008. He has published
more than 40 research papers in international journals
and conferences.

Anjan Kumar Kundu received his B. Tech.and M.
Tech. degree, in Radio Physics and Electronics from the
University of Calcutta, India. He has more than ten years
of experience in the field of teaching and research. He
joined the Radio Physics and Electronics in 2005 as Lec-
turer and serving the department till date. His research
interest includes Microwave Tomography, Cryptography
and RFID, Electromagnetics and Microwave engineering.
He has published several papers in national and interna-
tional journals and conferences.



International Journal of Network Security, Vol.20, No.3, PP.463-471, May 2018 (DOI: 10.6633/IJNS.201805.20(3).08) 463

Provably Secure and Repeatable Authenticated
Privacy-Protection Scheme Using Chaotic Maps

with Distributed Architecture

Hongfeng Zhu, Junlin Liu
(Corresponding author: Hongfeng Zhu)

Software College, Shenyang Normal University

No.253, HuangHe Bei Street, HuangGu District, Shenyang, P.C 110034 China

(Email:zhuhongfeng1978@163.com; 272297257@qq.com)

(Received Nov. 5, 2016; revised May 17, 2017 and accepted July 13, 2017)

Abstract

Nowadays, the distributed password-authenticated key
agreement schemes become more and more popu-
lar. Compare with the three traditional architectures
(client/server, two clients/server and multi-server), the
distributed architecture can solve problems of single-point
of security, single-point of efficiency and single-point of
failure. Moreover, it has the characteristics of scalabil-
ity, flexibility and fairness. In the paper, we proposed a
new Provably Secure and Distributed Privacy-Protection
scheme using chaotic maps. The proposed scheme firstly
achieves mutual authenticated among three nodes in three
rounds with privacy protection, and at the same time, the
unregistered server can store a temporary authenticator
for a while for improving the efficiency. Security of the
scheme is based on chaotic maps hard problems and a
secure one way hash function. Compared with the re-
lated literatures recently, our proposed scheme can not
only own high efficiency and unique functionality, but is
also robust to various attacks and achieves perfect for-
ward secrecy. Finally, we give the security proof and the
efficiency analysis of our proposed scheme.

Keywords: Chaotic Maps Keywords; Distributed Archi-
tecture; Key Agreement; Privacy-protection

1 Introduction

Nowadays, more and more people want to enjoy surf-
ing on Internet and meanwhile care about their privacy.
The most popular technology is authenticated key ex-
change (AKE) [5, 12, 13] which can establish an authen-
ticated and confidential communication channel. Many
papers adopt multi-server architecture (MSA) [7, 14] to
reduce the numbers of users’ registration, and the litera-
ture [14] can achieve Privacy-Protection and without us-
ing symmetric cryptography which can lower the calcu-

lated amount. For seeking universal computing environ-
ment, Zhu [15] proposed an AKE protocol in different
realm, which can make two-party in two-realm negotiate
a session key in the standard model. Naturally, the group
key agreement scheme with privacy preserving can be pro-
posed in [10, 11, 16]. But the multi-server architecture
makes the registration center become the focus of hacker.
Furthermore, single-point of efficiency and single-point of
failure trouble the registration center all the time.

An excellent architecture can make some hard prob-
lems become better easily. For example, distributed ar-
chitecture can solve centralized architecture problems.
Zhu [9] firstly proposed a new distributed architecture
which called Multiple Servers to Server Architecture
(MSTSA). The paper [9] proposed the first provably se-
cure and flexible password-authenticated key agreement
scheme based on chaotic maps [1, 3] with MSTSA in ran-
dom oracle model [2]. Then, Zhu gives another password-
authenticated key agreement scheme [13] with MSTSA
which security is proved in standard model. But above-
mentioned two distributed schemes using chaotic maps
have two main problems: without privacy protection and
have many communicated rounds [4]. Therefore, the pa-
per proposes a new distributed scheme to solve the two
main problems. We adopt chaotic maps because it has
numerous advantages, such as extremely sensitive to ini-
tial parameters, unpredictability, boundeness, etc. Mean-
while, chaotic sequence generated by chaotic system has
the properties of non-periodicity and pseudo-randomness.

The main contributions are shown as below: (1) The
paper presents a new password authenticated key ex-
change scheme with privacy protection towards Multiple
Servers to Server Architecture. (2) The proposed scheme
achieves mutual authenticated among three nodes in three
rounds with privacy protection. (3) The scheme can make
the unregistered server store a temporary authenticator
for a while for avoiding the registered server involved over
and over again. (4) The proposed scheme is mainly based
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on chaotic maps without using modular exponentiation
and scalar multiplication on an elliptic curve. In Security
aspect, the protocol can resist all common attacks, such
as impersonation attacks, man-in-the-middle attacks, etc.
(5) About functionality, the protocol also has achieved
some well-known properties, such as perfect forward se-
crecy and execution efficiency.

The rest of the paper is organized as follows: Some
preliminaries are given in Section 2. Next, a dis-
tributed privacy-protection scheme is described in Sec-
tion 3. Then, the security analysis and efficiency analysis
are given in Section 4 and Section 5. This paper is finally
concluded in Section 6.

2 Preliminaries

2.1 Multi-server Architecture

In the multi-server environment [7], each user must per-
form authentication procedure to login the server for a
transaction. If the user is in a single authentication ar-
chitecture, then the user must register at various servers
and memorize the corresponding identifications and pass-
words, which could not be convenient for a user. In or-
der to make the registration to various servers easier for
users, each user must register with the registration cen-
ter to obtain a secure account. Then the user uses the
secure account to perform the login and authentication
procedures with various servers.

2.2 Multiple Servers to Server Architec-
ture

In the proposed multiple servers to server communication
architecture, the registration center is not fixed. In other
words, any server can work as a registration center. How-
ever in multi-server authentication architecture, the sin-
gle registration center will face to single-point of security,
single-point of efficiency and single-point of failure prob-
lems. The proposed architecture can solve the problems
under multi-server environment with only one registration
center architecture, that means ”once security register for
all registration” [9].

2.3 Chebyshev Chaotic Maps

Zhang [8] proved that semi-group property holds for
Chebyshev polynomials defined on interval (−∞,+∞).
The enhanced Chebyshev polynomials are used in the pro-
posed protocol:

Tn (x) = (2xTn−1(x)− Tn−2(x))(modN),

where n ≥ 2,x ∈ (−∞,+∞),and N is a large prime num-
ber. Obviously,

Trs(x) = Tr(Ts(x)) = Ts(Tr(x))

Definition 1. (Enhanced Chebyshev polynomials) The
enhanced Chebyshev maps of degree n(n ∈ N) are de-
fined as: Tn (x) = (2xTn−1(x) − Tn−2(x))(modp), where
n ≥ 2,x ∈ (−∞,+∞), and p is a large prime number.
Obviously, Trs(x) = Tr(Ts(x)) = Ts(Tr(x)).

Definition 2. (DLP, Discrete Logarithm Problem) Given
an integer a,find the integer r, such that Tr(x) = a.

Definition 3. (CDH, Computational Diffie-Hellman
Problem) Given an integer x, and the values of
Tr(x), Ts(x), what is the value of Trs(x)?

It is widely believed that there is no polynomial time
algorithm to solve DLP, CDH with a non-negligible prob-
ability.

2.4 Threat Model

The threat model should be adopted the widely accepted
security assumptions about password based authentica-
tion schemes [2].

1) The useri holds the uniformly distributed low-
entropy password from the small dictionary. The
server keeps the private key. At the time of regis-
tration, the server sends the personalized security
parameters to the useri by secure channel and the
useri should keep the personalized security parame-
ters safe.

2) An adversary and a useri interact by executing oracle
queries that enables an adversary to perform various
attacks on authentication protocols.

3) The communication channel is controlled by the ad-
versary who has the capacity to intercept, modify,
delete, resend and reroute the eavesdropped mes-
sages.

In the password authenticated protocol Π, each partic-
ipant is either a user ui ∈ U or a trusted server S interact
number of times. Only polynomial number of queries oc-
curs between adversary and the participant interaction.
This enables an adversary to simulate a real attack on
the authentication protocol. The possible oracle queries
are as follows:

Execute (Πi
U ,Π

j
S): This query models passive attacks

against the protocol which is used to simulate the
eavesdropping honest execution of the protocol. It
prompts an execution of the protocol between the
user’s instances Πi

U and server’s instances Πj
S that

outputs the exchanged messages during honest pro-
tocol execution to A.

Send (Πi
U ,m): This query sends a message m to an in-

stance Πi
U , enabling adversary A for active attacks

against the protocol. On receiving m, the instance
Πi

U continues according to the protocol specification.
The message output by Πi

U , if any, is returned to A.
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Reveal (Πi
U ): This query captures the notion of known

key security. The instance Πi
U , upon receiving the

query and if it has accepted, provides the session key,
back to A.

Corrupt (Πi
U ,m): These queries together capture the

notion of two-factor security. The former returns the
password of Ui while the latter returns the informa-
tion stored in the smart card of Ui.

Test (Πi
U ): This query is used for determining whether

the protocol achieves authenticated key exchange or
not. If Πi

U has accepted, then a random bit b ∈ {0, 1}
chosen by the oracle, A is given either the real session
key if b = 1, otherwise, a random key drawn from the
session key space.

We say that an instance Πi
U is said to be open if a

query Reveal (Πi
U ) has been made by adversary, and un-

opened if it is not opened. We say that an instance Πi
U

has accepted if it goes into an accept mode after receiving
the last expected protocol message.

Definition 4. Two instances Πi
U and Πi

S are said to
be partnered if the following conditions hold: (1) Both
Πi

U and Πi
S accept; (2) Both Πi

U and Πi
S share the same

session identifications(sid); (3) The partner identification
for Πi

U and Πi
S and vice-versa.

Definition 5. We say an instance Πi
U is considered fresh

if the following conditions are met: (1) It has accepted;
(2) Both Πi

U and its partner Πi
S are unopened; (3) They

are both instances of honest clients.

Definition 6. Consider an execution of the authentica-
tion protocol Π by an adversary A, in which the latter is
given access to the Execute, Send, and Test oracles and
asks at most single Test query to a fresh instance of an
honest client. Let b′ be his output, if b′ = b, where b is
the hidden bit selected by the Test oracle. Let D be user’s
password dictionary with size |D|. Then, the advantage
of A in violating the semantic security of the protocol Π
is defined more precisely as follows:

AdvΠ,D(A) = [2 Pr[b′ = b]− 1]

The password authentication protocol is semantically se-
cure if the advantage AdvΠ,D(A) is only negligibly larger
than O(qs)/|D|, where qs is the number of active sessions.

3 The Proposed Privacy Pro-
tection Scheme with Multiple
Servers to Server Architecture

3.1 User Registration Phase

The concrete notations used hereafter are: IDSi
means

identity of the ith server; IDA means the identity of Alice;
a, a1, ra, ri are all nonces; (x, Tki(x)), the public key based

on Chebyshev chaotic maps of the ith server; ki, the secret
key based on Chebyshev chaotic maps of the ith server;
H, A secure one-way hash function. H: {0, 1}∗ → {0, 1}l
for a constant l; ‖ means concatenation operation.

Figure 1 illustrates the user registration phase.

Step 1. When a user wants to be a new legal user,
she chooses her identity IDA, a random number
ra, and computes H(ra||PW ). Then Alice submits
IDA, H(ra||PW ) to the RC via a secure channel.

Step 2. Upon receiving IDA, H(ra||PW ) from Alice,
the RC computes B = H(IDA||ki) ⊕ H(ra||PW ),
where ki is the secret key of Si. Then Alice stores
{IDA, ra, B} in a secure way.

Figure 1: a premium user registration phase

Figure 2: Authenticated key agreement phase for MSTSA
with privacy protection

3.2 Authenticated Key Agreement Phase
for MSTSA with Privacy Protection

Figure 2 illustrates the process of authenticated key agree-
ment phase.

Step 1. If Alice wishes to consult some personal issues
establish with Sj in a secure way, she will input
password and compute B∗A = BA ⊕ H(ra||PW ),
and then choose two random integer numbers a, a1

and compute Ta(x), Ta1
(x), CA1

= Ta1
Tki

(x)IDA,
VA = Ta(x)TB∗Tki

(x), CA2
= TaTki

(x)IDSj
, HA =
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H(CA1 ||CA2 ||VA||IDSj ). After that, Alice sends
m1 = {Ta1(x), CA1 , CA2 , VA, HA} to Si which she has
registered.

Step 2. After receiving the message m1 = {Ta1(x), CA1 ,
CA2 , VA, HA} from Alice, Si will use Ta1(x) and
the secret key ki to get IDA = CA1

/Tki
Ta1

(x).
Then Si computes B∗ = H(IDA || ki), Ta(x) =
VA/Tk1

TB∗(x), IDSj
= CA2

/Tki
Ta(x), H ′A = H(CA1

|| CA2 || VA || IDSj ). Check if H ′A is equal to
HA. If holds, that means Alice is the real and
legal user. Next, Si selects random r1, r2 and
computes Tr1(x), Tr2(x), CS1

= Tr1Tkj
(x)IDSi

, VS

= Tr2(x)Tki
Tkj

(x), CS2
= Tr2Tkj

(x)IDA, CS3
=

Tr2Tkj (x)Ta(x), WS = H(B∗ || Ta(x))TkiTkj (x), HS

= H(CS1 || CS2 || VS || WS || IDA). After that, Si

sends m2 = {Tr1(x), CS1
, CS2

, CS3
, VS , WS , HS} to

server Sj which Alice wants to get service.

Step 3. After receiving the message m2 = {Tr1(x), CS1 ,
CS2

, CS3
, VS ,WS , HS} from Si, Sj uses Tr1(x) and

the secret key kj to get IDSi
= CS1

/Tkj
Tr1(x).

Then Sj computes Tr2(x) = VS/Tkj
Tki

(x), IDA

= CS2/TkjTr2(x), Ta(x) = CS3/TkjTr2(x), H(B∗ ||
Ta(x)) = WS/TkjTki(x), H ′S = H(CS1 || CS2 || VS

|| WS || IDA). Check if H ′S is equal to HS . If
holds, that means Si is the real and legal server.
Next, Sj selects random r3 and computes Tr3(x),
HSj = H(Tr3(x)||H(B∗||Ta(x))||IDSj ), SK =
H(Tr3Ta(x)). Finally, Sj sends m3 = {Tr3(x), HSj}
to Alice.

Step 4. After receiving the message m3 = {Tr3(x), HSj},
Alice computes H ′Sj

= H(Tr3(x) || H(B∗ || Ta(x)) ||
IDSj

) using local information. Then, Alice checks
if H ′Sj

is equal to HSj
. If holds, that means Si has

helped Alice to authenticate Sj , because Sj owns the
authenticator H(B∗||Ta(x)) which only Alice and Si

can compute B∗. Finally, Alice computes the session
key SK = H(TaTr3(x)).

If any authenticated process does not pass, the pro-
tocol will be terminated immediately.

Remark 1. H(B∗||Ta(x)) is the temporary authenticator
which can be used for a certain time. So, Alice and Sj can
use H(B∗||Ta(x)) to construct some other session keys,
such as H(H(B∗||Ta(x))), H(H(B∗||Ta(x))||Tr3(x)) and
so on, without Si involved.

3.3 Password Changing Phase

Figure ?? illustrates the password changing phase.

Step 1. When a user wants to change her password, she
chooses a new password, two random numbers r′a, a,
and computes B∗ = B⊕H(ra||PW ), Ta(x), KA−Si =
TaTk(x), HA = H(B∗||IDSi ||Ta(x)||C1||C2), C1 =
IDA×KA−Si

and C2 = H(r′a||PW ′)×KA−Si
. Then

Alice sends m1 = {Ta(x), C1, C2, HA}.

Figure 3: Password changing phase

Step 2. Upon receiving m1 = {Ta(x), C1, C2, HA} from
Alice, Si computes KSi−A = TkTa(x) and recov-
ers IDA = C1/KSi−A, H(r′a||PW ′) = C2/KSi−A.
Next Si computes B∗ = H(IDA||ki) and H ′A =
H(B∗||IDSi

||Ta(x)||C1||C2). Then Si checks H ′A =
HA or not. If holds, Si computes B′ = H(IDA||ki)⊕
H(r′a||PW ′), HSi = (IDSi ||IDA||B′) and C3 =
B′ × KSi−A, where ki is the secret key of Si. Fi-
nally Si sends {C3, HSi

} to Alice.

Step 3. Upon receiving {C3, HSi
}, Alice uses KA−Si

to
decrypt C3 to get B′. Then Alice computes locally
H ′Si

= (IDSi ||IDA||B′) to compare with HSi .If they
are equal, Alice stores {IDA, r

′
a, B

′} in a secure way.

4 Security Analysis

4.1 The Provable Security of the Pro-
posed Scheme [2]

First of all, we transform the process of our proposed
scheme with privacy protection in MSTSA to the follow-
ing two simulation Algorithms.

Theorem 1. Let D be a uniformly distributed dictionary
of possible passwords with size D, Let P be the improved
authentication protocol described in Algorithm 1 and 2.
Let A be an adversary against the semantic security within
a time bound t. Suppose that CDH assumption holds,
then,

AdvΠ,D(A) ≤ 2q2
h

2l+1
+

(qs + qe)
2

p2
+2qhAdvcdhG (A)+

2qh
p

+
qs
D

where AdvcdhG (A) is the success probability of A of solv-
ing the chaotic maps-based computational Diffie-Hellman
problem. qs is the number of Send queries, qe is the num-
ber of Execute queries and qh is the number of random
oracle queries.

Proof. This proof defines a sequence of hybrid games,
starting at the real attack and ending up in game where
the adversary has no advantage. For each game Gi(0 ≤
i ≤ 4), we define an event Succi corresponding to the
event in which the adversary correctly guesses the bit b
in the test-query.
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Algorithm 1 Simulation of send query

1: On a query send(Πi
U , start), assume that Ui is in cor-

rect state, then we proceed as follows:
2: Choose two numbers a, a1∈RZ∗p , compute
{Ta1

(x), CA, VA, HA}. This query returns
{Ta1

(x), CA, VA, HA} as answer.
3: On a query send(Si, {Ta1(x), CA, VA, HA}), assume

that Si is in correct state, we continue as follows:
4: Compute IDA = CA1

/Tki
Ta1

(x), B∗ = H(IDA||ki),
Ta(x) = VA/Tk1

TB∗(x), IDSj
= CA2

/Tki
Ta(x) and

H ′A = H(CA1
||CA2

||VA||IDSj
).

5: if H ′A 6= HA then
6: Reject the message.
7: else Si choose two numbers r1, r2∈RZ∗p and com-

putes {Tr1(x), CS1
, CS2

, VS ,WS , HA}. This query
returns {Tr1(x), CS1

, CS2
, VS ,WS , HA} as answer.

8: On a query send(Sj , {Tr1(x), CS1 , CS2 , VS ,WS , HA}),
assume that Sj is in correct state, we continue as
follows:

9: Compute Tr2(x) = VS/Tkj
Tki

(x), IDA =
CS2

/Tkj
Tr2(x), H(B∗||Ta(x)) = WS/Tkj

Tki
(x) and

H ′S = H(CS1 ||CS2 ||VS ||WS ||IDA)
10: if H ′S 6= HS then
11: Reject the message.
12: else Sj chooses a number r3∈RZ∗p and com-

putes HSj
= H(Tr3(x)||H(B∗||Ta(x))||IDSj

)
and SK = Tr3Ta(x). The query {Tr3(x), HSj}
returns as answer.

13: end if
14: end if
15: On a query send{Tr3(x), HSj

}, assume that Ui is in
correct state, then we proceed as follows:

16: Ui computes H ′Sj
= H(Tr3(x)||H(B∗||Ta(x))||IDSj ).

17: if H ′Sj
6= HSj then

18: Reject the message.
19: else compute SK = TaTr3(x) and the user Ui in-

stance accepts.
20: end if

Algorithm 2 Simulation of Execute query

On a query Reveal (Πi
U ), we proceed as follows:

if The instance Πi
U is accepted then

This query answered the session key.
end if

Game G0: This game correspond to the real attack in
the random oracle model. In this game, all the in-
stances of UA and UB are modeled as the real exe-
cution in the random oracle. By definition of event
Succi in which the adversary correctly guesses the
bit b involved in the Test-query, we have

AdvΠ,D(A) = 2|Pr[Succ0]− 1

2
| (1)

Game G1: This game is identical to the game G0, except
that we simulate the hash oracles h by maintaining

the hash lists Listh with entries of the form (Inp,
Out).On hash query for which there exists a record
(Inp, Out) in the hash list, return Out. Otherwise,
randomly choose Out ∈ {0, 1}, send it to A and store
the new tuple (Inp, Out) into the hash list. The Ex-
ecute, Reveal, Send, Corrupt, and Test oracles are
also simulated as in the real attack where the simu-
lation of the different polynomial number of queries
asked by A. From the viewpoint of A, we identify
that the game is perfectly indistinguishable from the
real attack. Thus, we have

Pr[Succ1] = Pr[Succ0] (2)

Game G2: In this game, the simulation of all the ora-
cles is identical to game G1 except that the game
is terminated if the collision occurs in the simula-
tion of the partial transcripts {Ta1

(x), CA, VA, HA},
{Tr1(x), CS1

, CS2
, VS ,WS , HS} or {Tr3(x), HSj

} and
on hash values. According to the birthday paradox,
the probability of collisions of the simulation of hash
oracles is at most q2

h/2l+1. Similarly, the probability
of collisions in the transcripts simulations is at most
(qh+qe)2

2p2 . Since a, a1, ri were selected uniformly at
random. Thus, we have

Pr[Succ2]− Pr[Succ1] =
q2
h

2l+1
+

(qh + qe)
2

2p2
(3)

Game G3: In this game, the session key is guessed with-
out asking the corresponding oracle h so that it be-
come independent of password and ephemeral keys
a, r3 which are protected by the chaotic maps-based
computational Diffie-Hellman problem. We change
the way with earlier game unless A queries h on
the common value SK = H(TaTr3(x)). Thus,
AdvcdhG (A) ≥ 1

qh
|Pr[Succ3] − Pr[Succ2]| − 1

p ,that is,
the difference between the game G3 and the game G2

is as follows:

Pr[Succ3]− Pr[Succ2]| ≤ qhAdvcdhG (A) +
qh
p

(4)

Game G4: This game is similar to the game G3 except
that in Test query, the game is aborted if A asks
a hash function query with SK = H(TaTr3(x)). A
gets the session key SK by hash function query with

probability at most
q2h

2l+1 . Hence, we have

|Pr[Succ4]− Pr[Succ3]| ≤ q2
h

2l+1
(5)

If A does not make any h query with the correct in-
put, it will not have any advantage in distinguishing
the real session key from the random once. More-
over, if the corrupt query Corrupt (U , 2) is made
that means the password-corrupt query Corrupt (U ,
1) is not made, and the password is used once in lo-
cal computer to authenticate user for getting some
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important information and no more used in the pro-
cess of the protocol Π. Thus, the probability of A
made on-line password guessing attack is at most qs

D .
Furthermore, the probability of A made off-line pass-
word guessing attack is 0, because even if A gets the
secret information {IDA, ra, B}, he has no any com-
pared value to authenticate the guessing password is
right or not. Combining the Equations (1) - (5) one
gets the announced result as:

AdvΠ,D(A)

≤ 2q2
h

2l+1
+

(qs + qe)
2

p2
+ 2qhAdvcdhG (A) +

2qh
p

+
qs
D

4.2 Further Security Discussion

Proposition 1. The proposed scheme could resist pass-
word guessing attack.

Proof. In this attack, an adversary may try to guess a
legal user password PW using the transmitted messages.
Password guessing attack can only crack a function with
one low entropy variable (password), so if we at least in-
sert one large random variable which can resist this at-
tack. In our protocol, the adversary only can launch the
on-line password guessing attack, because there are no
any of the transmitted messages including password as
the input value. Even if the adversary gets the secret in-
formation {IDA, ra, B}, he has no any compared value to
authenticate the guessing password is right or not with-
out the server help. In other words, the adversary can-
not construct the form function(∗||PW ′) = y, where *
is any known message, and only the server can compute
the value y. On the other side, about on-line password
guessing attack, because the maximum number of allowed
invalid attempts about guessing password is only a few
times, then the account will be locked by the registration
server.

Proposition 2. The proposed scheme could support mu-
tual authentication.

Proof. In our scheme, the Registration Server Si verifies
the authenticity of user A’s request by verifying the con-
dition H ′A = HA? during the proposed phase. To com-
pute B∗ = H(IDA||ki), the password is needed. There-
fore, an adversary cannot forge the message. Addition-
ally, CA1

, CA2
, VA includes large random numbers a and

a1, the adversary cannot replay the old message. This
shows that Si can correctly verify the message source.

For Alice authenticating the server Sj , it can be di-
vided three steps: Firstly, Si transfers the authenticator
H(B∗||Ta(x)) which can only be decrypted by Sj using his
own secret key kj . Secondly, only Si or Sj can compute
Tki

Tkj
(x), so Sj authenticates Si by verifying the con-

dition H ′S = HS? Finally, Alice authenticates the server
Sj by verifying the condition H ′Sj

= HSj
? Sj computes

HSj only by the helping of Si, and while Si and Sj have
achieved mutual authentication.

Hence, mutual authentication can successfully achieve
in our scheme.

Proposition 3. The proposed scheme could support
Privacy-Protection.

Proof. Alice’s identity is anonymity for outsiders because
IDA is covered by CA1 = Ta1Tki(x)IDA, and then only
the Registration Server Si can use his secret key to recover
the IDA. It is the same way for covered the identity of Sj .
Due to PKC-based about our scheme, the IDA and IDSj

must be emerged to Si, or it cannot construct the authen-
ticator of the user and send the covered authenticator to
Sj .

For the second message m2 = {Tr1(x), CS1
, CS2

,
CS3

, VS , WS , HS}, we construct CS2
= Tr2Tkj

(x)IDA

to covered Alice’s identity, and CS1 = Tr1Tkj (x)IDSi ,
CS3 = Tr2Tkj (x)Ta(x) to covered Si’s identity and Ta(x).
The encrypted message CS1

, CS2
, CS3

are generated from
r1, r2 which are different in each session and are only
known by Si. Sj can decrypt CS1

, CS2
, CS3

using Tr1(x)
and his own secret key which is secure under the CMB-
DLP and CMBDHP assumptions, and furthermore get-
ting all the information IDSi

= CS1
/Tkj

Tr1(x), IDA =
CS2

/Tkj
Tr2(x) and Ta(x) = CS3

/Tkj
Tr2(x). Additionally,

since the values r1, r2 of the random elements are very
large, attackers cannot directly guess the value r1, r2 of
the random elements to generate Tr1(x), Tr2(x).

For Sj , because it has know all the necessary infor-
mation including IDSi

, IDA, Ta(x) and the covered au-
thenticator H(B∗||Ta(x)), Sj only need send the authen-
tication of integrity message m3 = {Tr3(x), HSj} which
has no any of information about identities of the involved
three nodes.

Therefore, the proposed scheme provides privacy pro-
tection.

Proposition 4. The proposed scheme could resist stolen
verifier attack.

Proof. In the proposed scheme, any party stores nothing
about the legal users’ information. All the en/decrypted
messages can be deal with the user’s password which is
stored in the user’s brain, or the secret keys which are
covered strictly, so the proposed scheme withstands the
stolen verifier attack.

Proposition 5. The proposed scheme could withstand re-
play and man-in-the-middle attacks.

Proof. The verification messages include the temporary
random numbers a, a1, ra, ri. More important thing is
that all the temporary random numbers are protected by
CDH problem in chaotic maps which only can be uncov-
ered by the legal users (using secret keys or password).
So our proposed scheme resists the replay and man-in-
the-middle attacks.
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Table 1: Security of our proposed protocol

Category
Eun-Jun Yoon’s

Scheme [14] (2013)
Zhu’s Scheme [5]

(2015)
Zhu’s Scheme [1]

(2016)
Our scheme

Architecture
Multi-server
(Centralized)

MSTSA
(Distributed)

MSTSA
(Distributed)

MSTSA
(Distributed)

Single-point of security N/A Provided Provided Provided
Single-point of efficiency N/A Provided Provided Provided

Single-point of failure N/A Provided Provided Provided
Architecture Symmetry N/A Provided Provided Provided
properties Transparency ** *** *** ***

and Simplicity * *** *** ***
functionality Expandability ** *** *** ***

No timestamp Provided Provided Provided Provided
Secure password update Provided Provided Provided Provided

Repeatable Authenticated N/A N/A N/A Provided
Privacy-Protection N/A N/A N/A Provided

Mutual authentication Provided Provided Provided Provided
Guessing attacks Provided Provided Provided Provided

Man-in-the-middle attack Provided Provided Provided Provided
Security Replay attack Provided Provided Provided Provided

requirements Key freshness property Provided Provided Provided Provided
Perfect forward secrecy Provided Provided Provided Provided

Data integrity Provided Provided Provided Provided
Impersonation attack Provided Provided Provided Provided

Known key secrecy property Provided Provided Provided Provided
Stolen verifier attack Provided Provided Provided Provided

Security Model Heuristic method Random Oracle Standard model Random Oracle

Required components
Hardware, software,

biometric and
password

Software and
password

Software and
password

Software and
password

N/A: not available or not support. *: provided but in low level.
**: provided but in middle level. ***: provided but in high level.

Proposition 6. The proposed scheme could resist user
impersonation attack.

Proof. In such an attack, an adversary may try to mas-
querade as a legitimate user Alice to cheat another legiti-
mate user. For any adversary, there are two ways to carry
this attack:

• The adversary may try to launching the replay at-
tack. However, the proposed scheme resists the re-
play attack.

• The adversary may try to generate a valid au-
thenticated message {Ta1

(x), CA1
, CA2

, VA, HA} for
two random values a, a1. However, the adversary
cannot compute {CA1 , CA2 , VA} as computation of
{CA1 , CA2 , VA} requires PW which is only known to
legal users.

This shows that the proposed scheme resist user imper-
sonation attack.

Proposition 7. The proposed scheme could have Key
freshness property.

Proof. Note that in our scheme, each established session
key SK = H(TaTr3(x)) includes random values a and r3.
The unique key construction for each session shows that
proposed scheme supports the key freshness property.

Proposition 8. The proposed scheme could have known
key secrecy property.

Proof. In our scheme, if a previously established session
key SK = H(TaTr3(x)) is compromised, the compromised
session key reveals no information about other session
keys due to following reasons:

• Each session key is hashed with one-way hash func-
tion. Therefore, no information can be retrieved from
the session key.

• Each session key includes two nonces, which ensures
different key for each session.

Since no information about other established group
session keys from the compromised session key is ex-
tracted, our proposed scheme achieves the known key se-
crecy property.

Proposition 9. The proposed scheme could have forward
secrecy.

Proof. Forward secrecy states that compromise of a legal
user’s long-term secret key does not become the reason
to compromise of the established session keys. In our
proposed scheme, the session key has not included the
user’s long-term secret key: Password. This shows that
our scheme preserves the forward secrecy property.

Proposition 10. The proposed scheme could have perfect
forward secrecy.

Proof. A scheme is said to support perfect forward se-
crecy, if the adversary cannot compute the established
session key, using compromised secret key k of any server.
The proposed scheme achieves perfect forward secrecy. In
our proposed scheme, the session key has not included the
server’s long-term secret key ki, kj because the session key
is SK = H(TaTr3(x)). This shows that our scheme pro-
vides the perfect forward secrecy property.

From the Table 1, we can see that the proposed scheme
is more secure and has much functionality compared with
the recent related scheme.
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5 Efficiency Analysis

Compared to RSA and ECC, Chebyshev polynomial com-
putation problem offers smaller key sizes, faster compu-
tation, as well as memory, energy and bandwidth sav-
ings. In our proposed protocol, no time-consuming mod-
ular exponentiation and scalar multiplication on elliptic
curves are needed. However, Wang [6] proposed several
methods to solve the Chebyshev polynomial computation
problem. For convenience, some notations are defined as
follows. The computational cost of XOR operation could
be ignored when compared with other operations. Ta-
ble 2 shows performance comparisons between our pro-
posed scheme and the literature of [7] in multi-server ar-
chitecture and [13, 9] in MSTSA. Therefore, as in Table 2
the concrete comparison data as follows:

6 Conclusion

We only use chaotic maps and a secure one-way hash func-
tion to construct a distributed password authenticated
key scheme which provides a provable privacy protection
towards Multiple Servers to Server Architecture. Our pro-
posed scheme only needs three rounds can catch mutual
authenticated with privacy protection among three par-
ties in MSTSA, and the unregistered server can store a
temporary authenticator for a certain time without the
registered server involved. The above-mentioned inno-
vation points can improve the efficiency of protocol im-
mensely. Based on our discussion we proposed a suitable
protocol that covers those goals and offered an efficient
protocol that formally meets the proposed security defi-
nition. Finally, after comparing with related literatures
respectively, we found our proposed scheme has satisfac-
tory security, efficiency and functionality. Therefore, our
protocol is more suitable for practical applications.
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Abstract

Medium Field Equation (MFE) multivariate public key
cryptosystems were broken by High Order Linearization
Equation (HOLE) attack. In order to avoid HOLE at-
tack, we proposed an improvement of MFE, Cubic MFE
public key encryption scheme. In our construction, multi-
plications of three second order matrices were used to get
a set of cubic polynomials in the central map. Through
theoretical analysis and computer experiments, the Cu-
bic MFE is shown to be secure against HOLE attack and
other existing attacks.

Keywords: Cubic Polynomial; High Order Linearization
Equation; Medium Field Equation; Multivariate Public
Key Cryptosystem

1 Introduction

In 1994, Peter Shor [18] showed that some number theo-
retic hard problems such as Integer Factorization and Dis-
crete Log Problem can be solved in polynomial time on
quantum computer. Once the quantum computer is prac-
tical, cryptographic algorithms based on the hard prob-
lems above will be no longer secure.

Multivariate Public Key Cryptography (MPKC) could
be seen as one of promising candidates to resist quantum
algorithm attack [17]. The security of the MPKC relies on
the difficulty of solving a system of nonlinear multivariate
polynomial equations on a finite field, which is an NP-
hard problem in worst case. In general, the public key of
MPKC is composed of three maps, two affine maps and a
map called central map which is the key point of designing
an MPKC.

In the past few decades, a lot of multivariate cryptosys-
tems have been proposed, but many of them were broken.
C? [10] is considered as the first MPKC, which was broken
by Patarin[15] with linearization equation attack. Then,

Patarin extended the idea of C? and proposed Hidden
Field Equation (HFE) scheme [16]. Ding et al. [6] showed
that inverting HFE is quasi-polynomial if the size of the
field and the degree of the HFE polynomials are fixed.
After that, many MPKC encryption schemes have been
proposed, such as TTM [11], MFE [21], Square [4] and
ABC [19]. Most instances of TTM were broken because
there are some linearization equations satisfied by their
public key. Square and ABC were broken by differential
attack [2, 12] . Cubic ABC [8] then was proposed to resist
differential attack. This scheme is still secure by now.

Medium Field Equation (MFE) [21] was proposed by
Wang et al. in 2006. The inventors of MFE used products
of second order matrices to derive quadratic polynomials
in its central map. It can be avoid the Paratin relations or
linearization equations. But the original MFE was broken
by High Order Linearization Equation (HOLE) attack [7]
in 2007. In order to resist existing attack, many modifi-
cations of MFE were proposed [9, 20, 22] etc. But all of
them are insecure [3, 14, 23]. Nie et al. [13] pointed out
that it is impossible to derive secure MFE by changing
the form of second order matrices with their transpose
and adjoint.

Although MFE is insecure, the idea of its construction
is elegant. And MFE is very efficient. We want to modify
its central map to propose a security MFE scheme.

In this paper, we propose a Cubic MFE encryption
scheme to avoid HOLE attack. Firstly, we introduce an
extra second order matrix in the central map and use
products of three second order matrices to get cubic poly-
nomials; secondly, we add three equations in the central
map to ensure the successful decryption. Through theo-
retical analysis and computer experiments, we show that
our Cubic MFE scheme can be secure against HOLE at-
tack. Furthermore, the Cubic MFE can resist direct at-
tacks for some chosen parameters. At last, we present
efficiency comparison with Cubic ABC and implementa-
tion for practical parameters.



International Journal of Network Security, Vol.20, No.3, PP.472-477, May 2018 (DOI: 10.6633/IJNS.201805.20(3).09) 473

This paper is organized as follows. We briefly intro-
duce the original MFE scheme and its cryptanalysis in
Section 2. In Section 3, we present our Cubic MFE. And
security analysis will be presented in Section 4. In Sec-
tion 5, we give practical parameters and efficiency com-
parison. Finally, we conclude this paper in Section 6.

2 Preliminaries

In this section, we will introduce the MFE public key
cryptosystem and the previous attack on MFE.

2.1 MFE Public Key Cryptosystem

We use the same notations as in [21]. Let K be a finite
field of characteristic 2 and L be its degree r extension
field. In MFE, we always identify L with Kr by a K-linear
isomorphism π : L → Kr. Namely we take a basis of L
over K, {θ1, · · · , θr}, and define π by π(a1θ1+· · ·+arθr) =
(a1, · · · , ar) for any a1, · · · , ar ∈ K. It is natural to extend
π to two K-linear isomorphisms π1 : L12 → K12r and
π2 : L15 → K15r.

In MFE, its encryption map F : K12r → K15r is com-
posed of three maps φ1, φ2, φ3, that is (y1, · · · , y15r) =
F (x1, · · · , x12r) = φ3 ◦ φ2 ◦ φ1(x1, · · · , x12r), where
y1, · · · , y15r are ciphertext variables and x1, · · · , x12r are
plaintext variables. φ1 and φ3 are invertible affine maps
and φ2 is called central map, which is equal to π2◦φ̄2◦π−11 .
φ1 and φ3 are taken as the private keys, while the ex-

pression of the map (y1, · · · , y15r) = F (x1, · · · , x12r) is
the public key. The map φ̄2 : L12 → L15 is defined as
follows. 

Y1 = X1 +X5X8 +X6X7 +Q1;
Y2 = X2 +X9X12 +X10X11 +Q2;
Y3 = X3 +X1X4 +X2X3 +Q3;
Y4 = X1X5 +X2X7;
Y5 = X1X6 +X2X8;
Y6 = X3X5 +X4X7;
Y7 = X3X6 +X4X8;
Y8 = X1X9 +X2X11;
Y9 = X1X10 +X2X12;
Y10 = X3X9 +X4X11;
Y11 = X3X10 +X4X12;
Y12 = X5X9 +X7X11;
Y13 = X5X10 +X7X12;
Y14 = X6X9 +X8X11;
Y15 = X6X10 +X8X12.

(1)

where Q1, Q2, and Q3 form a triple tuple (Q1, Q2, Q3)
which is a triangular map from K3r to itself, more detail
please see [21].

The map φ̄2 can be written by matrix form as follows.
Let X1, · · · , X12 be the entries of three 2× 2 matrices

M1,M2,M3, namely,

M1 =

(
X1 X2

X3 X4

)
,M2 =

(
X5 X6

X7 X8

)
,

M3 =

(
X9 X10

X11 X12

)
.

(2)

Then Y4, · · · , Y15 will be the entries in three 2× 2 ma-
trices Z1, Z2, Z3, namely,

Z1 = M1M2 =

(
Y4 Y5
Y6 Y7

)
,

Z2 = M1M3 =

(
Y8 Y9
Y10 Y11

)
,

Z3 = MT
2 M3 =

(
Y12 Y13
Y14 Y15

)
.

(3)

Then  det(M1) · det(M2) = det(Z1),
det(M1) · det(M3) = det(Z2),
det(M2) · det(M3) = det(Z3).

Using the determinants of Z1, Z2, Z3, the determinants
of M1,M2,M3 can be found. And then one can get the
inverse of the central map φ2. More details of decryption
are presented in [21].

2.2 High Order Linearization Equation
Attack on MFE

The equation of following form is called High Order Lin-
earization Equation (HOLE).

n,t∑
i=1,j=1

aijxifj(y1, y2, · · · , ym)

+
l∑

j=1

cjgj(y1, y2, · · · , ym) + d = 0.

(4)

where fj , 1 ≤ j ≤ t, gj , 1 ≤ j ≤ l, are some polyno-
mial functions on ciphertext variables y1, y2, · · · , ym. The
highest degree of ciphertext variables yj is called the order
of the Lineraization Equation.

Note that, given a valid ciphertext y′ =
(y′1, y

′
2, · · · , y′m) and substituted it into equation (4),

it will become a linear equation on plaintext variables
x1, · · · , xn.

Once some HOLEs are satisfied by an MPKC, these
equations can be used to break the MPKC. The MI
scheme was broken by the First Order Linearization Equa-
tion (FOLE) method [15]. And the original MEF was bro-
ken by the Second Order Linearization Equation (SOLE)
method [7].

In the original MFE schemes, the inventors have taken
into account the LE attack. They used MT

2 instead of M2

to avoid the FOLEs.
But many SOLEs were found in the MFE scheme. De-

note by M∗ the adjoint matrix of a second order matrix
M . From

Z1 = M1M2, Z2 = M1M3,

we have

M3M
∗
3M

∗
1M1M2 = M3Z

∗
2Z1 = det(Z2)M2. (5)

Expanding (4), we get four equations of the following form∑
a′ijkXiYjYk = 0. (6)
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In [7], 24 equations of this form can be found.
Substituting (X1, · · · , X12) = π−11 ◦ φ1(x1, · · · , x12r)

and (Y1, · · · , Y15) = π−12 ◦ φ−13 (y1, · · · , y15r) into (8), we
get 24r equations of the following form

∑
i

xi

(∑
j≤k

aijkyjyk +
∑
j

bijyj + ci

)
+
∑
j≤k

djkyjyk +
∑
j

ejyj + f = 0.
(7)

These equations are SOLEs.
Given a public key and a valid ciphertext, after finding

all the SOLEs, one can recover the corresponding plain-
text efficiently.

3 Cubic MFE

In this section, we will present our Cubic MFE encryption
scheme. We use the similar notations as in Section 2.1.
The difference is that two K-linear isomorphisms are π1 :
L16 → K16r and π2 : L22 → K22r.

3.1 Construction of Central Map

The key point of an MPKC is its central map. Let
X1, · · · , X16 = π−11 ◦ φ1(x1, · · · , x16r), and Y1, · · · , Y22 =
π−12 ◦ φ

−1
3 (y1, · · · , y22r), the new cencral map φ̄2 : L16 →

L22 is defined as follows.

Y1 = X1 +X5X8 +X6X7 +Q1;
Y2 = X2 +X9X12 +X10X11 +Q2;
Y3 = X3 +X1X4 +X2X3 +Q3;
Y4 = X5 + f5(X1, X2, X3, X4);
Y5 = X6 + f6(X1, X2, X3, X4, X5);
Y6 = X7 + f7(X1, X2, X3, X4, X5, X6);
Y7 = X1X5X13 +X2X7X13 +X1X6X15 +X2X8X15;
Y8 = X1X5X14 +X2X7X14 +X1X6X16 +X2X8X16;
Y9 = X3X5X13 +X4X7X13 +X3X6X15 +X4X8X15;
Y10 = X3X5X14 +X4X7X14 +X3X6X16 +X4X8X16;
Y11 = X1X9X13 +X2X11X13 +X1X10X15 +X2X12X15;
Y12 = X1X9X14 +X2X11X14 +X1X10X16 +X2X12X16;
Y13 = X3X9X13 +X4X11X13 +X3X10X15 +X4X12X15;
Y14 = X3X9X14 +X4X11X14 +X3X10X16 +X4X12X16;
Y15 = X5X9X13 +X7X11X13 +X5X10X14 +X7X12X14;
Y16 = X5X9X15 +X7X11X15 +X5X10X16 +X7X12X16;
Y17 = X6X9X13 +X8X11X13 +X6X10X14 +X8X12X14;
Y18 = X6X9X15 +X8X11X15 +X6X10X16 +X8X12X16;
Y19 = X1X13 +X2X15;
Y20 = X1X14 +X2X16;
Y21 = X3X13 +X4X15;
Y22 = X3X14 +X4X16.

(8)
where Q1, Q2, and Q3 form a triple tuple (Q1, Q2, Q3)
which is a triangular map from K3r to itself, and f5, f6, f7
are randomly chosen quadratic polynomials.

The main idea of our improvement is that we use prod-
ucts of three second order matrices in MFE to avoid the
HOLEs attack. To do this, it is necessary to introduce a

new plaintext variables matrix, M4 in the matrix form of
the central map φ̄2.

Then the matrix form of the central map φ̄2 is changed
into

Z1 = M1M2M4, Z2 = M1M3M4, Z3 = MT
2 M3M

T
4 .

In order to decrypt successfully, we need introduce
Z4 = M1M4 and Y4, Y5, Y6 in the central map. Let

M4 =

(
X13 X14

X15 X16

)
. (9)

Then the matrix form is changed into

Z1 = M1M2M4 =

(
Y7 Y8
Y9 Y10

)
,

Z2 = M1M3M4 =

(
Y11 Y12
Y13 Y14

)
,

Z3 = MT
2 M3M

T
4 =

(
Y15 Y16
Y17 Y18

)
,

Z4 = M1M4 =

(
Y19 Y20
Y21 Y22

)
.

(10)

Given the values of Y1, · · · , Y22, the map φ̄2 can be
inverted as follows.

• Firstly, we calculate det(Z1), det(Z2), det(Z3),
det(Z4). And then we calculate det(M2) and
det(M3) from

det(Z1) = det(M1)det(M2)det(M4) = det(M2)det(Z4),

and

det(Z2) = det(M1)det(M3)det(M4) = det(M3)det(Z4),

respectively.

• Substitute det(M2) and det(M3) into

det(Z3) = det(MT
2 )det(M3)det(MT

4 )

= det(M2)det(M3)det(M4),

we can get det(M4). Substitute det(M4) into
det(Z4) = det(M1)det(M4), we can derive det(M1).

• Substitute det(M1), det(M2) and det(M3) into Y1 = X1 + det(M2) +Q1;
Y2 = X2 + det(M3) +Q2;
Y3 = X3 + det(M1) +Q3;

(11)

We can calculate X1, X2, X3 in turn. And substitute
them into det(M1) = X1X4 +X2X3, we can get the
value of X4.

• According to the expression of the map φ̄2, we can
calculate X5, X6, X7 in turn. And substitute them
into det(M2) = X5X8 +X6X7, we can get the value
of X8.

• At last, we can calculate X13, X14, X15, X16 and
X9, X10, X11, X12 in turn by the expression of the
map φ̄2.

The security analysis can be seen in Section 4.
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3.2 Encryption Scheme

Key Generation. Randomly generating two affine
maps φ1 and φ3 on K16r and K22r, respectively. Then
calculate the expression of F : K16r → K22r, namely,

(y1, · · · , y22r) = F (x1, · · · , x16r)

= φ3 ◦ φ2 ◦ φ1(x1, · · · , x16r).

The private keys are φ1 and φ3.

The public key is the expression of F : K16r → K22r,
a set of cubic polynomials. The expression of the
central map can be public.

Encryption. Given a plaintext (x′1, · · · , x′16r), the ci-
phertext (y′1, · · · , y′22r) is calculated by public key,
namely,

(y′1, · · · , y′22r) = F (x′1, · · · , x′16r).

Decryption. Given a valid ciphertext (y′1, · · · , y′22r), the
decryption of Cubic MFE is to calculate the inverses
of φ3, φ2 and φ1 in turn, namely,

(x′1, · · · , x′16r) = φ−11 ◦ φ
−1
2 ◦ φ

−1
3 (y′1, · · · , y′22r).

4 Security Analysis

In this section, we consider Cubic MFE against several
existing attacks, such as linearization equations method
and algebraic attacks etc.

Given a public key of an MPKC and a valid ciphertext
y = (y′1, · · · , y′m), to break it is equivalent to solve the
following system F1(x1, · · · , xn) = y′1;

· · ·
Fm(x1, · · · , xn) = y′m.

(12)

4.1 Linearization Equations Attack

Through theoretical analysis, we did not find any lin-
earization equation satisfied by our Cubic MFE. For ex-
ample, similar to SOLE attack on MFE, from Z1 =
M1M2M4, Z4 = M1M4, we can get

M4M
∗
4M

∗
1M1M2M4 = M4Z

∗
4Z1 = det(Z4)M2M4.

Expanding it, we get four equations of the form∑
aijklXiXjYkYl +

∑
bijkXiYjYk = 0. (13)

Substituting (X1, · · · , X16) = π−11 ◦ φ1(x1, · · · , x16r)
and (Y1, · · · , Y22) = π−12 ◦ φ−13 (y1, · · · , y15r) into Equa-
tion (13), we get 24r equations of the form

∑
i≤j

xixj

(∑
k≤l

aijklykyl +
∑
k

bijkyk + cij

)
+
∑
k≤l

dklykyl +
∑
k

ekyk + f = 0.
(14)

From these equations, we can not derive any Lineariza-
tion Equation.

Furthermore, we did many experiments to verify
there is no FOLE and SOLE satisfied by Cubic MFE.
This is done as follows. We selected sufficient plain-
text/ciphertext pairs and plugged them into the SOLE
or FOLE to get a linear system on coefficients of HOLE
or FOLE, and then solve it. The experimental results
showed that the solutions are all zero, hence no HOLE or
FOLE exists.

4.2 Algebraic Attacks

In a direct attack, the attacker wants to recover the plain-
text by solving the system (12). The most efficient algo-
rithm for direct attack is Gröbner Basis method such as
F4 and F5.

According to [5], If K is big, the complexity of Gröbner
Basis method has been proved to be O(23n) and O(22.7n)
in practice.

In Cubic MFE, if K = GF (28) or GF (216), r = 3,
n = 48, the complexity of Gröbner Basis method is about
2129.

An improvement of Gröbner Basis method, F5 can be
seen in [1]. The complexity of algorithm F5 relies on the
degree of regularity dreg in the algorithm.

Proposition 1. ([1], Proposition 2.2) The complexity of
computing a Gröbner basis of a zero-dimensional system
of m equations in n variables with F5 is:

O
(
m ·

(
n+ dreg − 1

dreg

)ω)
,

where dreg is the degree of regularity of the system and
2 < ω < 3 is the linear algebra constant.

Unfortunately, we can not determine the degree of reg-
ularity in our experiments by Magma. When degree in-
crease to 5, the programs would be out of memory. We
estimate the degree of regularity is equal to 6. Hence, the
complexity of F5 on our scheme would be about 283 when
r = 3.

In summary, the Cubic MFE can resist the direct at-
tack with parameters, K = GF (28) or GF (216), r = 3,
n = 48.

5 Parameter Proposals

Based on the security analysis of Cubic MFE in last sec-
tion, we recommend K = GF (28) and GF (216), r = 3,
then n = 48 and m = 66 for our Cubic MFE.

In Table 1, we present the keys sizes of our Cubic MFE
with the paraments recommended and compare them
with Cubic Simple Matrix Encryption (CSME) scheme.

From Table 1, we find that the key sizes of our CMFEs
are smaller than CSMEs.

The performance of CMFEs (r = 3) can be seen in Ta-
ble 2. We did our experiments with Magma on a normal
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Table 1: Parameters and key sizes of CMFEs and comparison with CSMEs

scheme parameters input output public key private key
(k, n,m) size(bit) size(bit) size(KB) size(KB)

CMFE (GF (28), 48, 66) 384 528 1342 6.62
CSME (GF (28), 49, 98) 392 784 2115 72.7
CMFE (GF (216), 48, 66) 768 1056 2684 13.23
CSME (GF (216), 49, 98) 784 1568 4230 145.4

Table 2: The performance of CMFEs

Field Encryption Decryption
Time (ms) Time (ms)

GF (28) 316.72 3.28
GF (216) 344.38 3.59

PC with Intel Core i5 CPU@2.53GHz, 3 GB of memory.
For each finite field, we randomly chose 100 plaintexts
and performed encryptions on them and corresponding
decryptions. We calculated the average time in millisec-
onds of encryptions and decryptions.

6 Conclusion

In this paper, we proposed the Cubic MFE encryption
scheme. In our construction, we use multiplications of
three second order matrices to get a set of cubic poly-
nomials in the central map. The Cubic MFE is secure
against the HOLE attacks and the direct attacks with
proper parameters.

The cubic multivariate public key cryptosystems have
bigger key sizes than the quadratic multivariate public
key cryptosystems. But they can avoided some attacks
occurred on the quadratic ones, such as HOLEs attack etc.
The security of cubic schemes should be further studied
in the future.
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Abstract

Data hiding techniques have been widely used for the last
decades to protect secret data by hiding the secret data
into a cover file. These techniques are categories based
on working domain such as spatial domain, compressed
domain and transform domain. In this paper, we propose
an improved data hiding method, which employs Lempel-
Ziv-Welch (LZW) compression codes to embed secret in-
formation since it requires very low computational cost.
Our method not only reduces the size of files stored on
the disk but also prevents them from being attacked. Ex-
perimental results show that the proposed method out-
performs some previous schemes in terms of compression
rate as well as embedding capacity.

Keywords: Compression Rate; Data Hiding; Embedding
Capacity; Lempel-Ziv-Welch (LZW) Compression

1 Introduction

With the development of information technology, there
are more and more data kept and transferred. Thus, there
are two issues that users always concern about: (1) space
of storage and (2) security and confidentiality of their
information. For the first issue, in order to save stor-
ages, users would prefer some compression methods with
faster rates of compression and decompression to compact
their data before storing them. Unfortunately, most of
effective compression algorithms are computationally ex-
pensive. For the second issue there are many traditional
block ciphers, such as Data Encryption Standard (DES)
and Advanced Encryption Standard (AES) [6,7,14], were
proposed to encrypt information but they are not suit-
able for image encryption because of the redundancy and
special storage format of an image. Among various pro-
tection methods, steganography technique is one of the
most efficient and common methods for image information

protection. Steganography techniques, also called data
hiding techniques, embed secret information into another
host container to avoid suspicion from attackers during
transferring information through the Internet or a public
channel.

In order to tackle the high complexity of compres-
sion methods, a universal lossless compression algorithm
called Lempel-Ziv-Welch (LZW) algorithm, was proposed
by Abraham Lempel and Jacob Ziv in 1977 and widely
used soon due to its achievement of a good compro-
mise between compression performance and speed of ex-
ecution. Then, LZW was improved by Terry Welch in
1984 [25,28,29]. It is also known as an adaptive compres-
sion algorithm that does not assume any prior knowledge
of the symbol probabilities.

Data hiding techniques are classified into two cate-
gories: reversible [1, 2, 4, 5, 9–13, 15–17, 19, 21–24, 26, 27]
and irreversible data hiding [3, 8, 18, 20]. Reversible data
hiding schemes are gained more attention since they are
suitable for protecting sensitive information such as pri-
vate information or medical images. In 2013, Wang et
al. [23] proposed a data hiding method based on LZW
code which modifies values of LZW codes to hide secret
data. However, in their scheme, the compression rate is
still high and data embedding capacity is quite low. In
this paper, we propose a new improvement on Wang et
al.’s method which employed the LZW compression algo-
rithm to solve above two issues at the same time. The
proposed scheme achieves a higher protection of secret
information while enhancing the compression rate.

The rest of this paper is organized as follows. In Sec-
tion 2, we briefly review LZW compression method. Our
proposed scheme is described in Section 3. In Section 4,
we demonstrate the performance of our proposed scheme.
Our conclusions are given in Section 5.
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2 Related Work

2.1 The LZW Algorithm

The LZ family, including LZ1 [28], LZ2 [29], LZW [25] and
their variants are the most popular dictionary-based com-
pression algorithms because they achieve low complexity
and good compression rate. LZW algorithm achieves the
compression by replacing a repeated sequence of charac-
ters with a reference back to its previous occurrence. Per-
formance of the algorithm depends on how such references
are represented and on how to select the sequences that
are replaced. We now briefly review the LZW algorithm.

The algorithm compresses different lengths of sub-
strings to a same length of compression code. That is
to say, the user can acquire a same length of index. The
characteristic of this algorithm is simple and effective to
be implemented. Creating a dictionary including all of
the characters in the input file is the first step of this al-
gorithm. Secondly, we find the sub-string which can be
expressed in the dictionary. Then, the sub-string will be
combined with the next character. After that, we update
it in the dictionary and output the index of the sub-string.
The file is read repeatedly and the dictionary is updated
until all of the characters in the file are read. Finally,
we output is the index numbers. The details of the LZW
algorithm are described as follows.

Algorithm 1 Compression procedure of the original
LZW algorithm

Input. Source file which is needed to be compressed

Output. LZW codes

Step 1. Create a dictionary including all of the charac-
ters.

Step 2. Scan a sub-string w from the input file which
can be found in the dictionary.

Step 3. Combine the sub-string w with the next charac-
ter c, and give new index I(w||c) and add it to the
dictionary.

Step 4. Output the index of the sub-string I(w) and re-
move the sub-string w in the input file.

Step 5. Repeat Step 2 through Step 4 until the source
file is compressed.

After compressing, we have the LZW compression code
with shorter size. Whenever the user wants to decompress
to recover the original data, he/she will perform the de-
compression procedure which is described below.

Algorithm 2 Decompression procedure of the original
LZW algorithm

Input. Compression file

Output. Source file which was decompressed

Step 1. Create a dictionary including all of the charac-
ter.

Step 2. Scan a LZW code I(w) from the compression file
and extract the corresponding symbol w.

Step 3. If the next index is equal to the dictionary plus
one, combine the symbol w with the first character c
of itself; otherwise, combine the symbol w with the
first character c of the next LZW code, then give new
index I(w||c) and add it to the dictionary.

Step 4. Output the index of the symbol w and remove
the LZW code I(w) in the compression file.

Step 5. If all of LZW codes from the compression file
are read, then the process is ended and output the
decompressed data; otherwise, repeat Step 2 through
Step 4.

The following example gives a clearer understanding
of LZW algorithm. Assume that we have a dictionary
which is represented by 8 bits in ASCII and the length of
the compression code is 9 bits. Table 1 shows the LZW
algorithm for the input string “aabaababbaabbabaaabb”.

Table 1: An example to illustrate LZW algorithm

Compression Decompression
Input Updated

dictionary
Output Input Output Updated

dictionary
aa aa=256 97 97 a
ab ab=257 97 97 a aa=256
ba ba=258 98 98 b ab=257
aab aab=259 256 256 aa ba=258
bab bab=260 258 258 ba aab=259
bb bb=261 98 98 b bab=260
baa baa=262 258 258 ba bb=261
abb abb=263 257 257 ab baa=262
baba baba=264 260 260 bab abb=263
aaa aaa=265 256 256 aa baba=264
abb 263 263 abb aaa=265

2.2 The HPDH-LZW Scheme

In 2013, Wang et al. [23] proposed a high performance
reversible data hiding scheme based on LZW algorithm
(HPDH-LZW). The main idea of the paper is that the
compression code is divided into two ranges: in the dic-
tionary or not. In the hiding phase, if the secret bit is
0, output the original compression index; if the secret bit
is 1, calculate the original compression index, and then
add the number of dictionary size and output it. In the
extraction phase, if the value of current processing code
is larger than current size of dictionary, we extract secret
bit “1” and recover the original index by calculating the
difference between this code and the dictionary size. Oth-
erwise, we extract bit “0” and the original LZW code is
equal to the current code. The details of the HPDH-LZW
algorithm are described as follows.

The details of the HPDH-LZW decompression and se-
cret extraction procedure are described below.

In the following example, we assume that a dictionary
is represented by 8 bits in ASCII, the length of the com-
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Algorithm 3 The HPDH-LZW algorithm

Input. Source file which is needed to be compressed and
secret data

Output. LZW codes

Step 1. Create a dictionary which includes all charac-
ters.

Step 2. Scan a sub-string w from the input file, which
can be found in the dictionary.

Step 3. Combine the sub-string w with the next charac-
ter c from the source file, and add new index I(w||c)
to the dictionary.

Step 4.1. If secret bit is “0”, then output the index of
the sub-string I(w). If the secret bit is “1”, then
output: I(w) + ds.

Step 4.2. Remove the sub-string w in the input file.

Step 5. Repeat Step 2 through Step 4 until the source
file is compressed.

Algorithm 4 The HPDH-LZW decompression algorithm

Input. Compressed file

Output. The decompressed source file and secret file

Step 1. Create a dictionary size ds which includes all of
the characters.

Step 2. Scan a LZW code I(w) from the compression
file. If I(w) is more than the dictionary size ds, we
extract the secret bit as “1” and recover the original
LZW code I(w)−ds; otherwise, we extract the secret
bit as “0” and the original LZW code is equal to I(w).
The corresponding symbol w is extracted according
to the original LZW code.

Step 3. If the next LZW code is equal to ds + 1, we
combine the symbol w with its first character c; oth-
erwise, combine the symbol w with the first character
c of the next LZW code, then give new index I(w||c)
and add it to the dictionary.

Step 4. Output the index of the symbol w and the se-
cret bit, then remove the LZW code I(w) in the com-
pressed file.

Step 5. If all LZW codes from the compression file are
read, output the decompression data and secret file;
otherwise, repeat Step 2 to Step 4.

pression code is 10 bits and the largest size of the dic-
tionary is 9 bits. It means that, the original dictionary
indices are from 0 to 255, the new dictionary indices are
from 256 to 511 and the highest index is 1023. Table 2
illustrates the HPDH-LZW algorithm for the input string
“aabaababbaabbabaaabb” and the string of secret bits
“1101101001”.

It is noted that in the HPDH-LZW scheme, the size
of the compression code and the capacity of secret bits
are in inverse proportion, but the size of the compression
code and the size of the compression file are in direct
proportion.

3 Proposed Scheme

Our proposed scheme is called IDH-LZW, i.e., improved
data hiding method based on Lempel-Ziv-Welch compres-
sion. In our proposed scheme, the values of LZW codes
are modified to embed secret bits of different lengths while
avoiding changing the content of the dictionary. That is
to say, every new symbol inserted into the dictionary is
used to embed secret bits of different lengths.

3.1 IDH-LZW Embedding Algorithm

The proposed embedding algorithm is described in Algo-
rithm 5 as follows.

Algorithm 5 IDH-LZW embedding algorithm

Input. Source file and secret file

Output. Compression codes with secret
Firstly, the user must define how many bits to rep-
resent one compression code C size and how many
indices in the dictionary Ds.

Step 1.
- Read the character ci from the source file.
- Set s = sp||ci, where s is a string variable, sp is

previous symbol and || means the concatenation
operation. If i = 0 then s = c0.

Step 2.
If s exists in the dictionary

- Set the previous symbol sp = s.
Else

- Compute kp = Ds/ds, where ds is the current
size of the dictionary, kp is the hidden fragment
and the value of kp is between 2k and 2k+1.

- Get k secret bits bk from the secret file and
sbk is bk in decimal.

- Get the code Ci, where Ci is the dictionary
index of sp.

- Set Ci

′
= Ci + ds ∗ sbk, where ds is the

current size of the dictionary.
- Output Ci

′
, where Ci

′
is the compression

code with secret.Step 3.
If ds < Ds

- Add s into the dictionary.
- Set s = ci, where ci is the last character of s.

If the source file is remained
- Repeat Step 1 to Step 3.

Step 4.
In case sp still has data without output after Step 3

- Set kp = Ds/ds.
- Take a secret digit sbk from the secret file.

- Get code Ci

′
and set Ci

′
= Ci + ds ∗ sbk.

- Output Ci

′
.

Step 5.

- Transform Ci

′
to binary code Cbi where binary

code size is C size.
- The final compression code is C, where C is the

concatenation of Cbi.
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Table 2: An example to illustrate HPDH-LZW algorithm

Compression Decompression
Input Updated dictionary Hidden bit Output Input Extracted bit Output Updated dictionary
aa aa=256 1 353 353 1 a
ab ab=257 1 354 354 1 a aa=256
ba ba=258 0 98 98 0 b ab=257
aab aab=259 1 515 515 1 aa ba=258
bab bab=260 1 518 518 1 ba aab=259
bb bb=261 0 98 98 0 b bab=260
baa baa=262 1 520 520 1 ba bb=261
abb abb=263 0 257 257 0 ab baa=262
baba baba=264 0 260 260 0 bab abb=263
aaa aaa=265 0 256 256 0 aa baba=264
abb 1 529 529 1 abb aaa=265

3.2 IDH-LZW Decompression and Secret
Extraction Algorithm

In the decompression phase, it is noted that the number
of bits used to represent one compression code C size and
the number of indices in the dictionary Ds are shared be-
tween the dealer and the receiver. This information is
used to extract the secret bits and decompress the com-
pressed file. Algorithm 6 is used to demonstrate the de-
compression and extraction procedure of our method.

Algorithm 6 IDH-LZW decompression and secret ex-
traction algorithm

Input. Compression codes

Output. Reconstructed source file and recovered secret
file

Step 1.
- Cut C size bits to present one LZW compres-

sion code Ci

′
.

Step 2.

- Read a LZW code C0

′
.

- Compute kp = Ds/ds, where kp is the embed-
ding range, Ds is the number of the dictionary
and ds is the current size of the dictionary. The
value of kp is from 2k to 2k+1.

- Compute C0 = C0

′
/ds and get the remainder

sbk = C0

′
mod d, where C0 is the original com-

pression code, sbk are extracted secret bits in
decimal and bk are k secret bits of sbk in bi-
nary.

- Get w where w is the symbol of C0 in the dic-
tionary.

Step 3.

- Read the next LZW code Ci

′
.

If ds is equal to Ds
kp = Ds/ds.

Else
kp = Ds/(ds + 1).

- Compute Ci = Ci

′
/ds, get the remainder sbk =

Ci mod d and extract secret bit bk from sbk.
- Output bk.

Step 4.

- Set ci to be the source file value.
If Ci exists in the dictionary

- Get ci, where ci is the symbol of Ci in the dic-
tionary.

Else if Ci is equal to ds
- Set ci = w||(the first symbol of w).

If (ds < Ds)
- Put ci = w||(the first symbol of w) into the

dictionary.
- Set w = ci.
- Output ci.

Step 5.
- Concatenate ci to reconstruct the source file and
bk to recover the secret file.

We illustrate all the steps of our IDH-LZW algorithm
in Table 3 as follows. Here, we give a dictionary which is
represented by 8 bits in ASCII, the length of compression
code is 10 bits and the maximum size of the dictionary is
9 bits as an example. It means that, original dictionary
indices are from 0 to 255, new dictionary indices are from
256 to 511 and the maximum index is 1023. Table 3
shows the proposed IDH-LZW algorithm for the input
string “aabaababbaabbabaaabb” and the string of secret
bits “110110100011”.

4 Experimental Results

To show that our proposed scheme is suitable for most
data formats, we conduct experiments on different kinds
of files such as text files, binary images, grayscale images
and color images with different file sizes. Figure 1 shows
the set of test images and Figure 2 shows the text files
used to implement our method.

4.1 Compression Performance

Our IDH-LZW scheme can embed a large amount of se-
cret bits while compressing the source file. As a result,
we can save storage as well as protect our data. We con-
duct our experiments on different kinds of file formats
such as text files, binary images, grayscale images sized
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Table 3: Example to illustrate IDH-LZW algorithm

Compression Decompression
Input Updated dictionary Hidden bit Output Input Extracted bit Output Updated dictionary
aa aa=256 11 865 865 11 a
ab ab=257 0 97 97 0 a aa=256
ba ba=258 1 356 356 1 b ab=257
aab aab=259 1 515 515 1 aa ba=258
bab bab=260 0 258 258 0 ba aab=259
bb bb=261 1 359 359 1 b bab=260
baa baa=262 0 258 258 0 ba bb=261
abb abb=263 0 257 257 0 ab baa=262
baba baba=264 0 260 260 0 bab abb=263
aaa aaa=265 1 521 521 1 aa baba=264
abb 1 529 529 1 abb aaa=265

(a) Baboon (b) Lena (c) Boat (d) Peppers
(grayscale) (grayscale) (grayscale) (grayscale)

(a) Baboon (b) Lena (c) Boat (d) Peppers
(color) (color) (color) (color)

Figure 1: Test images

(a) The Gettysburg address

(b) I have a dream

(c) Obama

(d) The little prince

(e) Brave new world

Figure 2: Text files

256×256, grayscale images sized 512×512 and color im-
ages, as shown in Tables 4-8, respectively. In these tables,
the “LZW size” parameter is the size of LZW codes, mea-
sured by the number of indices. The “capacity” values are
taken under different dictionary sizes (ds) on various im-
ages.

4.2 Embedding Performance

The proposed IDH-LZW scheme aims to embed secret in-
formation into compressed files. Therefore, the embed-
ding rate is concerned to evaluate the performance of
an algorithm. To further demonstrate that our scheme
achieves high embedding rate, Tables 9-11 show the num-
ber of hidden bits per LZW code measured by byte on
different file formats. It can be seen from the tables that,
a larger size of dictionary is increased and a larger amount
of secret bits is embedded. However, the compression rate
is higher. Moreover, among these tables, we can see that
the embedding rate in Table 10 is the highest while the
compression rate is low. The reason is that in grayscale
images, many pixels are the same as their neighbors.

4.3 Comparisons

In this subsection, we implement Wang et al.’s scheme
(HPDH-LZW) and compare the results with our proposed
scheme in terms of low compression rate and high embed-
ding capacity. The “decreased size” parameter is used to
evaluate the size of compression code that is reduced while
comparing to Wang et al.’s scheme. The “increased bits”
parameter is conducted to show that our scheme can em-
bed more data into host compression codes. Tables 12-16
obviously show that our proposed scheme is better than
HPDH-LZW scheme in terms of compression rate and em-
bedding capacity. Furthermore, graphs in Figure 3 visibly
show our comparisons.

5 Conclusions

In this paper, we proposed a novel compression-based
data hiding scheme called IDH-LZW which not only solves
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Table 4: The capacity performance of IDH-LZW scheme for text files

C size 10 11 12 13
Ds 9 10 11 12
File name LZW size

(index)
Capacity LZW size

(index)
Capacity LZW size

(index)
Capacity LZW size

(index)
Capacity

The Gettysburg address 803 804 717 975 717 1692 717 2409
I have a dream 5090 5091 4040 4298 3538 4565 3325 6145
Obama 7566 7567 5819 6077 5058 6085 4680 7500
Brave new world 237230 237231 179303 179561 146171 147198 126063 128883
The little prince 54821 54822 40392 40650 33474 34501 28055 30875

Table 5: The capacity performance of IDH-LZW scheme for binary images

C size 10 11 12 13 14 15
Ds 9 10 11 12 13 14
File
name

LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity

Airplane 7610 8112 6717 7730 5885 7921 5501 9584 5467 13645 5467 19112
Boat 9200 9702 8028 9041 7156 9192 6671 10754 6543 14721 6543 21264
Gold 12408 12910 10757 11770 9633 11669 8952 13035 8665 16843 8640 25009
Lena 8025 8527 6807 7820 6220 8256 5911 9994 5811 13989 5811 19800
Peppers 7190 7692 6147 7160 5775 7811 5533 9616 5491 13669 5491 19160

Table 6: The capacity performance of IDH-LZW scheme for grayscale images (sized 256×256)

C size 16 17 18 19 20
Ds 15 16 17 18 19
File
name

LZW size
(index)

Capacity LZW size
(index)

Capacity LZW size
(index)

Capacity LZW size
(index)

Capacity LZW size
(index)

Capacity

Baboon 40104 70831 39977 103217 39977 143194 39977 183171 39977 223148
Barbara 40497 71224 40257 103497 40257 143754 40257 184011 40257 224268
Boat 34849 65576 34818 98058 34818 132876 34818 167694 34818 202512
Family 38009 68736 37895 101135 37895 139030 37895 176925 37895 214820
Girl 33797 64524 33789 97029 33789 130818 33789 164607 33789 198396
Lena 34861 65588 34843 98083 34843 132926 34843 167769 34843 202612
Peppers 351997 65926 35149 98389 35149 133538 35149 168687 35149 203836
Toys 32193 62920 32193 95113 32193 127306 32193 159499 32193 191692

Table 7: The capacity performance of IDH-LZW scheme for grayscale images (sized 512×512)

C size 16 17 18 19 20
Ds 15 16 17 18 19
File
name

LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity LZW
size
(index)

Capacity

Baboon 146755 177482 136511 199751 133149 261670 132994 392332 132994 525326
Boat 146376 177103 124444 187684 109856 238377 109856 348233 109856 458089
F16 114876 145603 96009 159249 94785 223306 94785 318091 94785 412876
Lena 127139 157866 117295 180535 114434 242955 114434 357389 114434 471823
Peppers 129000 159727 118875 182115 116070 244591 116070 360661 116070 476731
Gold 140641 171368 122040 185280 118513 247034 118513 365547 118513 484060
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Table 8: The capacity performance of IDH-LZW scheme for color images (sized 512×512)

C size 16 17 18 19 20
Ds 15 16 17 18 19
File
name

LZW size
(index)

Capacity LZW size
(index)

Capacity LZW size
(index)

Capacity LZW size
(index)

Capacity LZW size
(index)

Capacity

Baboon 509088 539815 470992 534232 428694 557215 407172 666510 402207 923434
Boat 559908 590635 510732 573972 426127 554648 344134 603472 337656 858883
F16 430883 461610 399157 462397 320466 448987 288861 548199 288400 809627
Lena 190343 221070 153265 216505 135890 264411 135842 395180 135842 531022
Peppers 516584 547311 490857 524097 415514 544035 387969 647307 382513 903740
Gold 588303 619030 469542 532782 384609 513130 361901 621239 356391 877618

Table 9: The embedding rate of the proposed scheme for text files

C size 10 11 12 13
Ds 9 10 11 12
File name LZW size

(byte)
Hidden bit
per byte

LZW size
(byte)

Hidden bit
per byte

LZW size
(byte)

Hidden bit
per byte

LZW size
(byte)

Hidden bit
per byte

The Gettysburg
address

1003.75 0.80 985.88 0.99 1075.50 1.57 1165.13 2.07

I have a dream 6362.50 0.80 5555.00 0.77 5307.00 0.86 5403.13 1.14
Obama 9457.50 0.80 8001.13 0.76 7587.00 0.80 7605.00 0.99
Brave new world 296537.50 0.80 246541.63 0.73 219256.50 0.67 204852.38 0.63
The little prince 68526.25 0.80 55539.00 0.73 50211.00 0.69 45589.38 0.68

Table 10: The embedding rate of the proposed scheme for grayscale images (sized 256×256)

C size 16 17 18 19 20
Ds 15 16 17 18 19
File
name

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

Baboon 80208.00 0.88 84951.13 1.22 89948.25 1.59 94945.38 1.93 99942.50 2.23
Barbara 80994.00 0.88 85546.13 1.21 90578.25 1.59 95610.38 1.92 100642.50 2.23
Boat 69698.00 0.94 73988.25 1.33 78340.50 1.70 82692.75 2.03 87045.00 2.33
Family 76018.00 0.90 80526.88 1.26 85263.75 1.63 90000.63 1.97 94737.50 2.27
Girl 67594.00 0.95 71801.63 1.35 76025.25 1.72 80248.88 2.05 84472.50 2.35
Lena1 69722.00 0.94 74041.38 1.32 78396.75 1.70 82752.13 2.03 87107.50 2.33
Peppers 70398.00 0.94 74691.63 1.32 79085.25 1.69 83478.88 2.02 87872.50 2.32
Toys 64386.00 0.98 68410.13 1.39 72434.25 1.76 76458.38 2.09 80482.50 2.38

Table 11: The embedding rate of the proposed scheme for color images (sized 512×512)

C size 16 17 18 19 20
Ds 15 16 17 18 19
File
name

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

LZW
size
(byte)

Hidden bit
per byte

F16 861766 0.54 848209 0.55 721049 0.62 686045 0.80 721000 1.12
Baboon 1018176 0.53 1000858 0.53 964562 0.58 967034 0.69 1005518 0.92
Boat 1119816 0.53 1085306 0.53 958786 0.58 817318 0.74 844140 1.02
Gold 1176606 0.53 997777 0.53 865370 0.59 859515 0.72 890978 0.99
Lena 380686 0.58 325688 0.66 305753 0.86 322625 1.22 339605 1.56
Peppers 1033168 0.53 1043071 0.50 934907 0.58 921426 0.70 956283 0.95
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Table 12: Comparisons between IDH-LZW scheme and Wang et al.’s scheme conducted on binary images (sized
512×512)

File name
Original
file size

HPDH-LZW Proposed scheme
Decreased size Increased bits

LZW size (C size =
10 and Ds = 9)

Capacity LZW size (C size =
13 and Ds = 12)

Capacity

F16 32768 9513 7610 8939 9584 6.03% 25.94%
Boat 32768 11500 9200 10840 10754 5.74% 16.89%
Goldhill 32768 15510 12408 14547 13035 6.21% 5.05%
Lena 32768 10031 8025 9605 9994 4.25% 24.54%
Peppers 32768 8988 7190 8991 9616 -0.04% 33.74%

Table 13: Comparisons between IDH-LZW scheme and Wang et al.’s scheme conducted on grayscale images (sized
256×256)

File name
Original
file size

HPDH-LZW Proposed scheme
Decreased size Increased bits

LZW size (C size =
10 and Ds = 9)

Capacity LZW size (C size =
13 and Ds = 12)

Capacity

Baboon 65536 80886 64709 80208 70831 0.84% 9.46%
Barbara 65536 79999 63999 80994 71224 -1.24% 11.29%
Boat 65536 73238 58590 69698 65576 4.83% 11.92%
Family 65536 79809 63847 76018 68736 4.75% 7.66%
Girl 65536 77253 61802 67594 64524 12.50% 4.40%
Lena 65536 76428 61142 69722 65588 8.77% 7.27%
Peppers 65536 77546 62037 70398 65926 9.22% 6.27%
Toys 65536 80878 64702 64386 62920 20.39% -2.75%

Table 14: Comparisons between IDH-LZW scheme and Wang et al.’s scheme conducted on grayscale images (sized
512×512)

File name
Original
file size

HPDH-LZW Proposed scheme
Decreased size Increased bits

LZW size (C size =
10 and Ds = 9)

Capacity LZW size (C size =
13 and Ds = 12)

Capacity

Airplane 262144 315065 252052 225114 318091 28.55% 26.20%
Baboon 262144 321820 257456 302155 382967 6.11% 748.75%
Barbara 262144 320539 256431 300846 381865 6.14% 48.92%
Boat 262144 279783 223826 260908 348233 6.75% 55.58%
Elaine 262144 313738 250990 284174 367825 9.42% 46.55%
Family 262144 316699 253359 271211 356909 14.36% 40.87%
Girl 262144 299851 239881 257669 345505 14.07% 44.03%
Gold 262144 301103 240882 265326 351953 11.88% 46.11%
Lena 262144 300391 240313 254852 343133 15.16% 42.79%
Peppers 262144 305998.8 244799 252750 341363 17.40% 39.45%
Sailboat 262144 316698.8 253359 274785 359919 13.23% 42.06%
Bridge 262144 277127.5 221702 200623 297467 27.61% 34.17%
Tiffany 262144 286201.3 228961 232441 324261 18.78% 41.62%
Toys 262144 306772.5 245418 243457 333537 20.64% 35.91%
Zelda 262144 301776.3 241421 248214 337543 17.75% 39.82%
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Figure 3: Comparisons between HPDH-LZW and our method

Table 15: Comparisons between IDH-LZW scheme and Wang et al.’s scheme conducted on color images (sized
512×512)

File name
Original
file size

HPDH-LZW Proposed scheme
Decreased size Increased bits

LZW size (R+G+B)
(C size = 10 and Ds = 9)

Capacity LZW size (R+G+B)
(C size = 13 and Ds = 12)

Capacity

Airplane 786432 894215 715372 711305 984557 20.45% 37.63%
Baboon 786432 971015 776812 970988 1186851 0.00% 52.78%
Boat 786432 912838 730270 775112 1038289 15.09% 42.18%
Gold 786432 948944 759155 835991 1089555 11.90% 43.52%
Lena 786432 693664 554931 464123 771629 33.09% 39.05%
Peppers 786432 934743 747794 829136 1083783 11.30% 44.93%
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Table 16: Comparisons between IDH-LZW scheme and Wang et al.’s scheme conducted on text files

File name
Original
file size

HPDH-LZW Proposed scheme
Decreased size Increased bits

LZW size (C size =
10 and Ds = 9)

Capacity C size Ds LZW
size

Capacity

The Gettysburg
Address

1461 1004 803 11 10 986 975 1.78% 21.42%

I have a dream 9167 6363 5090 14 13 5819 9470 8.55% 86.05%
Obama 13507 9458 7566 14 13 8160 11324 13.72% 49.67%
Brave new world 375467 296538 237230 19 18 193791 291713 34.65% 22.97%
The little prince 91141 68526 54821 17 16 46963 74927 31.47% 36.68%

the issue of data security but also reduces the size of stor-
age. Experimental results show that our proposed scheme
achieves good compression rate and high embedding ca-
pacity. Moreover, our proposed scheme has very low com-
putation cost but guarantees the efficiency, that is suitable
for real time applications.
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Abstract

Security of networks is the most important challenge of
the Internet of Things (IoT) that need smarter security
mechanisms. Therefore, a tamper detection (TD) is an
efficient security mechanism based on networks of IoT for
healthcare applications, which used to deal with security
violations. In this paper, a new TD mechanism based
IoT for real data of healthcare application called (IOT-
TD) model has been proposed. This paper effectively pro-
posed (ANN-GA) tamper detection mechanism. Where,
Genetic Algorithm (GA) is used to optimize weight and
bias values of artificial neural networks (ANN) which lead
to maximize the ANN detection accuracy, minimize the
timing detection and efficiency energy saving. The ex-
perimental results showed that the tamper detection per-
formance of (ANN-GA) is 98.51%. In addition, the pro-
posed model showed that the (ANN-GA) enhances the
timing to 0.03 sec which is important for real time of
(IOT-TD) model healthcare application and the efficiency
energy saving transmission is 1980 times better than full
transmission. Also, the proposed Model relies on the
certificate-based DTLS handshake protocol as it is the
main security for (IoT-TD) model.

Keywords: Artificial Neural Network; Genetic Algorithm;
Healthcare Applications; Internet of Things; Tamper De-
tection

1 Introduction

Nowadays, IoT is becoming one of the hottest research
topics. IoT describes the future, where every day phys-
ical objects will connect to the Internet and be able to
identify themselves to each others [19]. Hence, the IOT
realizing smart environments such as: smart living, smart
home, smart manufacturing, and smart healthcare appli-
cations. Due to the spread of chronic diseases and ris-
ing the cost of traditional healthcare application around
the world; so it urgently demand transform the health-

care from hospital centered systems to remote personal
healthcare systems [12]. Sensors, equipments and detec-
tors around us have a significant impact on our everyday
activities. Which It is becoming more pervasive for at-
tempting to fulfill end users’ need and provide easy of
usability, specially in healthcare applications [14]. There-
fore, one of the most important challenges of IoT based
healthcare is a data security [9]. Where security is a major
issue concerned of the most devices and their communi-
cations in nature [6]. These devices have a capability to
send / receive data between each others using different
communication protocols. The communication protocols
must allowed low energy consumption and sufficient data
security. Therefore, communication protocols are very
important to secure the networks of IoT [17]. Hence, dif-
ferent types of communication protocols such as CoAP ,
IEEE 802.15.4, ZigBee, 6LOWPAN and Ethernet are
used [13, 15]. The following Figure 1 shows some of secu-
rity and management protocols for IoT .

Figure 1: The framework protocols for IoT based
healthcare

The main objective of internet of things based health-
care application is enhancing the interaction of device-to-
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device, as well as the interaction of device-to-human via
Internet. [14]. Although the collected data from harmless
wearable sensors, such data is vulnerable to top privacy
concerns. Where as the networks of IoT is secured based
encryption and authentication mechanisms, but it so vul-
nerable against cyber-attacks [18]. So, this paper aims to
secure data for digital communication in healthcare ap-
plication [9, 21].

This paper, present a secure and efficient model for
IoT-based healthcare using TD mechanism that monitor
the malicious traffic in IOT-networks. Which it can de-
fend the IOT-networks from intruders [1]. Intrusions are
malicious activities that harmful to sensor nodes. There-
fore, tTD can be used to inspect and investigate devices,
user actions, and identifies the malicious activities for
IOT-networks [11]. The TD works as IOT-networks ob-
server, which avoids the damage of data by generating an
alert before the attackers begin to attack. Also, TD can
detect both external and internal attacks. An external at-
tacks are launched by third party who is initiated by out-
side IOT-networks, whereas internal attacks are launched
by nodes that belong to the IoT-networks.

There are mainly three components of TD: monitor-
ing, detection and alarm [10]. The monitoring component
monitors the network traffics, patterns and resources, de-
tection is a core component of TD which detects the in-
trusions according to specified algorithm and alarm com-
ponent raised an alarm if intrusion is detected [10].

In this paper, IOT − TD model employs the ANN
which have been used to solve classification problems.
The performance of a ANN depends directly on the de-
sign of the hidden layers, and in the calculation of the
weights that connect the different nodes [20]. In order
to obtain a feasible results, the weights of ANN are cal-
culated using a GA [4]. The GA is a meta-heuristic al-
gorithm based on the concept of evolution processes. So,
from all the search spaces of possible weights, the GA will
generate new points of possible solutions to ANN .

Also, this paper employs DTLS handshake protocol
as it is a main security solution for the IoT − TD model.
To the best of our knowledge, IoT − TD model is the
first effort for proposing a secure and efficient model for
IoT-based healthcare application using (ANN−GA ) TD
mechanism. The elaboration of proposed model from the
viewpoint of security as well as performance analysis is
conducted. Also, the results reveal that the proposed
IOT − TD model based healthcare application increases
the detection accuracy, speed up the detection time and
the efficiency of energy saving compared to other well-
known approaches.

Table 1 is the nomenclature of the paper.

The rest of this paper is organized as follows: Section 2
gives a literature survey. Section 3 presents a concept
of the tamper detection mechanism. Section 4 gives the
problem formulation. Section 5 introduces the proposed
IOT − TD model for healthcare application. Section 6
gives the implementation results and analysis. Finally,
Section 7 contains the conclusion remarks.

Table 1: Nomenclature

IOT Internet of Things
TD Tamper Detection

ANN Artificial Neural Network
GA Genetic Algorithm

DTLS Datagram Transport Layer Security
IDS Intrusion Detection System
UDP User Datagram Protocol
TCP Transmission Control Protocol

COAP Constrained Application Protocol

2 Literature Survey

The IOT performs the complicated functions in a sim-
ple way, which lead to structure more intelligent environ-
ments to make it a safe places for live in. Many researchers
have been working on IoT-based healthcare applications
and wireless sensor areas to provide the best mechanisms
for data security. This section describes a variant contri-
butions which are proposed in recent years.

Jun in [7] proposes event processing based IDS. Which
solves the problem of real time of IDS in IoT-networks.
Authors claimed a design of IDS approach based on the
basis of Event Processing Model EPM . It is rule-based
IDS in which rules are stored in Rule Pattern Repository
and takes SQL and EPL of Epser as a reference. Accord-
ing to the results, this proposed consumed more CPU re-
sources, less memory and took less processing time than
traditional IDS for IoT-networks.

Alsadhan in [2] proposed an optimized IDS for IoT-
networks using soft computing mechanisms. The objec-
tive of this proposed is increasing the performance of the
system and identify each activities in a robust way. Where
authors implemented the soft computing mechanisms like
PCA, PSO and Greedy Search in IDS. In this proposed,
the number of features are reduced with increasing of de-
tection rate.

In [5], is proposed an IoT-based health monitoring sys-
tem architecture which uses star-based 6LoWPAN motes
that are integrated with an AFE device. The system
uses a gateway which collects the data from the motes
and transmits them to server, so they can provide many
services for the connectivity conservation and the rein-
forcement of the system.

In [8], Kasinathan proposed IoT-networks based DoS
detection IDS architecture within the EU FP7 project
ebbits network framework. In this approach, IDS can
listen or monitor 6LoWPAN traffic by using IDS probe.
They used hybrid approach for placement of IDS. DoS
protection manager is core component of proposed system
which raised an alert by using information available on
network manager component.



International Journal of Network Security, Vol.20, No.3, PP.489-495, May 2018 (DOI: 10.6633/IJNS.201805.20(3).11) 491

3 Tamper Detection Mechanism
(TD)

TD mechanism is an ability of a device to sense with
an active attempt which compromised the device or the
data associated with that device. Hence, it enables this
device to start appropriate defensive actions against any
attacks [22]. The methods used for TD are typically de-
signed as a suite of sensors each specialized for a single
threat type. Also, TD mechanism enables the device to
be aware of tampering and typically fall into one of three
groups:

• Switches: to detect the opening of a device.

• Sensors: to detect environmental changes, voltage
and power sensors to detect glitch attacks.

• Circuitry: to detect drilling or penetrating the de-
vice boundary.

The idea behind of a TD mechanism is to be a sensitive
enough to detect the presence of a tangible threats. Also,
it be able to distinguish from ”false alarms” situations.
There are several methods for applying TD mechanism;
such as ANN and C4.5 methods [16].

4 Problem Formulation

Let zt be set of patient sensors values acquired at time t.

zt(a) = Dt[bt](a), ∀ a ∈ A (1)

Where, Dt denoted as an operator transforming the origi-
nal record bt, and a ∈ z2 indicates the sensors values that
belonging to the regular record A ⊂ z2. As far as there
are no tampering attacks/events.

Dt[bt](a) = bt(a) + ηt(a), ∀ a ∈ A (2)

Where, ηt is a random variable accounting for record
noise values, and bt are acquired from the same sensor
even though typically bt 6= bt−1; because values of patient
record are changed.

When, at time τ∗ an external disturbance introduces
a tampering, the record bt is degraded by an unknown
tamper attack and zt becomes:

Dt[bt](a) =

∫
b(e)ht(a, j)dj +ηt(a), ∀ a ∈ A, t � τ∗ (3)

Where, ht(a, j) is the value-spread function at value a ∈
A.

The proposed ANN − GA TD mechanism analyzes a
sequence of {zt, t = 1, ..., number of sensors} to detect
the time instant τ∗ when tampering like 3 occur. We as-
sume that T0 tampering-free values are provided for train-
ing.

5 The Proposed IOT − TD Model
for Healthcare Application

This section contains the description for the proposed
model IOT − TD. So, the main aim of the proposed
model is to detect the tampering and ensure authentica-
tion of the biomedical information in IoT based health-
care application. Our proposed model designed to detect
a huge types of attacks, which compromise the security of
the biomedical information. These attacks such as: imi-
tating and alteration. In which intruder can interfere and
send an altered data that causes the tampering, bugging,
and interruption of the biomedical information. The pro-
posed model have a combination of IoT technologies, and
communication protocols to design an efficient healthcare
application.

5.1 Model Architecture

The architecture of the proposed IOT −TD model shown
in Figure 2 consists of three main modules: the digital
environment module, local data processing environment
module and remote doctor workstation module.

Figure 2: Structure IOT − TD for healthcare model
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5.1.1 Digital Environment Module

The digital environment module represented by the Ar-
duino UNO Board and some medical sensors such as:
Body temperature sensor, and pulse sensor, etc., which
measure some variables, such as: blood pressure, temper-
ature, and heart rate, etc.. Then the values will gathered
to create a database as shown in Figure 3.

Figure 3: IOT − TD hardware architecture

5.1.2 Local Data Processing Module

The local data processing module which consists of the
TD component. Which it will receive the data (i.e., tem-
perature, etc.) transmitted from user monitoring sensors
in real-time. Then will be analyzing these values using
ANN − GA TD mechanism and compared it with the
normal values of same patient. Where, ANN composed of
digital nodes explained in subsection 5.1.1 module (equiv-
alent to neurons of a human brain) which are intercon-
nected by weighted links (equivalent to synapses between
neurons) as shown in Figure 4.

Figure 4: Design of ANN-GA

Hence, the outcome of the ANN is altered by changes
of the weights of links. So, the weights of the ANN are
calculated using GA approach. Such that from all the

search hypothesis space of all the possible weights, the
GA will generate new points of the possible solutions.
Therefore, The mathematical description of ANN − GA
as follows:

Yi = F (Σm
i=0Wi ×Xi + b) (4)

Where,

• Xi: is input variable associated with each node.

• Wi: is connections’ weights between inputs xi esti-
mated by GA.

• b: is the bias of the node.

• F : is the transfer function.

• Yi: is the desired output of ANN .

If the output of ANN −GA within the normal range;
which indicates that the patient values observed is nor-
mal, then the data processing module will continue read
the data from patient’ medical sensors. While, if these
values are not within the normal range; it indicating that
the user’s values monitor is abnormal, then the TD will
send a reminder of warning to the patient.

5.1.3 Remote Doctor Workstation Module

Also, the remote doctor workstation module consists of
the same TD mechanism component which observe the
data for patient medical sensors in the real-time , then
set up a personal database for each patient. Hence, TD
will send an alert to patients when sense with abnormal
values at any time then gives disposal proposals.

5.2 Model Topology

In this section, we focuses on the topology of the con-
nections between the sensors and the actuators; which
all nodes are connected to each other by links. In which
it can used to communicate for the data and the signals
transferring. The proposed model’ network is consisting
of IEEE802.15.4 which used in the physical layer. So,
it can provide a wireless communications, where the bits
of data after they have been converted into signals can
be transmitted and received. Moreover, in the data link
layer, 6LoWPAN is used as (adaptation layer) where; the
adjustment from IPv6 to IEEE 802.15.4 is done. In the
addressing and routing of data the Internet Protocol IP is
used. So, we assign to every node a unique IPv6 address.
The next layer is a transport layer, where UDP is used for
the carriage of the data. The UDP is supplying lower la-
tency and it is faster than TCP . The application layer is
last layer, where it uses the CoAP . The proposed model’
network also connects to other networks via Wi− Fi.

The notations used throughout this work which de-
scribes the proposed model shown in Table 2.

Suppose that the proposed network involves a
set of sensors {S1, S2, ..., Sn} and set of actuators
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Table 2: Notations

Notation Description

Sn Total set of sensors

Km Total set of actuators

Lnode total set of links

Sdata Total sensor data

Ksig Total actuator signals

Ploss packet/signal loss

Drec Total data received

Dsent Total data sent

Nnf Number of nodes fails to transmit

Anodes Number of nodes succeeded

{K1,K2, ...,Km} which connected with each other. This
situation is described by the two equations below:

(Sn +Km)−Nnf = Anodes (5)

(Sdata +Ksig)− Ploss = Dsent (6)

The proposed model used the duplex mesh communica-
tions, which means if nodes failed to transmit data/signal;
it doesn’t affect the transmission from other nodes. This
is shown below:

[(Sn +Km)× (Sn +Km − 1)

2
] = Lnodes (7)

6 Implementation Results and Se-
curity Analysis

The proposed IOT − TD model is evaluated for the 36
normal and 36 abnormal patients. All experiments have
been performed using Intel Core i3 2.13 GHz processor
with 2 GB of RAM. The experiments have been imple-
mented using Java language environment with C, Eclipse,
Cloud Interface Linux Operating System 64-bit, and Win-
dows Operating System 64-bit.

6.1 Performance Measurements

The detection effectiveness of the proposed IOT − TD
model is measured in term of TP Rate, FP Rate and
F − measure; which are calculated based on the con-
fusion matrix (CM). The CM is square matrix where
columns correspond to the predicted class, whereas, rows
correspond to the real classes. Table 3 presents the CM ,
which shows the four possible prediction outcomes. Here,

True negatives (TN): indicates the number of normal
events are successfully labeled as normal.

False positives (FP): refer to the number of normal
events being predicted as abnormal.

False negatives (FN): The number of abnormal events
are incorrectly predicted as normal.

True positives (TP): The number of abnormal events
are correctly predicted as abnormal.

TPRate =
TP

TP + FN

FPRate =
FP

FP + TN

F −measure =
2 ∗ TP

(2 ∗ TP ) + FP + FN
.

Table 3: Confusion matrix

Predicted Class

Real Class Normal Abnormal
Normal TN FP

Abnormal FN TP

6.2 Experiment Results

The detection performance measurements by ANN−GA
TD are shown in Tables 4 and 5. Table 4 shows the ac-
curacy measurements achieved for C4.5 method. While,
Table 5 gives the accuracy measurements of ANN −GA
TD for the proposed IOT − TD model.

Table 4: C4.5 tamper detection

Class name TP Rate FP Rate F-Measure
Normal 0.793 0.267 0.791

Abnormal 0.733 0.207 0.736

Table 5: ANN −GA tamper detection

Class name TP Rate FP Rate F-Measure
Normal 1 0.033 0.987

Abnormal 0.967 0.0 0.983

From Tables 4 and 5, it is clear that the detection accu-
racy achieved using ANN −GA as TD method is better
than using C4.5.

Table 6 compares the TD accuracy and timing speed
of C4.5 and proposed ANN−GA. Table 6 illustrate that
the propose gives better detection performance (98.51%)
than the C4.5.

Also, the proposed enhances the timing speed to 0.03
sec which is important for real time IOT − TD model in
healthcare application.

The performance comparison of the proposed model
over two other approaches based on several features are
listed in Table 7.

6.3 Energy-Saving Transmission Effi-
ciency Analysis

The nodes in the IoT − TD base healthcare application
are usually battery energy hence; energy is a scarce re-
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Table 6: Testing accuracy and timing comparison

System Test accuracy Model building Time
IOT-C4.5 76.66% 0.06 sec.

Proposed IOT-ANN-GA 98.51% 0.03 sec.

Table 7: Comparative analysis between the proposed
model and other approaches

Feature [3] [5] Proposed
IoT-based X X X
TD-based × × X

Coap × × X
Topology Star Mesh Full Duplex

Mesh
Security Basic AES Block AES-128,

DTLS, WPA2
Energy

Efficiency × X X
802.15.4 × X X

Scalability High Low High
Adaptability High High High

source. Here, this paper compared the transmission ef-
ficiency every 5-minutes according to different abnormal
patient ratios with ”full transmission” and ”energy-saving
transmission”. In the energy-saving transmission mode,
data is transmitted to the remote doctor workstation
module in a 32- byte package at a 5-minute interval. In
the full transmission mode, data is transmitted contin-
uously at a 1-second interval. In total, the size of con-
tinuous data transmitted over 5-minutes is 57,652 bytes
(12 bits ∗ 128/sec ∗ 300s + 20 bytes of package field +
32 bytes of ANN − GA result). A twenty-four hour
of data-set is emulated using 288 every five-minute data
sets. The normal ratio is defined as the percentage of
normal ANN −GA results analyzed by the multi-pattern
abnormal disease matching in the remote doctor work-
station module. Once the ANN − GA parameters are
transmitted to the remote doctor workstation module,
they are analyzed to decide whether to transmit the
raw data. For instance, if the normal ratio is 80%, the
twenty-four hour energy-saving transmission transmits
288∗32 bytes+ 57652 bytes∗288∗ (1−80%) = 3.176 Mb,
and the efficacy is 15.84 Mb/3.176Mb = 4.99. Suppose
that 100% normal patterns can be detected from the pa-
tients; the transmission efficiency is then 1980 times. It
is useful when analysis a huge amount of data such in
healthcare application as shown in Table 8.

6.4 Security Analysis

The security of the proposed model ”IoT − TD” is an
important issue for healthcare application. Where as the
healthcare information is very sensitive and the internet
will never be safe. So, this section is going to discuss the
security architecture of the proposed model in each layer.

This paper propose (ANN − GA) TD efficient mech-

anism at both local data processing and remote doctor
workstation. Where, GA with ANN will produce a hy-
brid neural network. So, the weights of ANN are calcu-
lated using GA algorithm. From all possible weights of
search space, the GA will generate new points of possible
solutions. Which implies that, it possible to optimize the
ANN by modifying the structure of weights calculation.
Hence, (ANN − GA) TD mechanism leads to maximize
the TD accuracy, minimize the detection timing and effi-
ciency energy saving.

Also, 6LoWPAN in data link layer security which is
responsible for the encryption and authentication of the
links. 6LOWPAN provides secure data packets delivery.
besides, in the transport layer the proposed model use
UDP over DTLS mechanisms that could also be used
for CoAP security, in order to save the communications
between the objects. Furthermore, the IEEE 802.15.4
standard has many security protocols, such as the Wi−Fi
Protected Access WPA2 which provides data integrity,
confidentiality and authentication.

7 Conclusions

This paper proposed a new IOT − TD model which em-
ploys (ANN − GA) TD mechanism for secure the sen-
sitive information in healthcare applications. Therefore,
ANN − GA can be used to satisfy the security require-
ments of IoT-networks environment. According to the pri-
mary and earlier experiments, the proposed ANN −GA
mechanism achieved 98.51% TD rate, which can be con-
sidered as the best tamper detection rate compared with
the C4.5 algorithm which achieved 76.66%. Also, the pro-
posed ANN −GA mechanism enhances the timing detec-
tion to 0.03 sec compared with the C4.5 algorithm which
achieved 0.06 sec and efficiency energy saving which is im-
portant for the real-time IOT − TD model of healthcare
applications.
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Abstract

Clustering provides an efficient management method and
energy balancing scheme for ad-hoc sensor networks.
Cluster head is the most important role in a cluster and
it acts as a local data coordinator and maintains cluster
information. Once malicious nodes or lower energy nodes
are selected as cluster heads, the system would be greatly
affected. Thus selection of trusted cluster heads with
proper residual energy becomes critical for the overall net-
work performance. In this research, we propose an energy
aware and trust based cluster head selection method for
ad-hoc sensor networks. The proposed method relies on
an effective distributed trust model for cluster head selec-
tion and it also considers the residual energy in the selec-
tion process. Simulations show that more trusted nodes
with proper residual energy are selected as cluster heads,
which in turn provides a higher packet delivery ratio from
the cluster member nodes to the base station and a better
balanced energy consumption of the network.

Keywords: Ad-hoc Sensor Network; Cluster Head Selec-
tion; Energy Aware; Trust

1 Introduction

Ad-hoc sensor networks normally consist of spatially dis-
tributed devices using wireless sensor nodes to collabo-
ratively collect, process, and transmit physical or envi-
ronmental parameters [21]. In practice, individual sensor
nodes collet data of interest, process them locally for cer-
tain purposes, and send the processed data to the base
station directly or indirectly with the help of intermedi-
ate nodes [15]. Autonomy is one of the most important
characteristics of ad-hoc sensor networks where each node
is self-configured without the centralized administration.
Further, ad-hoc sensor networks are instant in that no
pre-established infrastructure is needed for the network
deployment, so they have been used for a variety of appli-

cations such as security surveillance, intrusion detection,
disaster management, animal tracking and so on.

To ensure the full functioning of the various appli-
cations, security is an important issue to be addressed
for the autonomous and unattended ad-hoc sensor net-
works [14]. This is because sensor nodes are vulnerable
to attacks such as selective forwarding attack, Sybil at-
tack and wormhole attack. Most security solutions like
cryptography are software based and they are designed to
mainly deal with the outside attacks for traditional net-
works, but such soft security is hard to be implemented in
sensor nodes to counter the attacks especially from inside
malicious nodes. To solve this problem, trusted comput-
ing [4] has been adopted to tackle the malicious nodes
within the network. Trust is essentially a stimulating
mechanism for nodes’ cooperation and its computing is
based on a node’s action or behavior such as delivering or
dropping data packets upon request. Under trust mecha-
nism, higher trust nodes will receive more services from its
peers and less trust nodes get fewer or no services from
the others. Sensor nodes are also featured with limited
power supply and they are usually disposed when their
batteries are exhausted. Clustering techniques [22] pro-
vide an efficient energy balancing method for the sensor
network. In a clustering scheme, all the nodes in the net-
work are virtually partitioned into sub networks called
clusters. In each cluster, member nodes have one or more
elected Cluster Heads (CHs). CH is the most important
element in a cluster and it acts as a local coordinator for
data transmission within the cluster and maintains the
cluster members and topology information [20].

However, once the malicious nodes are selected as CHs,
the system performance would be greatly affected since all
the member nodes depend on CHs for packet transmission
to their respective destinations. In addition, some CHs
with high trust value will be repetitively selected, which
drains their energy faster. In this context, selection of
trusted CHs with proper residual energy becomes critical
for the overall network performance. In this research, we
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propose an Energy Aware and Trust (EAT) based CH se-
lection method for ad-hoc sensor networks. The proposed
method relies on an effective distributed trust model and
it also considers the residual energy in the process of CH
selection.

The rest of this article is organized as follows. Sec-
tion 2 discusses the related work about the classical node
clustering algorithm and the trust computing, Section 3
describes the proposed CH election method, simulation
tests are carried out in Section 4, and the conclusions and
the future research are discussed in Section 5.

2 Related Work

LEACH (Low Energy Adaptive Clustering Hierarchy pro-
tocol) [9] is a classical hierarchical clustering algorithm
for wireless sensor networks (WSNs) and many cluster-
ing algorithms such as C-LEACH [18], P-LEACH [12],
A-LEACH [2], H-LEACH [3], N-LEACH [16], K-LEACH
[24], E-LEACH [26], T-LEACH [11], W-LEACH [23], V-
LEACH [1], LEACH-FL [8], and LEACH-ERE [13] have
derived from LEACH by either modifying the threshold
criteria or optimizing the algorithm parameters.

In LEACH, clustering is based on the signal strength
and CHs are randomly selected. The operation process
for LEACH is split into rounds and each round consists
of the setup phase and the steady phase. In the setup
phase, each sensor node that has not been selected as
CH chooses a random number between 0 and 1 to de-
cide whether it will become a CH or not for the current
round. The decision of a node to be a CH is independent
of other nodes. If the number of a sensor node is less than
the predefined threshold value T (n), this sensor node will
convert from an ordinary node into a CH for the current
round. The threshold T (n) is defined by

T (n) =

{
p

1−p∗(rmod 1
p )

if n ∈ G

0 otherwise

Where r denotes the current round, G represents the set
of nodes that have not been selected as CHs in the last
1
p rounds, p is a pre-determined percentage of CHs in the
round, and n is the number of nodes in the network. After
a node is elected, it informs the member nodes about its
election as CH through advertisement packet. Upon re-
ceiving the advertisement packet, the member node sends
its ID in the join packet to the CH. In the steady phase,
member nodes collect and transmit data to their CHs
which aggregate the received data and forward these data
to the BS. After a given period of time, the algorithm re-
turns to the setup phase and enters into a new round of
CH selection. LEACH balances the energy consumption
of cluster members by rotating the CH, but the drawback
of LEACH is that the CH selection is random without
considering node’s residual energy.

Trust and reputation mechanisms [7, 19, 25] have been
gradually studied by researchers. In the trust computing,

trust is defined as the degree of beliefs about the behaviors
of others and it can help to identify the malicious nodes,
predict the future behavior of a node, and select trust-
worthy nodes under certain trust strategies. The basis of
trust mechanism is that its calculation is either directly
based on the historical behaviors of participating nodes
or indirectly based on the references from other nodes.
Among these models, Bayesian theory that attempts to
discover the behavior patterns through historical actions
fundamentally complies with the procedure of trust evalu-
ation. Bayesian based trust computing first calculates the
prior probability of an event, then applies the prior prob-
ability into the binomial distribution, and finally modifies
or updates such probability by using a posterior inference
according to the relevant evidences [25].

RFSN (Reputation based Framework for high integrity
Sensor Networks) [7] is a representative application of
Bayesian theory for the trust computing. In RFSN, each
sensor holds trust metrics representing past behaviors of
other nodes in order to predict these nodes’ future be-
haviors. According to the trust metrics built for other
nodes by the behavior monitoring, a sensor node can rate
them as positive or negative and evaluate the trustwor-
thiness of these nodes. RFSN uses a completely decen-
tralized management manner and can run on each sensor
node, the latter of which in RFSN only interacts with
nodes within its wireless communication range and thus
only maintains the reputation of nodes in its vicinity. In
RFSN, a transaction is defined as two nodes making an
exchange of information or participating in a collabora-
tive process. After each transaction, one partner will rate
the other as cooperative or not. Let Θ represent the prob-
ability that a certain node will cooperate when asked to
exchange information in RFSN, and a prior distribution
that reflects the probability that a node would cooperate
with another one is defined by

P (Θ) =
Γ(α+ β)

Γ(α)Γ(β)
Θα−1(1−Θ)β−1

where 0 ≤ Θ ≤ 1, α ≥ 0, and β ≥ 0. Θ can be used
as the success probability in Bernoulli observations. For
example, let T ∈ [0, 1] be the node i’s rating for node j in
one transaction, then

P (T |Θ) = ΘT (1−Θ)1−T

After the transaction the posterior of Θ is:

P (Θ|T ) =
P (T |Θ)P (Θ)∫
P (T |Θ)P (Θ)dΘ

∼ Beta(α+ T, β + 1− T )

The mathematical expectation of Θ is:

E(Θ) =
α+ T

α+ T + β + 1− T
(1)

In Equation (1), E(Θ) can be regarded as the trust
value of a node, and the shape parameter (α, β) can be
interpreted as the observed number of positive outcomes
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(cooperation) and the observed number of negative out-
comes (non-cooperation) in one transaction respectively.
According to Equation (1), the limitation of the trust cal-
culation in RFSN is that trust has to be computed after
each transaction so as to update the trust values.

3 EAT Based CH Selection

3.1 Energy Model

In the proposed method, the information of remaining
energy about each sensor node is exchanged periodically
among one-hop neighbors and based on [10], when k -
bit data packet is transmitted within distance d in ad-
hoc sensor networks, the transmitter energy consumption
Et(k, d) is defined by

Et(k, d) =

{
kEelec + kεFSd

2 d < d0

kEelec + kεMP d
4 d ≥ d0

where Eelec is the electronics energy such as signal coding
and spreading, εFSd

2 and εMP d
4 are the amplifier energy

in the free space fading channel with d2 power loss and
multi path fading channel with d4 power loss respectively.
If the distance d is less than the predefined threshold d0,
the power loss can be modeled as the free space model,
or else, if d is greater than or equal to d0, the power loss
is modeled as the multi path model. After receiving this
k -bit data packet, the receiver energy consumption Er(k)
is defined by

Er(k) = kEelec

Thus the remaining energy of a certain node i is

Eremaining = Einitial − Et(k, d)− Er(k)

In practice, the free space model is used and a threshold
Ethreshold = 0.00005J is set so as to check whether a node
has enough remaining energy to work as a CH.

3.2 Trust Calculation

Unlike the binomial distribution based trust method in
RFSN, negative binomial distribution based method is
more flexible and with more applications. In our previous
work [25], we proposed a negative binomial distribution
based trust that can well be applied in WSNs. The defi-
nition is as follows.

E(Θ) =
α+ r

α+ β + r + s
(2)

where r and s are the corresponding increments, E(Θ)
and the shape parameter (α, β) has the similar mean-
ings to those in Equation (1), but the increment in Equa-
tion (2) can be 2 or more and neighboring nodes need
not update the trust of the monitored node every time.
For example, many newly designed MAC protocols such
as SW-MAC [17] and ASS-MAC [5] support sleep mode
in sensor networks where sleep-wake scheduling is set

Table 1: Algorithm of EAT based CH selection

Algorithm
//Use LEACH to form clusters in the sensor network.
//In each round, the CH is selected as follows.
Input: Cluster members
Output: CH of a cluster
Begin
loop1: for(i=1;i<=ClusterNumber;i++)

if (MaxTrust < Trust[i]){
MaxTrust=Trust[i];
j=i;}

if (Eremaining(j) >= Ethreshold)
Node j is selected as CH;

else {
ClusterNumber– –;
remove Node j from the ClusterNumber;
goto loop1; }

End

to achieve the energy efficiency in communications and
the energy consumption can be significantly reduced by
putting nodes into sleep state when their services are not
needed for certain period of time [17]. It means that nodes
in sleep mode cannot respond to the requests from oth-
ers. Assume node j makes a series of requests within a
fixed period of time ∆T from node i and i works alterna-
tively between sleep and wake mode during the requests.
If j receives r(∆T ) positive outcomes and s(∆T ) nega-
tive outcomes from i within ∆T, then the trust value of
i maintained by j is defined by

Ei,j(Θ) =
αi,j + ri,j(∆T )

αi,j + βi,j + ri,j(∆T ) + si,j(∆T )

Further, trust from the third parties should be added as
indirect references. According to the D-S belief theory [6],
suppose j receive the trust about i from h. Let (αhi , β

h
i )

denote such indirect trust and j has the past trust values
about i and h that are denoted by (αi, βi) and (αh, βh)
respectively. Thus combined with indirect trust from h,
the shape parameters are redefined by

α
′

i = αi +
2αhα

h
i

(βh + 2) + (αhi + βhi + 2) + 2αh

β
′

i = βi +
2αhβ

h
i

(βh + 2) + (αhi + βhi + 2) + 2αh

where α
′

i and β
′

i are the direct-indirect integrated trust
parameters about node i respectively. The proposed CH
selection algorithm is presented in Table 1 and in case no
qualified CH is selected in the current round, a random
node within the cluster is designated as the acting CH.



International Journal of Network Security, Vol.20, No.3, PP.496-501, May 2018 (DOI: 10.6633/IJNS.201805.20(3).12) 499

4 Simulations

The problem that this study deals with is to select CHs
with descent trust value and proper residual energy so
as to effectively prevent malicious nodes from becoming
CHs and efficiently balance the energy consumption of
the network. Although LEACH can balance the energy
consumption of cluster members by rotating the CH, the
drawback is that the CH selection is random without con-
sidering node’s residual energy and trust values. Thus
both malicious nodes and nodes with low residual energy
can become CHs in LEACH, which could deteriorate the
system performance. In this section, to test the perfor-
mance of the proposed method, NS-2 is used for the sim-
ulation and LEACH is selected for comparison.

4.1 Settings

Assume that 500 sensor nodes are randomly deployed in
a 400m*400m square region. The BS is set at the cen-
ter of the area and all the CHs can directly communicate
with the BS. When requested by the BS, all cluster mem-
bers send fixed 200-sized data packets containing node ID
and meaningful information directly to the CH through
which these packets are transmitted to the BS. Suppose
that there are 10% evenly deployed malicious nodes, and
when working as cluster members they selectively send
void data packets to the CH in order to drain the net-
work energy, and when these malicious nodes are selected
as CHs, they randomly drop some or all the data packets
sent by the cluster members. It is also assumed that new
round of CH selection is carried out in every 20 requests
from the BS. Other settings are as follows: the initial rep-
utation of each node is 0.5; 802.11 protocol with TDMA
and sleep mode is implemented in MAC; EI = 0.5J ,
Eelec = 50nJ/bit, d = 1m, and εfsd

2 = 10pJ/bit/m2;
the channel bandwidth is set to 1 Mb/s; sensor nodes are
capable of bidirectional communication on every link and
they work in the promiscuous mode so that nodes can
over hear the ongoing packets from its neighbors.

4.2 Test 1

Under ideal conditions, CHs are the trusted entities for
packet transmission and data packets from the cluster
member nodes should be completely transmitted by the
corresponding CHs to the BS. But due to the existence
of malicious nodes or malicious CHs, not all the CHs are
trusted and some packets may not be delivered by ma-
licious CHs and eventually cannot reach the BS. In this
part, CH average trust value and the packet delivery ra-
tio are tested and results are presented in Figure 1 and
Figure 2 respectively.

In LEACH, malicious nodes can be selected as CHs
without any prevention, thus the CH average trust in
LEACH fluctuates around 0.52 during the queries as can
be noticed in Figure 1. It indicates that some selected
CHs have lower trust values than 0.5 and these CHs could
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present malicious behaviors such as dropping the pack-
ets sent from the member nodes in the current scenario.
While in EAT, the CH average trust increases steadily
and reach about 0.61 on the 100th query meaning that
more and more trusted nodes are selected as CHs.

Definition 1. Packet deliver ratio, or PDR is the number
of packets received by the BS to the number of packets sent
by the member sensor nodes.

In Figure 2, as the query number increases, the PDR
in LEACH reaches its maximum value around 0.8 on the
20th query and then drops constantly and reaches around
0.7 on the 100th query. This is because in LEACH ma-
licious nodes can be selected as CHs without any pre-
cautions. Once malicious nodes become CHs, they can
do considerable damage to the network such as dropping
some or all the received packets from the cluster mem-
ber nodes in this case. On contrast, EAT can maintain
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a higher PDR during the queries by incorporating trust
mechanism and avoiding malicious nodes becoming CHs
and hence can obtain PDR about 0.95 on the 100th query.
Compared to LEACH, EAT has an average of 19.8% im-
provement in PDR.

4.3 Test 2

In this part, the average CH residual energy and the aver-
age cluster member residual energy are tested and results
are shown in Figure 3 and Figure 4 respectively.

In Figure 3, the average CH residual energy in both
methods declines as the query goes on, but EAT always
maintain a higher average residual energy than LEACH,
e.g., about 0.46J and 0.41J respectively on the 40th query.
It indicates that by considering the node residual energy
during the CH selection, EAT can choose the potential
candidate CH with more residual energy. By contrast,
LEACH rotates the CH and randomly selects the CH
without taking the remaining energy into consideration

resulting in lower average CH residual energy than EAT.
It can also be found in Figure 1 and Figure 3 that EAT
can not only maintain a higher CH trust value but also
keep a higher average CH residual energy than LEACH.

The similar result can be found in Figure 4 that in
EAT, the average cluster member residual energy is al-
ways higher than LEACH, e.g., about 0.46J and 0.43J
respectively on the 60th query. It indicates that EAT can
better balance the energy consumption within the clus-
ters. Compared to LEACH, EAT has an average of 4.2%
improvement regarding the average CH residual energy
and 2.2% improvement on the average cluster member
residual energy.

5 Conclusions

Improper CH selection could severely degrade the per-
formance of the clustered ad-hoc sensor networks espe-
cially when malicious nodes or low-energy nodes are se-
lected and become CHs. In this study, with the help of
trust mechanism and by considering nodes’ residual en-
ergy, an energy aware and trusted CH selection method
is proposed aiming to select CHs with descent trust value
and proper residual energy. Simulation tests have con-
firmed that the proposed method can effectively prevent
malicious nodes from becoming CHs and efficiently bal-
ance the energy consumption of the network. But due to
the random behavior of malicious nodes, some malicious
nodes can still be elected as CHs in the proposed method
as can be seen the PDR test. Thus how to further en-
hance the PDR and better spot the malicious nodes with
more different random misbehaving patterns will be our
future work.

Acknowledgment

This work is partially supported by the National Science
Foundation of China under grant No. 61073177, the Sci-
entific Research Program of CAFUC under grant Nos.
J2018-03, F2017KF02, J2013-41, and Q2014-053. The
authors also gratefully acknowledge the helpful comments
and suggestions of the reviewers, which has improved the
presentation.

References

[1] A. Ahlawat and V. Malik, “An extended vice-cluster
selection approach to improve LEACH protocol in
WSN,” International Conference on Advanced Com-
puting & Communication Technologies, pp. 236-240,
2013.

[2] M. Ali, T. Dey and R. Biswas, “ALEACH: Ad-
vanced LEACH routing protocol for wireless mi-
crosensor networks,” in Proceedings of the Interna-
tional Conference on Electrical and Computer Engi-
neering, pp. 909-914, 2008.



International Journal of Network Security, Vol.20, No.3, PP.496-501, May 2018 (DOI: 10.6633/IJNS.201805.20(3).12) 501

[3] A. Azim and M. Islam, “Hybrid LEACH: A relay
node based low energy adaptive clustering hierarchy
for wireless sensor networks,” in Proceedings of IEEE
Malaysia International Conference on Communica-
tion, pp. 911-916, 2009.

[4] D. Challener, K. Yoder, and R. Catherman, “A prac-
tical guide to trusted computing,” Pearson Educa-
tion, 2007.

[5] I. Dbibih and et al., “ASS-MAC: adaptive sleep-
ing sensor MAC protocol designed for wireless sen-
sor networks,” in International Conference on Infor-
mation Technology for Organizations Development,
pp. 1-5, 2016.

[6] A. Dempster, “Upper and lower probabilities induced
by multivalued mapping,” The Annals of Mathemat-
ical Statistics, vol. 38, no. 2, pp. 325-339, 1967.

[7] S. Ganeriwal, et al., “Reputation based framework
for high integrity sensor networks,” ACM Transac-
tions on Sensor Networks, vol. 4, no. 3, pp. 15-37,
2008.

[8] R. Ge, H. Zhang and S. Gong, “Improving on
LEACH protocol of wireless sensor networks using
fuzzy logic,” Journal of Information & Computa-
tional Science, vol. 7, no. 3, pp. 767-775, 2010.

[9] W. B. Heizelman, A. P. Chandrakasan and H. Bal-
akrishnan, “An application-specific protocol archi-
tecture for wireless microsensor networks,” IEEE
Transactions on Wireless Sensor Communications,
vol. 1, no. 4, pp. 660-670, 2002.

[10] W. B. Heinzelman, et al., “An application-specific
protocol architecture for wireless microsensor net-
works,” IEEE Transactions on Wireless Communi-
cations, vol. 1, no. 4, pp. 660-670, 2002.

[11] R. Hou, W. Ren and Y. Zhang, “A wireless sensor
network clustering algorithm based on energy and
distance,” in Proceedings of the International Work-
shop on Computer Science and Engineering, pp. 439-
442, 2009.

[12] K. Jin, Y. Zhang and D. Tian, “Based on the im-
provement of leach protocol for wireless sensor net-
work routing algorithm,” in Proceedings of the In-
ternational Conference on Intelligent System Design
and Engineering Application, pp. 1525-1528, 2012.

[13] J. Lee and W. Cheng, “Fuzzy logic based clustering
approach for wireless sensor networks using energy
predication,” IEEE Sensors Journal, vol. 12, no. 9,
pp. 2891-2897, 2012.

[14] C. T. Li and M. S. Hwang, “A lightweight anonymous
routing protocol without public key en/decryptions
for wireless ad hoc networks,” Information Sciences,
vol. 181, no. 23, pp. 5333-5347, 2011.

[15] C. T. Li, M. S. Hwang, C. Y. Liu, “An electronic vot-
ing protocol with deniable authentication for mobile
Ad hoc networks,” Computer Communications, vol.
31, no. 10, pp. 2534–2540, June 2008.

[16] Y. Li, L. Ding and F. Liu, “The improvement of
LEACH protocol in WSN,” in Proceedings of the
International Conference on Computer Science and
Network Technology, pp. 1345-1348, 2011.

[17] L. Liang and et al., “SW-MAC: a low-latency mac
protocol with adaptive sleeping for wireless sen-
sor networks,” Wireless Personal Communications,
vol. 77, no. 2, pp. 1191-1211, 2014.

[18] R. Mehta, A. Pandey and P. Kapadia, “Reform-
ing clusters using C-LEACH in wireless sensor net-
works,” in Proceedings of the International Confer-
ence on Computer Communication and Information,
pp. 1-4, 2012.

[19] P. Mukherjee and S. Sen, “Comparing reputation
schemes for detecting malicious nodes in sensor net-
works,” The Computer Journal, vol. 3, no. 54,
pp. 482-498, 2011.

[20] R. Mylsamy and S. Sankaranarayanan, “A
preference-based protocol for trust and head
selection for cluster-based MANET,” Wireless Per-
sonal Communications, vol. 86, no. 3, pp. 1611-1627,
2016

[21] Y. B. Sailed and A. Olivereau, “A lightweight threat
detection system for industrial wireless sensor net-
works,” International Journal of Network Security,
vol. 18, no. 5, pp. 842-854, 2016.

[22] T. Sanu and M. Thomaskutty, “Lossless address data
compression using quadtree clustering of the sensors
in a grid based WSN,” Ad Hoc Networks, vol. 56,
pp. 84-95, 2017.

[23] C. So-In, et al, “Performance evaluation of LEACH
on cluster head selection techniques in wireless sensor
networks,” in Proceedings of the International Con-
ference on Computer and Information Technology,
pp. 51-61, 2013.

[24] M. Thein and T. Thein, “An energy efficient cluster-
head selection for wireless sensor networks,” in Pro-
ceedings of the International Conference on Intelli-
gent System, Modeling and Simulation, pp. 287-291,
2010.

[25] F. Wang, et al., “SONR: A reliable reputation system
of self organized network,” Journal of Network and
Computer Applications, vol. 35, pp. 914-926, 2012.

[26] J. Xu and et al., “Improvement of LEACH protocol
for WSN,” in Proceedings of the International Con-
ference on Fuzzy System and Knowledge Discovery,
pp. 2174-2177, 2012.

Biography

Zhe Wei received his Ph.D. degree in computer science
and technology in 2015. Now he is a lecturer in Civil
Aviation Flight University of China. His main research
includes WSN security and applications.

Shuyan Yu received her master degree in software
engineering in 2006. Now she is an associate professor in
Zhejiang Post and Telecommunication College. Her main
research includes computer security and applications.



International Journal of Network Security, Vol.20, No.3, PP.502-508, May 2018 (DOI: 10.6633/IJNS.201805.20(3).13) 502

A Data Sorting and Searching Scheme Based on
Distributed Asymmetric Searchable Encryption

Lina Zou, Xueying Wang and Shoulin Yin
(Corresponding author: Shoulin Yin)

Department of Computer and Mathematics, Shenyang Normal University

253 Huanghe N. St, Huanggu Qu, Shenyang 110034, China

(Email: zln0781@sina.com)

(Received Dec. 25, 2016; revised and accepted Mar. 12 & May 2, 2017)

Abstract

Searchable encryption algorithm is a hot issue nowadays.
It can sort the results of searching and return the opti-
mal matching files. The essence of Asymmetric search-
able encryption is that users exchange the data of en-
cryption, one party sends a ciphertext with key encryp-
tion, the other party with another key receives the ci-
phertext. Encryption key is not the same as the decryp-
tion key, and cannot deduce another key from any one of
the key, thus it greatly enhances the information protec-
tion, and can prevent leakage the user’s search pattern.
In order to get higher efficiency and security in informa-
tion retrieval, in this paper we introduce the concept of
distributed Searchable asymmetric encryption, which is
useful for security and can enable search operations on
encrypted data. Moreover, we give the proof of security.
Finally, experiments results show that our method has
better retrieval efficiency.

Keywords: Asymmetric Searchable Encryption; Data
Sorting; Distributed; Searchable Encryption

1 Introduction

With the rapid development of communication technol-
ogy, cloud service has entered the large number of people’s
live and work. Exposing the user data security of the third
party service providers leads to security issues [12, 28]. To
protect user’s data privacy has become more and more im-
portant and urgent, which requires encryption. However,
the cloud service that its characteristics of convenient and
flexible way to charge, more and more users choose the
local data migration to the cloud server. Many netters
delegate to a third party provider or service provider right
to search for their data. There are many scholars having
done some research about the Public Key Encryption with
Keyword Search. For example, sensitive data (i.e. private
data of user or commercial data) is put into cloud, cloud
service providers can directly read and use these data,

which may result in bad effect of violating the privacy of
users and damaging the security of data [7, 19, 20, 22, 23].
Therefore, the cloud service is not absolutely reliable. We
need to use new technologies to protect privacy and data.
And on the premise of guaranteeing safety, it needs to
safeguard the normal operation of user as soon as possi-
ble. So protection of user privacy and safety of user data
becomes a hot issue.

To solve this problem, Searchable Encryption is intro-
duced [2, 8, 9]. Using SE mechanism encrypts data, and
the ciphertext is stored in the cloud server. When users
need to search some keywords, they can use the keyword
to search documents sent to the cloud server [13]. The
cloud will receive the search proof test matching for each
file, if the match is successful, it implies that the file con-
tains the keyword. Finally, the cloud will return all files
matching success back to the user. After receiving the
search results, users only need to return to the encrypted
files. The majority of the schemes study single keyword,
conjunctive keywords and complex search query of public
key cryptography based SE schemes [4, 5, 16].

Here is a motivating example for PEKS. This exam-
ple is according to the reference [1, 15, 24]. Suppose user
Alice wants to read her emails from her laptop or smart
phone or PAD after she stores her emails in the servers
of some email service provider. Because of previous cloud
accidents, Alice does not believe the third-party service
provider or fears that powerful agencies may require the
service provider to surrender all her data. Any user with
Alice’s public key can send her encrypted emails from the
many transmission mediums that only she can decrypt
based on standard public key encryption. PEKS scheme
produces some email searchable ciphertexts, Alice prepare
to find a unique email then, the sender could also attach
to the searchable ciphertexts. Alice could make use of
keywords to search for this email. Once delegated, the
ciphertexts can be searched. Across Alice’s email the ser-
vice provider searches those search ciphertexts contained
that match the issued trapdoor, and returns to her a pos-
itive match.
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There is a standard application in searchable encryp-
tion that it supports the order with keyword matching
degree in returned document. Hwang [10] proposed an
efficient secure channel free public key encryption with
conjunctive field keyword search scheme that could stand
against the off-line keyword-guessing attacks, which was
more suitable for the weak devices used by users. Tsai [25]
proposed a publicly verifiable authenticated encryption
scheme based on factoring and discrete logarithms. He
pointed out that even if either factoring or discrete log-
arithms was broken, this scheme still could keep the au-
thentication, integration, and confidentiality of the mes-
sage. Ling [14] proposed an efficient and secure onetime
password authentication scheme for wireless sensor net-
works according to the Lamport’s concept to consider the
limitations of computation and lower power in a wire-
less sensor networks. Cao [3] defined and solved the
challenging problem of privacy preserving multi-keyword
ranked search over encrypted cloud data (MRSE). A set
of strict privacy requirements are established for such a
secure cloud data utilization system. Among various mul-
tikeyword semantics, it chose the efficient similarity mea-
sure of ”coordinate matching” to capture the relevance
of data documents to the search query. They further
used ”inner product similarity” to quantitatively evalu-
ate such similarity measure and proposed a basic idea for
the MRSE based on secure inner product computation,
and then gave two significantly improved MRSE schemes
to achieve various stringent privacy requirements in two
different threat models. Wang [26] used order preserv-
ing encryption to encrypt relevance, which could get ac-
curacy results. Wang [27] presented that ranked search
greatly enhanced system usability by enabling search re-
sult relevance ranking instead of sending undifferentiated
results, and further ensured the file retrieval accuracy.
Specifically, he explored the statistical measure approach,
i.e. relevance score, from information retrieval to build
a secure searchable index, and developed a one-to-many
order-preserving mapping technique to properly protect
those sensitive score information. Jiang [11] proposed a
novel privacy preserving keyword search scheme over en-
crypted cloud data to address this problem. To enable
users to search over encrypted data, he firstly adopted a
structure named as Inverted Matrix (IM) to build search
index. The IM was consisted of a number of index vec-
tors, each of which was associated with a keyword. Then
he mapped a keyword to a value as an address used to lo-
cate the corresponding index vector. Finally, he masked
index vectors with pseudo-random bits to obtain an En-
crypted Enlarged Inverted Matrix (EEIM) to preserve the
privacy of users. However, the above methods are used
for symmetric searchable encryption or some asymmetric
searchable encryption methods have low efficiency.

Therefore, we propose a data sorting and searching
based on distributed asymmetric searchable encryption
in cloud environment. And we combine order-preserving
encryption algorithm based on symmetric encryption to
realize sorting and searching in asymmetric searchable

encryption algorithm. The following is the structure of
this paper. In Section 2, we construct the new scheme.
Section 3 and Section 4 give the security proof and per-
formance analysis respectively. There is a conclusion in
Section 5.

2 Structure of Distributed Asym-
metric Encryption Algorithm

Firstly, we introduce distributed asymmetric encryption
algorithm (DAEA). A DAEA system includes four prob-
abilistic polynomial time algorithms as follows:

• KeyGen : (KC ,KSP1
,KSP2

,KQP1
,KQP2

). This al-
gorithm is executed by the client C, inputs a secu-
rity parameter λ and outputs a secret key KC to the
client C, public keys KSP1 and KQP1 to SP and QP
(KSP1 = KQP1) and private keys KSP2 and KQP2 to
SP and QP , respectively.

• Encrypt : (I1, I2) = Encrypt(KC , D). This algo-
rithm is executed by the client C, inputs a key KC
and a set of documents D, outputs an encrypted in-
dex I1 to SP and I2 to QP .

• Trapdoor : (T s
1 , T

s
2 ). This algorithm is executed by

the client C, inputs the private key KSP2
, KQP2

and
a query keyword s ∈ W , and outputs a trapdoor T s

1

to SP and trapdoor T s
2 to QP .

• Test : (a = Test(KSP1
,KQP1

, I1, I2, T
s
1 , T

s
2 )). SP

provides KSP1 , I1, T s
1 and QP provides KQP1 , I2,

T s
2 as input. According to the matching results of W

and W ′ outputs judgment value a, a ∈ 0, 1.

Given the above definition, the public-key encryption
scheme with keyword search does the following processes.
Firstly, the receiver uses the Setup algorithm to produce
his/her public or private key pair. Then, he/she runs the
Trapdoor algorithm to create trapdoors TW (the third ser-
vice providers can search) for any keyword W . The given
trapdoors are as input for the Test algorithm. The third
service provider determines whether one sender gives mes-
sage encrypted by ksEnc containing one of the keywords
W specified by the receiver.

Sorting and searching function indicates that all the
matched documents will be ordered by a standard. Fi-
nally, it returns the most relative k documents to user. Its
SQL form is ”ORDERED BY keyword”. We use the
order-preserving encryption algorithm to compute corre-
lation score. Sorting function can record encrypted corre-
lation score and construct an index < keyword, score >
Key-value pair. Therefore, sorting function can acquire
score and order with computing time complexity O(1).

To store index record, this paper utilizes indirect
addressing scheme [18, 21] based on sparse matrix to
construct a 2-dimension index table A and record <
keyword, correlationscore >. All the data are encrypted.
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When it executes query, server searches all the correla-
tion score of matched documents and selects the optimal
k documents. Before encrypting data, it needs a prepro-
cess to safety use order-preserving encryption algorithm.
So we construct a order–preserving encryption table to
preprocess all the plaintexts. The followings are the steps
to store encrypted correlation score.

1) Given a document set D = (d1, d2, · · · , dn). It scans
ok keywords W for each document dk(1 ≤ k ≤ n) in
document set. In dk, each keyword wk

i ∈ W . Ac-
cording to the appear frequency of keyword, it cal-
culates correlation score ski (1 ≤ i ≤ ok) and records
a ok × 3 matrix corresponding to dk. In this matrix,
the record of i− th row is Rk

i = (wk
i , s

k
i , p

k
i ).

2) For all documents, data quantity of order-preserving
encryption is N = o1 + o2 + · · · + on and numbered
s1, s2, · · · , sN . Order-preserving encryption result of
each data sj(1 ≤ j ≤ N) is ej . The previous matrix is
transformed into a order-preserving encryption table,
i− th row records Rk

i = (wk
i , s

k
i , p

k
i ), where eki is the

order-preserving encryption result of ski .

3) For a document, it contains |d|2 + 1 keywords at most
(there is a separator behind each keyword). There-

fore, the index table will be filled with |d|2 + 1 data
items at last, which guarantees that document con-
tent has nothing to do with data item number.

The definitions in asymmetric searchable encryption
algorithm will be used in this paper as follows.

Definition 1. s ← PEKS(Kpub, w). Construction sub-
algorithm of searchable structure. Input public key Kpub

and a keyword w. Output searchable structure s. This al-
gorithm is executed by user. s and encryption information
of document will be submitted to server.

Definition 2. c ← Enc(Kpub, d). Document encryption
subalgorithm of asymmetric searchable. Input public key
Kpub and a message d. Output ciphertext c. This algo-
rithm is executed by data sender. c and searchable en-
cryption structures will be submitted to server.

Definition 3. Hash function fh : 0, 1∗ → 0, 1l. Where
l is mapping length. For example, fh = MD5, then l =
128bits.

Our new data sorting and searching scheme based
on distributed asymmetric searchable encryption in-
cludes two parts: Build algorithm and Filter algorithm.
First, it inputs one document d and encryption key
in Build(d,Kpub) algorithm. Second, it scans d and
constructs words list. Third, keywords are compared.
Fourth, it outputs functional structure and word map-
ping. The detailed processes of two algorithms are used
for encryption function construction and file query respec-
tively as follows (Algorithm 1 and Algorithm 2).

The main idea of Build algorithm is that it extracts
keywords from document to construct index table combin-
ing data structure of asymmetric searchable encryption

Algorithm 1 Build algorithm Build(d,Kpub)

Input: Document d, encryption public key Ke = Kpub.
Output: Function structure Ld = A and word mapping
Vd = (v1, v2, · · · , vr).

1) Compute c← ASE.Enc(Kpub, d).

2) Scan d and get r words. Construct a word table
W = (w1, w2, · · · , wr).

3) Select a different keywords W ′ = (w1, w2, · · · , wa)
from W .

4) for each word wx(1 ≤ x ≤ a) in W ′ do

5) Compute sx ← ASE.PEKS(Kpub, wx)

6) Compute hx ← fh(sx)

7) end for

8) Let G = (s1, s2, · · · , sa) map to H = (h1, h2, · · · , ha)
and W ′

9) for each word wy(1 ≤ y ≤ r) in W do

10) search h ∈ Hi

11) Let vy = h

12) end for

13) Let Vd = (v1, v2, · · · , vr)

14) Data item of document d in order-preserving encryp-
tion table is (w1, e1, p1), (w2, e2, p2), · · · , (wo, eo, po)

15) for each i ∈ [0, 1], build an index A[vpi ] = ei

16) the rest |d|2 +1 items are filled with random character
string.

17) Output.

Algorithm 2 Filter algorithm Filter(C,L, VT )

1) Input n ciphertexts C = (c1, c2, · · · , cn), correspond-
ing function structure L = (L1, L2, · · · , Ln), map-
ping VT = (V1, V2, · · · , Vn) = (v1, v2, · · · , vn)

2) for n function structures, compute r1 = L1[v1], r2 =
L2[v2], · · · , rn = Ln[vn].

3) Output order C ′ = (c1, c2, · · · , ck).
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algorithm based on order-preserving encryption scheme.
And Filter algorithm, according to encryption index ta-
ble of each encryption document, ranks the query result
and returns the order result. So it can return the optimal
match query document.

3 Security Proof

For SP and QP , we suppose secure channels between the
three parties which does not collude. It indicates that
admissible Q− query protocol running

∏Q
DASE (Q ∈ N)

are executed. Normally, to all participants, the proto-
col

∏Q
DASE has the unique public output access pattern

(idw1(D), · · · , idwQ
(D)). If a DSAE scheme is secure, it

leaks no information. The following is that we first define
ideal functionality of a DSAE scheme:

Functionality XQ
DASE . Consider a DSAE scheme with

keyword set W , output (KC ,KSP1
,KSP2

,KQP1
,KQP2

) =

Keygen(λ), and a document set D. XQ
DASE (Q ∈ N) is

the functionality that takes as input:

• KC and keywords w1, · · · , wQ from client C.

• KSP1
, KSP2

from provider SP .

• KQP1
, KQP2

from query proxy QP .

• idw1(D), · · · , idwQ
(D)→ idQ(D) to all C, SP , QP .

Then, we consider that a DSAE scheme is secure if all
the admissible Q − query run

∏Q
DASE to compute func-

tionality XQ
DASE .

Safety protection model of sorting query function is
that given two same documents set D1 and D2. Chal-
lenger uses LSE to encrypt data Db. Adversary can query
a keyword and acquire ordered document subset, never-
theless, he dose not know which document subset is cho-
sen by challenger.

According to the proposed non-adaptive indistin-
guishability chosen keyword attack model [6] and order-
persevering concept, we present a non-adaptive indistin-
guishability chosen order attack model as follows.

Definition 4. non-adaptive indistinguishability
chosen order attack model. Let Σ be the order query
function component. k ∈ N is secure parameter. Con-
sidering the following simulation experiment. A denotes
adversary. S is simulator.

1) Adv∑,A(k): challenger executes key generation al-

gorithm Gen(1k) to generate a key K. Adversary
generates a document set D = (d1, d2, · · · , dn) (size
of each document is constant), he receives the en-
crypted document C = (c1, c2, · · · , cn) and function
structure L = (L1, L2, · · · , Ln). Adversary submits
a query w, where w ∈ d1 ∩ d2 ∩ · · · ∩ dn and re-
ceives mapping v from challenger. At last, A returns
b ∈ [0, 1] as the output of experiment.

2) Simulate∑,A,S(k). Given documents number n, size
of each document |d| and mapping size |v|. S gener-
ates C∗, L∗, v∗ and sends the results to adversary A.
A returns b ∈ [0, 1] as the output of experiment.

Then we call that order query function component is
CRKA secure. Only for all polynomial time adversary A,
there is a simulator S meeting the following formula:

|Pr[Adv∑,A(k) = 1]− Pr[Simulate∑,A,S(k) = 1]| ≤ negl(k)

Its probability depends on key generation algorithm
Gen(1k).

Theorem 1. If interface of LSE has CPA security, OPE
algorithm has the POPF-CCA security, then order query
function component has CRKA security.

Proof. Simulator generates (C∗, L∗, vast) through the fol-
lowing steps. For C∗, simulator generates n random char-
acter string (c∗1, c

∗
2, · · · , c∗n). Size of each string is |d|. For

L∗, let m = |d|/2 + 1, simulator generates m random
character string (v∗1 , v

∗
2 , · · · , v∗m). Size of each string is

|v|. Simulator constructs a m × n matrix Em×n = (e∗ij).
Where e∗ij is random number. For every document, sim-
ulator generates index item A∗j [v∗i ] = e∗ij(1 ≤ i ≤ m, 1 ≤
j ≤ n). For v∗, simulator randomly selects v∗ = v∗i ∈
V ∗.

Theorem 2. There is no polynomial resolving device
which can distinguish (C,L, v) and (C∗, L∗, v∗).

Proof. Key K is encrypted for adversary, hence CPA se-
curity of interface directly guarantees the indistinguisha-
bility between C and C∗, as well as v and v∗. Meanwhile,
when receiving v = vi ∈ V or v∗ = v∗i ∈ V , adversary
can call the function Filter(C,L, v) or Filter(C∗, L∗, v∗)
to acquire r1 = L1[vi] = (e1, e2, · · · , rn = Ln[vi] = en)
or r∗1 = L∗1[v∗i ] = (e∗1, e

∗
2, · · · , r∗n = L∗n[v∗i ] = e∗n). It

is undistinguish between POPF-CCA security guarantee
set (r1, r2, · · · , rn) and set (r∗1 , r

∗
2 , · · · , r∗n). That is to

say, adversary cannot distinguish the encryption result of
OPE and output of randomly order-preserving function.
Therefore, L and L∗ are indistinguishable.

4 Performance Analysis

This new scheme is coded by MATLAB. Each document
is set as 10KB. Its content is the word combination ran-
domly selected from dictionary. Running results of Filter
algorithm are as Figure 1.

From Figure 1, we can know that the reason why order
asymmetric searchable encryption scheme has high run-
ning efficiency is that asymmetric searchable encryption
structure is transformed into symmetric searchable en-
cryption structure when encrypting data. They can have
the same encryption efficiency. For order query, its main
operation is to acquire correlation score from index ta-
ble. This table is maintained by indirect address of spare
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Figure 1: Document retrieval performance

matrix (i.e. compression storage). Let n be number of
further required documents. So the total query time com-
plexity is O(n). In addition, we compare the score from
the final result and select the optimal k matched docu-
ments. Its total computation complexity is O(n) too.

The following is the comparison experiment. The ex-
perience data consists of 200 short messages. For the
random input keywords set, cloud server will search all
the data and find the required keywords set. This experi-
ment is conducted 100 times. And we use three aspects to
evaluate the performance of our method including index
time cost (Time cost on data owner building retrieval in-
dex includes time of extracting and encrypting each key-
word in data document.), trapdoor generated time cost
(Time cost on data user building trapdoor includes the
time of encrypting time and the time of generating trap-
door.) and query time cost (Time cost on cloud server
completing a retrieval request includes time of computing
document similarity degree and ranking time.).

The document number ranges from 100 to 600, and we
select 60 keywords in each document. Table1 is the index
time cost with different documents. And a comparison to
PRMSN [29] and NMRSS [17] is shown in Table 1. From
Table 1, we can know that the time cost of creating index
will increase with the adding of documents. In addition,
because the time of building sub-index for each document
is unchanged, the relation between time cost and docu-
ment number is quasi-linear.

Table 1: Index time cost with different documents

Document The Proposed
number Method PRMSN NMRSS

100 0.25s 0.35s 0.34s
200 0.49s 0.52s 0.51s
300 0.74s 8.79s 0.81s
400 0.93s 1.13s 1.11s
500 1.07s 1.22s 1.22s
600 1.61s 1.71s 1.77s

Then we change the keywords number in each docu-

Table 2: Index time cost with different keywords

Keyword The Proposed
Number Method PRMSN NMRSS

10 0.47ms 0.57ms 0.58ms
20 1.12ms 1.33ms 1.30ms
30 1.35ms 1.53ms 1.54ms
40 1.57ms 1.69ms 1.75ms
50 1.74ms 1.92ms 1.89ms
60 1.77ms 1.92ms 1.92ms

ment. The total number of document is 600 under the
different keywords. So the index time with different key-
words is as shown in Table 2. Table 2 shows the effec-
tiveness of our new method. The more keywords are, the
retrieval time is higher. However, our method can take
less time.

Furthermore, we make experience for generating index
time with different keyword number as Table 3. In Ta-
ble 3, when the maximum number of keyword is d = 30,
the trapdoor generating time is the optimal with our
method. From Table 3 we can know that the keyword
number cannot affect the time cost and all the time cost
is less than 0.002s, which on account of the fact that it
adds virtual keywords into the input keyword set. This
can ensure that the total number of keyword is d. And
Table 4 is the index generating time with different max-
imum keyword number. Input keyword number is 10 in
Table 4 whose time change trend is closely to Table 3. In
that keyword number increases, the order of polynomial
function increases too, our method costs less time than
other two methods.

Table 3: Generating trapdoor time with different key-
words number

Keyword The Proposed
Number Method PRMSN NMRSS

5 1.14ms 1.40ms 1.42ms
10 1.14ms 1.44ms 1.43ms
15 1.17ms 1.40ms 1.38ms
20 1.17ms 1.40ms 1.40ms
25 1.17ms 1.43ms 1.44ms
30 1.17ms 1.44ms 1.44ms

Table 4: Generating trapdoor time with different maxi-
mum keywords number

Maximum The Proposed
Keyword No. Method PRMSN NMRSS

10 0.45s 0.79s 0.78s
20 0.94s 1.08s 1.11s
30 1.14s 1.46s 1.47s
40 1.23s 1.57s 1.58s

Finally, we use the inquiry time to demonstrate the
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effective of our new method. We first keep that the max-
imum number of input keyword is 30 and 40 keywords
in each document, then we change the document number.
Inquiry time with different documents number is as shown
in Table 5. Cloud server will cost longer time to search
all the data set with the increase of document. Then we
set document number as 600 and change the maximum
number of input keyword as table6. Data in table6 shows
that maximum number of input keyword has none effect
on our method. Therefore, our method can execute effec-
tively multi-keyword retrieval in cloud environment.

Table 5: Inquiry time with different documents

Document The Proposed
Number Method PRMSN NMRSS

100 0.11s 0.12s 0.13s
200 0.21s 0.21s 0.21s
300 0.28s 0.34s 0.33s
400 0.34s 0.44s 0.43s
500 0.42s 0.54s 0.53s
600 0.62s 0.71s 0.69s

Table 6: Inquiry time with different maximum keywords
number

Maximum The Proposed
Keyword No. Method PRMSN NMRSS

10 0.57s 0.64s 0.61s
20 0.57s 0.66s 0.62s
30 0.61s 0.68s 0.65s
40 0.78s 0.79s 0.83s

5 Conclusions

In this paper, we propose a data sorting and searching
scheme based on asymmetric searchable encryption in
cloud environment, which offsets the deficiency of asym-
metric searchable encryption. This new scheme combines
the advantage of asymmetric searchable encryption and
symmetric searchable encryption, it can be extended to
other data structure based on symmetric searchable en-
cryption. Therefore, we will study more advanced search-
able encryption schemes to improve our method in the
future.
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Abstract

In 2016, Qiao et al. proposed a novel extended multi-
variate public key cryptosystem (EMC) to enhance the
security of multivariate public key cryptosystem. They
applied it on Matsumoto-Imai (MI) encryption scheme
and claimed that the enhanced MI scheme can be secure
against Linearization Equation (LE) attack. Through
analysis, we found that the enhanced MI scheme satis-
fied Quadratization Equations (QE). After finding all the
quadratization equations, we can recover the plaintext
corresponding to a valid ciphertext of the enhanced MI
scheme.

Keywords: Extended Multivariate Public Key Cryp-
tosystem; Invertible Cycle; Multivariate Cryptography;
Quadratization Equation

1 Introduction

In recent years, more and more researches have been made
on the quantum computer. Once large-scale quantum
computers are successfully built, the traditional public
key cryptosystems such as RSA and ElGamal were no
longer secure [19, 25]. The study of Post-quantum cryp-
tography is urgent. Multivariate public key cryptosystem
(MPKC) is one of promising alternative public key cryp-
tosystem. The security of the MPKC is depended on the
difficulty of solving systems of randomly chosen multi-
variate nonlinear polynomial equations over finite fields.
Up to now, quantum computers do not appear to have
advantage over the traditional computers to handle with
this problem.

From 1988, many cryptosystems have been proposed in
MPKCs, such as Matsumoto-Imai (MI) cryptosystem[15],
Oil-Vinegar signature scheme [14, 22], Hidden Field Equa-
tion cryptosystem (HFE) [21], Tamed Transformation
Method (TTM) [16], Medium Field Equation (MFE)

cryptosystem [26] etc. But most of them are not se-
cure. Hence, many security enhancement methods have
been put forward, for example, Plus/Minus [23], Inter-
nal perturbation [4, 6], Piece in Hand method [13] etc.
All of these methods are subjected to different levels of
attacks [7, 8, 11, 12, 17, 18].

In 2016, Qiao et al. [24] proposed an idea named novel
Extended Multivariate public key Cryptosystems(EMCs),
which introduce nonlinear invertible transformations to
enhance the security of defective MPKCs. They used
three different nonlinear invertible transformations, in-
vertible cycle, tame transformation and special oil and
vinegar, and applied them on MI scheme. The original
MI scheme was broken by Patarin [20] using Lineariza-
tion Equation(LE) attack. Three enhanced MI schemes
can resist LE attack.

In this paper, we focus on the enhanced MI scheme
with invertible cycle. MI scheme satisfied LEs of form∑

aijxiyj +
∑

bixi +
∑

cjyj + d = 0, (1)

where xi are the plaintext variables and yj are the cipher-
text variables. In the enhanced MI scheme with invertible
cycle, they only applied a quadratic map on plaintext vari-
ables before performing MI encryption function. So, this
scheme would satisfied a type of equation named Quadra-
tization Equation(QE) of form∑

aijkxixjyk +
∑

bijxiyj +
∑

ciyi +∑
dijxixj +

∑
eixi + f = 0.

After finding all QEs for a given public key, substitute
a valid ciphertext into these QEs, we can derive a set
of quadratic equations on plaintext variables. Combin-
ing these quadratic equations with the public key and the
valid ciphertext, we can recover the corresponding plain-
text easily by Gröbner bases method.
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This paper is organized as follows. In Section 2, we give
some necessary fundamental notion and a brief descrip-
tion of the EMC with invertible cycle. Then, we present
theoretical analysis and experimental results of our QE
attack in Section 3. Finally, a conclusion was made in
Section 4.

2 Preliminaries

2.1 General Structure of MPKC

Let m,n are two positive integers and k = GF (q) is a
finite filed. F̄ : kn → km is built as a composition of
three maps:

F̄ = L1 ◦ F ◦ L2

where F : kn → km, named central map, is an invertible
map. L1 : km → km and L2 : kn → kn are two invertible
affine maps used to hide the structure of F .

The public key of MPKC consists of a set of multivari-
ate quadratic polynomials over a finite field, which is the
expression of map F̄ , that is

(y1, · · · , ym) = F̄ (x1, · · · , xn)

= L1 ◦ F ◦ L2(x1, · · · , xn)

= (f̄1, · · · , f̄m),

where f̄1, · · · , f̄n ∈ k[x1, · · · , xn] are a set of nonlinear
polynomials. The private keys are L1 and L2.

2.2 Direct attack

The direct attack to recover plaintext is to find a solution
by solving the following system

y′1 = f̄1(x1, . . . , xn)
...

y′m = f̄m(x1, . . . , xn)

(2)

where f̄i (1 ≤ i ≤ m) are the components of a given public
key F̄ and y ′ = (y′1, . . . , y

′
m) is a ciphertext under this

public key. A straightforward way to solve this system
is Gröbner basis [1] method and its variants F4 [9] and
F5 [10]. According to [2], the complexity of F5 is bounded
by

O

((
n+ dreg

n

)ω)
where n is the number of the plaintext variables, dreg
is the degree of regularity in Gröbner basis method and
2 ≤ ω ≤ 3.

2.3 Matsumoto-Imai Scheme

MI [15] scheme was proposed by Matsumoto and Imai in
1988. Let k = GF (q) is a finite filed with characteristic
2, and K is a degree n extension of k. Let φ : K → kn

is a standard k-linear isomorphism between K and kn as
follow:

φ(a0 + a1x+ · · ·+ an−1x
n−1) = (a0, a1, · · · , an−1).

Choose θ (0 < θ < n) such that gcd(qθ + 1, qn − 1) = 1

and define the map F̃ over K by F̃ (X) = Xqθ+1.

The condition of θ ensure that F̃ is an invertible map.
Indeed, if t is an integer such that t(1 + qθ) = 1 mod

(qn − 1), then F̃−1 is simply F̃−1 = Xt.

The MI scheme uses F (x1, · · · , xn) = φ ◦ F̃ ◦
φ−1(x1, · · · , xn) : kn → kn as its central map. Let L1

and L2 be two invertible affine transformations over kn.
The MI encryption map was defined as follows

F̄ (x1, · · · , xn) = L1 ◦ F ◦ L2(x1, · · · , xn) = (f̄1, · · · , f̄n).

where f̄1, · · · , f̄n ∈ k[x1, · · · , xn].
The public keys of MI are n polynomials, (f̄1, · · · , f̄n),

and private keys are (L1, L2, θ).

2.4 Linearization Equation

The linearization equation(LE) is put forward by Patarin
in 1995 [20] to break MI scheme.

In general, the form of a linearization equation given
by

n∑
i=1

aixiAi(y1, · · · , ym) +B(y1, · · · , ym) + c = 0,

where xi, (1 ≤ i ≤ n) are plaintext variables, yi, (1 ≤
i ≤ n) are ciphertext variables, Ai, (1 ≤ i ≤ n) and B
are polynomial functions with respect to the ciphertext
variables.

It is obvious that LE is linear on plaintext variables.
In other words, given a valid ciphertext (y1, · · · , ym) and
substituted it into LE, LE will become a linear polynomial
equation on plaintext variables.

We usually refer to the maximum degree of ciphertext
variables as the order of the LE.

For example, the first order linearization equation
(FOLE) is given by

n∑
i=1

m∑
j=1

aijxiyj +

m∑
i=1

biyi +

n∑
i=1

cixi + d = 0.

And the second order linearization equation (SOLE) is of
form

n∑
i=1

m∑
j=i

m∑
k=j

aijkxiyjyk +

m∑
i=1

m∑
j=i

bijyiyj +

n∑
i=1

m∑
j=i

cijxiyj +

m∑
i=1

diyi +

n∑
i=1

eixi + f = 0.

Linearization Equation can help us to do elimination on
the system (2). For more information about LE attack,
please refer to [5] and [17].
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2.5 Quadratization Equation

The quadratization equation attack is proposed by Cao
et al. [3] in 2010. The general form of a quadratization
equation is

n∑
i=1

n∑
j=i

aijxixjAij(y1, · · · , ym) +

n∑
i=1

bixiBi(y1, · · · , ym)

+C(y1, · · · , ym) + c = 0

where xi, (1 ≤ i ≤ n) are plaintext vari-
ables, yi, (1 ≤ i ≤ n) are ciphertext variables,
Aij(y1, · · · , ym), Bi(y1, · · · , ym) and C(y1, · · · , ym) are
polynomial functions in the ciphertext variables.

We can find that substituting a valid ciphertext
(y1, · · · , ym) into a QE, the QE will become a quadratic
equation on plaintext variables. If we can derive a set of
QEs, we will derive a set of quadratic equations on plain-
text variables for a valid ciphertext. Combine these equa-
tions with the system (2), the degree of regularity might
be lower down in solving the system (2) by Gröbner ba-
sis method. Hence, the complexity of solving the system
(2) will be smaller. Similar to the LE, we can also define
the order of the QE as the maximum degree of ciphertext
variables.

The first order quadratization equation (FOQE), an
example of QE, is given by

n∑
i=1

n∑
j=i

m∑
k=j

aijkxixjyk +

n∑
i=1

m∑
j=i

bijxiyj +

m∑
i=1

ciyi +

n∑
i=1

n∑
j=i

dijxixj +

n∑
i=1

eixi + f = 0.

2.6 The Novel EMC

The Novel EMC, designed by Qiao et al. [24], may serve
as an security enhancement method both on encryption
system and signature system. The main idea of the novel
EMC is that they introduced a nonlinear invertible trans-
formation L3 and applied it on the plaintext variables
before the original encryption map work, namely, as in
Equation (3):

F̃ (x1, · · · , xn) = F̄ ◦ L3(x1, · · · , xn)
= L1 ◦ F ◦ L2 ◦ L3(x1, · · · , xn).

(3)

where (x1, · · · , xn) ∈ kn, k = GF (q).
The public key of the novel EMC is the expression of

map F̃ and the private keys are L1, L2 and L3.
In [24], they chose three types of nonlinear invertible

transformation L3, invertible cycle, tame transformation
and special oil and vinegar. In the following parts of this
paper, we only give cryptanalysis of the novel EMC with
invertible cycle.

The L3 as invertible cycle is described as follows.
Let µ is an invertible map on positive integer, given by

µ : {1, · · · , n} → {1, · · · , n} : µ(i) =

{
1 for i = n

i+ 1 otherwise

For n ≥ 2, let L3 : (x1, · · · , xn) → (t1, · · · , tn) be a non-
linear transformation over kn, defined as Equation (4): t1 =

{
c1x1x2 for n odd

c1x
q
1x2 for n even

,

ti = cixixµ(i) for 2 ≤ i ≤ n
(4)

Remark. Due to (x1, · · · , xn) ∈ kn and k = GF (q),
xqi = xi. When n is an even, L3 is not invertible because

that from (4), we can derive x1 = c2c4···cnt1t3···tn−1

c1c3···cn−1t2t4···tn · x1,
that is, we can not derive x1 from L3. Hence, the map L3

is not invertible when n is an even. So we consider only
the case n is an odd.

The public keys of the novel EMC with invertible cycle
are a set quartic polynomials. More detail about process
of encryption and decryption please refer to [24].
Practical Parameters. In [24], the authors chose MI
encryption scheme as the original MPKC and they rec-
ommended k = GF (216), and n = 27.

3 Cryptanalysis of Novel EMC

Although the enhanced MI scheme with invertible cycle
can resist linearization equations attack, the design of the
L3 based on “Invertible Cycle” will bring new security
hazards to the scheme. Since it is vulnerable to quadrati-
zation equation attack, it appears that L3, at some level,
is not an appropriate method to raise the security of the
original scheme.

3.1 Quadratization Equations

As we know, the original scheme MI satisfies the first
order linearization equation. So the ciphertext variables
yi, (1 ≤ i ≤ n) and the intermedium variables ti, (1 ≤ i ≤
n) satisfy the first order linearization equation, namely,

n∑
i=1

n∑
j=1

aijtiyj +

n∑
i=1

biyi +

n∑
i=1

citi + d = 0. (5)

Substituting Equation (4) into Equation (5), Equation (5)
will change into the following equation:

n∑
i=1

n∑
j=i

n∑
k=1

aijkxixjyk +

n∑
i=1

n∑
j=1

bijxiyj +

n∑
i=1

ciyi

+

n∑
i=1

n∑
j=i

dijxixj +

n∑
i=1

eixi + f = 0

(6)

Equation (6) is exactly a Quadratization Equation. To
continues our attack, we need find out all quadratization
equations. This can be done as follows.

To find all quadratization equations equivalent to find
a basis of the space V spanned by all QEs.

The number of coefficients in Equation (6) is equal

to (n+1)2(n+2)
2 . Then we can randomly generate slightly
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over (n+1)2(n+2)
2 plaintext/ciphertext pairs from the pub-

lic key and substitute them into Equation (6). It is clear
that we obtain a system of linear equation on unknown
coefficients(aijk, bij , cij , di, ei, f ∈ k). Solving this sys-
tem, we can get a basis of the solution space of this sys-
tem, namely denote by Equation (7).

n∑
i=1

n∑
j=i

n∑
k=1

a
(ρ)
ijkxixjyk +

n∑
i=1

n∑
j=i

b
(ρ)
ij xixj

+
n∑
i=1

n∑
j=i

c
(ρ)
ij xiyj +

n∑
i=1

d
(ρ)
i xi

+
n∑
i=1

e
(ρ)
i yi + f (ρ) = 0

1 ≤ ρ ≤ D

(7)

where D is the dimension of the space V .
The process above relies merely on any given public key

and it can be executed once for all cryptanalysis under
that public key.

3.2 Ciphertext-only Attack

For a given cipheretext y ′ = (y′1, · · · , y′n), substitute them
into Equation (7) and do Gaussian elimination on it, we
can get D′ quadratic equations on variables, namely:

n∑
i=1

n∑
j=i

ã
(ρ)
ij xixj+

n∑
i=1

b̃
(ρ)
i xi + c̃(ρ) = 0

1 ≤ρ ≤ D′
(8)

Combining these quadratic equations (8) with the sys-
tem (2), we obtain a new system with D′ + n equations
on plaintext variables. Then we solve the new system by
Grönber basis algorithm. Experiments results show the
corresponding plaintext can be recovered efficiently.

The algorithm of our attack can be seen in Algorithm 1.

Algorithm 1 Steps of QE Attack

1: Input: public key F̄ of a MPKC, ciphertext y ′ ∈ kn
2: Output: corresponding plaintext x ′ ∈ kn

3: Determine the number of QE. It is (n+1)2(n+2)
2 ;

4: Compute N > (n+1)2(n+2)
2 plaintext/ciphertext pairs

from the public key;
5: Substitute these plaintext/ciphertext pairs into Equa-

tion (6) and solve the resulted linear system;
6: Substitute the ciphertext y ′ into the quadratization

equation found by last step and obtain D′ quadratic
equations on the plaintext variables.

7: Combine the quadratic equations with the system (2)
to get a new system on plaintext variables. Solve the
system directly via Gröbner Basis method.

3.3 Complexity and Experiments Results

In our attack, we set k = GF (216), n = 27, and the
original MPKC is MI encryption scheme with θ = 4.

We chose randomly a valid ciphertext y ′ = (y′1, · · · , y′n)
and we want to find the corresponding plaintext x ′ =
(x′1, · · · , x′n).

In the first step, the number of coefficients in QE is

equal to (n+1)2(n+2)
2 = 22736

2 = 11368. We computed
11370 plaintext/ciphertext pairs and substituted them
into Equation (6) and did Gaussian Elimination on the

resulted linear system. The complexity of (n+1)2(n+2)
2

plaintext/ciphertext pairs generation is about O(n8). It is
about 238 for n = 27. And the complexity of the Gaussian

Elimination is less than ( (n+1)2(n+2)
2 )3, which is less than

241 for n = 27. The dimension D of the space spanned
by all QEs is equal to 26 in our experiments. This step
is the most time consuming step in our attack. But this
can be done once for a given public key.

In the second step, we substituted a valid ciphertext
y ′ = (y′1, · · · , y′n) into Equation (7) and we obtained
26 linear independent quadratic polynomials equation on
plaintext variables.

In last step, combining the quadratic equations derived
in step 2 with the system (2), we used Gröbner basis solv-
ing it and obtained the corresponding plaintext. Exten-
sive experimental evidence has shown that the degree of
regularity in solving the system is 3, hence the complex-

ity of this step is O
((
n+3
n

)ω)
, which is less than 236 for

n = 27, 2 ≤ ω ≤ 3.

We performed our attack via Magma on a PC with
Intel Core i5-3350P CPU 3.10 GHz and 4 GB of mem-
ory. In our experiments, we chose different parameters to
illustrated our attack.

In Table 1, we showed the time of three stages under
different parameters. T1 indicates the time of generat-

ing (n+1)2(n+2)
2 plaintext-ciphertext pairs from the public

key. T2 indicates the time of obtaining the quadratiza-
tion equations. T3 indicates the time of recovering the
plaintext.

In Table 2, we compared the efficiency of our attack
with the direct attack on the EMC with invertible cy-
cle. The results showed that the degree of regularity in
Gröbner basis method is reduced, so as to the execution
time. In Table 2, TimeQ and dreg(Q) express the time
of recovering the plaintext and the degree of regularity in
our attack and TimeD and dreg(D) express the time and
the degree of regularity in direct attack. According to the
results in our experiments, the complexity of direct attack

is O
((
n+6
n

)ω)
, which is greater than the complexity of our

attack, O
((
n+3
n

)ω)
.

4 Conclusions

In this paper, we presented the cryptanalysis of the novel
EMC with invertible cycle by Quadratization Equation
attack. The same method can also be applied on the
novel EMC with tame transformation. The emergence
of Quadratization Equation can damage the security of
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Table 1: The time comparison of practical attack under different parameters

n q D D′ T1 [s] T2[s] T3[s] dreg
21 28 20 20 25.265 131.922 0.36 3
21 216 20 20 27.487 719.523 0.92 3
23 28 22 22 41.969 279.891 0.813 3
23 216 22 22 48.875 1720.364 2.262 3
25 28 24 24 67.328 563.907 1.625 3
25 216 24 24 81.619 333.726 4.914 3
27 28 26 26 105.39 1105.969 3.625 3
27 216 26 26 114.037 6771.333 17.503 3

Table 2: The efficiency comparison of Quadratization at-
tack & Direct attack

n q TimeQ dreg(Q) TimeD dreg(D)
21 28 0.36 3 8.219 6
23 28 0.813 3 17.922 6
25 28 1.625 3 34.828 6
27 28 3.625 3 54.515 6

MPKCs. We should avoid it in designing MPKCs.
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Abstract

In this paper, an e-epidemic SV EIS model describing
the transmission of worms with nonlinear incidence rate
through horizontal transmission is formulated in com-
puter network. The existence of two equilibrium points:
worm-free and endemic equilibria have been investigated.
The stability analyses are determined by the basic repro-
duction number. It has been observed that if the basic
reproduction number,

R0 =
σβ(µ+ θ)Λ

η2(µ+ γ)(Λ(µ+ θ) + η1µc)
< 1,

the system is globally asymptotically stable and the in-
fected nodes get vanish at worm-free equilibrium state;
worms fade out from the network. However, if R0 > 1,
the infected node exists; worm persists in the network at
an endemic equilibrium state and is globally stable with
some conditions. Further, the transcritical bifurcation at
R0 = 1, has obtained using the center manifold theorem.
The effect of vaccination and non-linear transmission rate
on the dynamics of the model system has been observed.
The dynamical behavior of the susceptible, exposed and
infected nodes with real parametric values is examined.
We also observe that the critical vaccination rate is re-
quired to eradicate the worm. Our results illustrate sev-
eral administrative and executive insights.

Keywords: Computer Network; E-Epidemic Model; Non-
linear Incidence Rate; Stability Analysis; Transcritical Bi-
furcation; Worm Propagation

1 Introduction

Over the last several decades, a rigorous global effort is
speeding up the developments, in the establishment of
a worldwide surveillance network for the propagation of
computer malicious objects (Viruses, Worms and Tro-
jans). Researchers from computer science and applied

mathematics have collaborated for fast assessment of po-
tentially critical conditions. To achieve this goal, math-
ematical modeling plays a vital role in efforts; that fo-
cuses on predicting, assessing and controlling potential
outbreak. Also, the epidemic modeling and its applica-
tions have been used to understand the effect of changes
in the behavior of solutions of the model system. To bet-
ter understand such dynamics, the papers of Kermack
and McKendrick [13] and Capasso and Serio [2] can be
studied which established the deterministic compartmen-
tal epidemic modeling. In this way, many research arti-
cles have published and discussed the main approaches
that are used for the surveillance and modeling of bi-
ological diseases as well as computer viruses dynamics.
Wang et al. [26] proposed a novel worm attack SV EIR
model using saturated incidence rate and partial immu-
nization rate. In which they have shown the partial im-
munization is highly effective for eliminating worms. A
propagation model with varying node numbers of remov-
able memory device(RMD) virus have been formulated
and obtained three threshold parameters to control the
RMD-virus in [11].

Worm exploits security vulnerabilities and does not re-
quire any user action to propagate. It is a self-propagating
malicious program that focuses mainly on infecting as
many nodes as possible to the network. Several network
phenomena are well modeled as transmissions (through
both horizontally and vertically) of viruses or worms
through a network. We consider the vaccination strate-
gies that are used to control the spreading of malicious ob-
jects [24, 30]. The regular pattern of periodic occurrences
have been observed in the epidemiology of many infectious
diseases and computer viruses. To predict and control the
spread of computer worms, it is necessary to understand
such periodic patterns and identify the specific factors
that exhibit such periodic outbreak [16]. Zhang et al. [29]
have employed an impulsive state feedback model to study
the transmission of computer worm and the preventive ef-
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fect of operating system patching.

Recent studies have demonstrated that the nonlinear
incidence rate is one of the important factor for the mod-
eling of epidemic and e-epidemic systems that induces
periodic oscillations in epidemic models [23, 27]. For
modeling the transmission process, researchers have em-
ployed different forms of incidence rate on which the dy-
namics of the model system depends extensively. The
e-epidemicity of worm is closely related to the stability
of the equilibria of the model system. Many researchers
have considered bilinear incidence rate (βSI) [7, 14], stan-
dard incidence rate βSI

N [18], nonlinear incidence rate
βSI
f(I) [8], modified saturated incidence rate f(S, I) =

βSI
(1+αS+γI) (Beddington-DeAngelis type), where α, β, γ >

0 [5, 12], etc. in their studies. The use of classical e-
epidemic transmission for studying computer virus prop-
agation has been investigated by Piqueira et al. [21]. In
the present work, we have taken nonlinear incidence rate
as f(S, I) = βSI

(S+I+c) [25].

In the e-epidemiology of worm propagation in the com-
puter network, Mishra and Pandey [19, 18] described
the effect of anti-virus software and vaccination on the
attack of computer worms with global stability. Also,
some research articles appear on the computer worm or
virus model with different recovery rates and dynam-
ics [22, 28]. Recently, Upadhyay et al. [25] proposed a
SV EIR model with nonlinear incidence rate for modeling
the virus dynamics in computer network. In this paper,
SV EIS model with nonlinear incidence rate and vacci-
nation strength are presented. This work is basically for
the implementation and practice to predict and minimize
the severe attack of worms in the computer network.

Here, we have investigated the global stability of the
proposed e-epidemic SV EIS model using modified non-
linear incidence rate and predict its optimal vaccination
and eradicate worms from the network. The paper is
structured as follows. In Section 2, we formulate an e-
epidemic SV EIS model as the system of ordinary differ-
ential equations and give the descriptions of all the param-
eters used in the model system. We find the two possible
equilibrium points and its existence criteria and also cal-
culate the basic reproduction number in Section 3. The
stability analysis for both the equilibrium points are an-
alyzed and transcritical bifurcation analysis is executed
when basic reproduction number R0 = 1 in Section 4.
Section 5 presents the numerical simulations to verify
the results found analytically by taking computer rele-
vant value of parameters and discusses the stability of the
model system using MATLAB and Mathematica. Finally,
we conclude this article in Section 6.

2 Formulation of the Mathemati-
cal Model

Consider N nodes which have been divided into four sub-
classes as susceptible (S), vaccinated (V ), exposed (E)

and infectious (I) nodes and N = S + V + E + I. Some
assumptions for formulating the model system are as fol-
lows:

1) We assume that any new node entering into the net-
work is susceptible. The crashing rate of a node
(due to hardware or software problems) µ is constant
throughout the network.

2) The nodes are interacting heterogeneously. Worms
are transmitted to the node through horizontal trans-
mission.

3) The worms propagate into network when an infected
file is transferred from an infectious node to the sus-
ceptible node. We have considered the modified non-
linear incidence rate f(S, I) = βSI

S+I+c . This rep-
resents the fact that the number of nodes carrying
the worms can interact with other nodes, reaches
some finite maximum value due to limitation of time
or the network slowdown problems of the particular
nodes [25].

4) Software offers temporary immunity to the nodes
that is, when the software loss their efficiency or re-
moved from the node of the computer network, the
node becomes susceptible to attack again.

5) The worm induces temporary immunity is a fraction
of recovered node, remaining recovered nodes again
become susceptible [1]. A small fraction of exposed
node recovers, rather than being infected and de-
velops worm acquired temporary immunity due to
self-prevention and detection techniques of operat-
ing system and becomes vaccinated [24]. A fraction
of infected node after recovery gains temporary im-
munity against the worm and joins vaccinated class,
remaining node becomes re-susceptible.

Figure 1: Schematic diagram for model system (1)

The schematic diagram for the model (1) is shown in
Figure 1. The worm transmission between the different
classes can be expressed by the following model:

dS
dt = Λ− µS − ωS + θV − βSI

S+I+c + (1− q)γI,
dV
dt = ωS − θV − µV + ξE + qγI,
dE
dt = βSI

S+I+c − µE − ξE − σE,
dI
dt = σE − µI − γI.

(1)



International Journal of Network Security, Vol.20, No.3, PP.515-526, May 2018 (DOI: 10.6633/IJNS.201805.20(3).15) 517

Table 1: Definition of parameters

Parameter Descriptions Units
S Susceptible node In number
V Vaccinated node ”
E Exposed node but not yet infectious ”
I Infectious node ”

Λ Rate at which new nodes are connected to the network Day−1

µ Crashing rate of node due to hardware or software problems ”
ω Vaccination rate ”
θ Rate at which vaccinated nodes lose their immunity and join susceptible class ”
β Contact rate or rate of transfer of worms from an infectious node to susceptible node ”
c Half saturation constant In number

q Fraction of recovered nodes gaining worm-acquired immunity Day−1

ξ Recovery rate of exposed class due to self-prevention technique of operating system ”
γ Duration of infection of infected nodes ”
σ Rate at which exposed node become infectious ”

with initial conditions: S(0) = S0 > 0, V (0) = V0 >
0, E(0) = E0 > 0, I(0) = I0 > 0, where all the param-
eters are positive and 0 ≤ q ≤ 1. The definitions of all
parameters are summarized in Table 1.

3 Existence of Equilibrium Points
and Basic Reproduction Num-
ber

The existence of worm-free and endemic equilibrium
points are established and basic reproduction number has
been calculated.

We observe that total number of nodes N satisfies the
equation dN

dt = Λ− µN and hence N(t)→ Λ
µ , as t→∞.

The solutions of the model system (1) are non-negative
for all t ≥ 0. Therefore, the feasible region

U =

{
(S, V,E, I) : 0 ≤ S, V,E, I,N ≤ Λ

µ

}
,

is positively invariant in which the usual existence,
uniqueness of solutions and continuation results hold.

The model system (1) always has the worm-free equi-
librium P 0 =

(
S0, V 0, 0, 0

)
, where

S0 =

(
µ+ θ

η1

)
N0, V 0 =

(
ω

η1

)
N0, N0 =

Λ

µ
,

with η1 = µ + θ + ω, represent the level of susceptible,
vaccinated and total number of nodes respectively, in the
absence of infection.

Now, we calculate the basic reproduction number [4].
Let x = (E, I) , then from the model system (1), it follows:

dx

dt
= f − υ,

where f =

[
βSI

S+I+c

0

]
and υ =

[
η2E

−σE + (µ+ γ)I

]
.

We obtain F = Jacobian of f at WFE =

[
0 βS0

S0+c

0 0

]
and M = Jacobian of υ at WFE =

[
η2 0
−σ µ+ γ

]
.

The next generation matrix approach is used to com-
pute the basic reproduction number, R0 and is defined
as the spectral radius of the next generation operator.
The formation of the operator involves determining two
compartments, infected and non-infected nodes for the
considered model system.

The next generation matrix for the system is

K = FM−1 =

[
σβS0

η2(µ+γ)(S0+c)
βS0

(µ+γ)(S0+c)

0 0

]
.

Thus, the basic reproduction number R0 = ρ(FM−1), of
the model system (1) is given by

R0 =
σβS0

η2(µ+ γ)(S0 + c)

=
σβ(µ+ θ)Λ

η2(µ+ γ)(Λ(µ+ θ) + η1µc)
.

Further, the model system (1) also has an interior equi-
librium given by P ∗ = (S∗, V ∗, E∗, I∗), where

S∗ =
I∗ + c

(R0 − 1) + cR0

S0

, E∗ =
µ+ γ

σ
I∗,

V ∗ =
1

µ+ θ


(

ω

(R0−1)+c
R0
S0

+ ξ(µ+γ)
σ + qγ

)
I∗

+ ωc

(R0−1)+c
R0
S0

 ,
I∗ =

Λ
(
R0 − 1 + cR0

S0

)
(θ + µ)σ − η1cµσ

µ

((
R0 − 1 + cR0

S0

){ (γ + µ)(θ + µ+ ξ)
+(qγ + θ + µ)σ

}
+ ση1

) .
We conclude from the above that the endemic equilibrium
point exists if R0 > 1.
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4 Stability Analysis of the Model
System

We investigate the stability (linear as well as nonlinear)
analysis of both the equilibrium points. The reduced lim-
iting dynamical system is given by ([23])

dS
dt = Λ

µ (µ+ θ)− η1S − βSI
S+I+c − θE − (θ − pγ)I,

dE
dt = βSI

S+I+c − η2E,
dI
dt = σE − (µ+ γ)I,

(2)

with initial conditions: S(0) = S0 > 0, E(0) = E0 >
0, I(0) = I0 > 0. All the parameters are positive. Also
η1 = (µ+ ω + θ), η2 = (µ+ ξ + σ) and p = 1− q.

Now, the local stability for worm-free equilibrium
(WFE) point is established as follows:

Theorem 1. The WFE point P 0 is

1) Locally asymptotically stable, if R0 < 1,

2) Unstable, if R0 > 1 and

3) A transcritical bifurcation occurs at R0 = 1.

Proof. The Jacobian matrix J0 at WFE is given by

J0 =

 −η1 −θ − βS0

S0+c − θ + pγ

0 −η2
βS0

S0+c

0 σ −(µ+ γ)

 .
The characteristic equation of J0 is given by

(λ+ η1)[λ2 + (µ+ η2 + γ)λ+ η2(µ+ γ)(1−R0)] = 0.

One eigenvalue is clearly negative; remaining two eigen-
values depends on the sign of the basic reproduction num-
ber. If R0 < 1, then remaining two eigenvalues of J0 have
negative real parts and if R0 > 1, then one eigenvalue of
J0 has negative real part and other has positive real part.
Hence, WFE is locally asymptotically stable, if R0 < 1
and unstable, if R0 > 1. Now, if R0 = 1, then two eigen-
values of J0 have negative real parts and one eigenvalue
is zero.

Let x = S − S0, y = E, z = I. Then, system (2) re-
duces to


dx
dt = −Ax− B(1+r)(x+S0)z

x+z+c+S0 − θy − θz + (1− q)γz,
dy
dt = B(1+r)(x+S0)z

x+z+c+S0 − (µ+ ξ + σ)y,
dz
dt = σy − (µ+ γ)z,

(3)

where

A = η1, B =
η2(γ + µ)(S0 + c)

σS0
, R0 = 1 + r.

For showing the occurrence of transcritical bifurcation
at (R0, (S,E, I)) = (1, (S0, 0, 0)), we write β in terms of
R0 and other parameters. Linearizing system (3) about

equilibrium point (r, (x, y, z)) = (0, (0, 0, 0)). we obtain
the Jacobian matrix −A −θ (1− q)γ − θ − BS0

S0+c

0 −η2
BS0

S0+c

0 σ −γ − µ

 . (4)

The proof is done by projecting the flow onto the extended
center manifold [9]. The eigen-vectors corresponding to
the eigenvalues λ1 = 0, λ2 = −A and λ3 = −γ − µ − η2

when R0 = 1(r = 0) are

e1 =

 −a1

a3

1

 , e2 =

 1
0
0

 , e3 =

 a2

−a4

1


respectively, where

a1 =
(γ + µ)(θ + µ+ ξ) + (qγ + θ + µ)σ

Aσ
,

a2 =
(γ − θ + µ)(µ+ ξ) + (qγ + µ)σ

σ(−A+ γ + µ+ η2)
,

a3 =
γ + µ

σ
and a4 =

η2

σ
.

The model matrix P with its column vector as the
eigenvector is

P =

 −a1 1 a2

a3 0 −a4

1 0 1

 ,
and hence

P−1 =
1

a3 + a4

 0 1 a4

a3 + a4 a1 + a2 −a2a3 + a1a4

0 −1 a3

 .
Now, we have to find the nature of stability (x, y, z) =
(0, 0, 0) for r near zero. We obtain the transformation
using the eigen basis {e1, e2, e3}, x

y
z

 = P

 u
v
w

 with inverse

 u
v
w

 = P−1

 x
y
z


which transform system (3) into u̇

v̇
ẇ

 =

 0 0 0
0 −A 0
0 0 −γ − µ− η2

 u
v
w


+

 f(u, v, w, r)
g1(u, v, w, r)
g2(u, v, w, r)




(5)

ṙ = 0. (6)

Here

f(u, v, w, r) = l1u
2 + l2w

2 + l3uv + l4uw + l5ur + l6vw

+l7wr + l8u
3 + l9w

3 + l10uvw + l11uw
2

+l12u
2v + l13u

2w + l14u
2r + l15vw

2

+l16w
2r + l17wv

2 + l18uvr + l19vwr

+l20uwr + l21uv
2,
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g1(u, v, w, r) = m2u
2 +m3w

2 +m4uv +m5uw

+m6ur +m7vw +m8wr +m9u
3

+m10w
3 +m11uvw +m12uw

2

+m13u
2v +m14u

2w +m15u
2r

+m16vw
2 +m17w

2r +m18wv
2

+m19uvr +m20vwr +m21uw

+m22uv
2,

g2(u, v, w, r) = n2u
2 + n3w

2 + n4uv + n5uw + n6ur

+n7vw + n8wr + n9u
3 + n10w

3

+n11uvw + n12uw
2 + n13u

2v + n14u
2w

+n15u
2r + n16vw

2 + n17w
2r + n18wv

2

+n19uvr + n20vwr + n21uwr + n22uv
2.

Where

l1 = − B(S0 + ca1)

(c+ S0)
2
(a3 + a4)

,

l2 =
B(−S0 + ca2)

(c+ S0)
2
(a3 + a4)

,

l3 = l6 =
Bc

(c+ S0)
2
(a3 + a4)

,

l4 = −B(2S0 + ca1 − ca2)

(c+ S0)
2
(a3 + a4)

,

l5 = l7 =
BS0

(a3 + a4)(c+ S0)
,

l8 = −B(−1 + a1)(S0 + ca1)

(c+ S0)
3
(a3 + a4)

,

l9 =
B(1 + a2)(S0 − ca2)

(c+ S0)
3
(a3 + a4)

,

l10 =
2B(−c+ S0 + ca1 − ca2)

(c+ S0)
3
(a3 + a4)

,

l11 =
B(3S0 − a2(2c− 2S0 + ca2) + a1(c− S0 + 2ca2))

(c+ S0)
3
(a3 + a4)

,

l13 =
B(3S0 − ca2

1 + (−c+ S0)a2 + 2a1(c− S0 + ca2))

(c+ S0)
3
(a3 + a4)

,

l12 =
B(−c+ S0 + 2ca1)

(c+ S0)
3
(a3 + a4)

,

l14 = − B(S0 + ca1)

(c+ S0)
2
(a3 + a4)

,

l15 =
B(−c+ S0 − 2ca2)

(c+ S0)
3
(a3 + a4)

,

l16 =
B(−S0 + ca2)

(c+ S0)
2
(a3 + a4)

,

l17 = l21 = − Bc

(c+ S0)
3
(a3 + a4)

,

l18 = l19 =
Bc

(c+ S0)
2
(a3 + a4)

,

l20 = −B(2S0 + ca1 − ca2)

(c+ S0)
2
(a3 + a4)

,

m1 = −A,

m2 = −B(S0 + ca1)(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

m3 =
B(−S0 + ca2)(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

m4 = m7 =
Bc(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

m5 = −B(2S0 + ca1 − ca2)(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

m6 = m8 =
BS0(a1 + a2 − a3 − a4)

(c+ S0)(a3 + a4)
,

m9 =
B(1− a1)(S0 + ca1)(a1 + a2 − a3 − a4)

(c+ S0)
3
(a3 + a4)

,

m10 =
B(1 + a2)(S0 − ca2)(a1 + a2 − a3 − a4)

(c+ S0)
3
(a3 + a4)

,

m11 =
2B(−c+ S0 + ca1 − ca2)(a1 + a2 − a3 − a4)

(c+ S0)
3
(a3 + a4)

,

m12 =

(
B(3S0 − a2(2c− 2S0 + ca2)
+a1(c− S0 + 2ca2))(a1 + a2 − a3 − a4)

)
(c+ S0)

3
(a3 + a4)

,

m13 =
B(−c+ S0 + 2ca1)(a1 + a2 − a3 − a4)

(c+ S0)
3
(a3 + a4)

,

m14 = −

(
B(−3S0 + ca2

1 + (c− S0)a2

−2a1(c− S0 + ca2))(a1 + a2 − a3 − a4)

)
(c+ S0)

3
(a3 + a4)

,

m15 = −B(S0 + ca1)(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

m16 = −B(c− S0 + 2ca2)(a1 + a2 − a3 − a4)

(c+ S0)
3
(a3 + a4)

,

m17 =
B(−S0 + ca2)(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

m18 = m22 = −Bc(a1 + a2 − a3 − a4)

(c+ S0)
3
(a3 + a4)

,

m19 = m20 = m21 =
Bc(a1 + a2 − a3 − a4)

(c+ S0)
2
(a3 + a4)

,

n1 = −γ − 2µ− ξ − σ,

n2 =
B(S0 + ca1)

(c+ S0)
2
(a3 + a4)

,

n3 =
B(S0 − ca2)

(c+ S0)
2
(a3 + a4)

,

n4 = n7 = − Bc

(c+ S0)
2
(a3 + a4)

,

n5 =
B(2S0 + ca1 − ca2)

(c+ S0)
2
(a3 + a4)

,

n6 = n8 = − BS0

(c+ S0)(a3 + a4)
,

n9 =
B(−1 + a1)(S0 + ca1)

(c+ S0)
3
(a3 + a4)

,
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n10 =
B(1 + a2)(−S0 + ca2)

(c+ S0)
3
(a3 + a4)

,

n11 = −2B(−c+ S0 + ca1 − ca2)

(c+ S0)
3
(a3 + a4)

,

n12 =

(
B(−3S0 + a1(−c+ S0 − 2ca2)
+a2(2c− 2S0 + ca2))

)
(c+ S0)

3
(a3 + a4)

,

n13 = −B(−c+ S0 + 2ca1)

(c+ S0)
3
(a3 + a4)

,

n14 =
B(−3S0 + ca2

1 + (c− S0)a2 − 2a1(c− S0 + ca2))

(c+ S0)
3
(a3 + a4)

,

n15 =
B(S0 + ca1)

(c+ S0)
2
(a3 + a4)

,

n16 =
B(c− S0 + 2ca2)

(c+ S0)
3
(a3 + a4)

,

n17 =
B(S0 − ca2)

(c+ S0)
2
(a3 + a4)

,

n18 = n22 =
Bc

(c+ S0)
3
(a3 + a4)

,

n19 = n20 = − Bc

(c+ S0)
2
(a3 + a4)

,

n21 =
B(2S0 + ca1 − ca2)

(c+ S0)
2
(a3 + a4)

.

Let

g (u, v, w, r) =

[
g1 (u, v, w, r)
g2 (u, v, w, r)

]
.

We have from the existence theorem for center manifolds

W c (0) =

{
(u, v, w, r) ∈ R4

∣∣ v = h1 (u, r) , w = h2 (u, r) ,
hi (0, 0) = 0, Dhi (0, 0) = 0, i = 1, 2

}
for u and r sufficiently small.

Let

δ ≡ u, ζ ≡ (v, w) , h = (h1, h2) , Q = 0

and

R =

[
−A 0
0 −γ − 2µ− ξ − σ

]
.

Assume that

h1 (u, r) = c1u
2 + c2ur + c3r

2 + · · · ,
h2 (u, r) = c4u

2 + c5ur + c6r
2 + · · ·

}
. (7)

Using invariance of the graph of h(u, r) under the dynam-
ics generated by Equation (3), h(u, r) must satisfy

N (h (δ, r)) = Dδh (δ, r) [Qδ + f (δ, h (δ, r) r)]

−Rh (δ, r)− g (δ, h (δ, r) r)

= 0. (8)

Substitute h = (h1, h2) from Equation (7) into Equa-
tion (8) and then compare the coefficients of u2, ur and
r2, we obtain

c1 = −m2

m1
, c2 = −m6

m1
, c3 = 0, c4 = −n2

n1
, c5 = −n6

n1
, c6 = 0.

Hence

h1(u, r) = −m2

m1
u2 − m6

m1
ru, h2(u, r) = −n2

n1
u2 − n6

n1
ru.

Finally substituting the values of v = h1, w = h2 into
Equations (5) and (6) we obtain the vector field reduced
to the center manifold

u̇ = r u l5 + u2 l1 + u3

(
l8 −

l3m2

m1
− l4 n2

n1

)
+ru2

(
l14 −

l3m6

m1
− l4 n6

n1
− l7 n2

n1

)
+ · · · ,

ṙ = 0.

Here we observe that l1 < 0 and l5 > 0. On the center
manifold, we have

du

dt
= G(u, r) = rul5 + u2l1,

with

G(0, 0) = Gu(0, 0) = Gr(0, 0),

Guu = 2l1,

Gur = l5,

Grr = 0.

Here Gur is positive and Guu is negative. Hence, us-
ing transcritical bifurcation and center manifold theo-
rems, worm-free equilibrium point is stable when R0 <
1(since r < 0) and there is a separate unstable branch
from the endemic equilibrium point and when R0 >
1(since r > 0), worm-free equilibrium point becomes un-
stable while the separating branch becomes stable [9].
When R0 = 1(since r = 0), center manifold is approxi-
mated by

du

dt
≈ l1u2 + · · · .

Therefore, the worm-free equilibrium point is stable if it
is approached from u > 0.

Hence, transcritical bifurcation occurs at the bifurca-
tion point R0 = 1.

Theorem 2. The endemic equilibrium point P ∗ is locally
asymptotically stable if σβ(S∗ + c)S∗ ≤ η2(γ + µ)(S∗ +
I∗ + c)2 holds.

Proof. The Jacobian matrix J∗ at endemic equilibrium
point P ∗ is given by

J∗ =

 −η1 − a21 −θ −θ + pγ − a23

a21 −η2 a23

0 σ −µ− γ

 ,
where

a21 =
β(I∗ + c)I∗

(S∗ + I∗ + c)
2 , a23 =

β(S∗ + c)S∗

(S∗ + I∗ + c)
2 .

The characteristic equation of J∗ is

λ3 +A1λ
2 +A2λ+A3 = 0,
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where

A1 = a21 + γ + µ+ η1 + η2,

A2 = θ(µ+ η2) + µ(µ+ 2η2)− a23σ

+a21(γ + θ + µ+ η2) + (µ+ η2)ω

+γ(η1 + η2),

A3 = a21(γ + µ)(θ + µ+ ξ) + a21(qγ + θ + µ)σ

+η1(−a23σ + η2(γ + µ)),

and

A1A2 −A3 = a221(γ + θ + µ+ η2)

+(γ + µ+ η2)(−a23σ + (γ + µ+ η1)(η1 + η2))

+a21(γ
2 + θ2 − a23σ + θ(2(2µ+ η2) + ξ + ω)

+(µ+ η2)(3µ+ η2 + 2ω) + 2γ(µ+ η1 + η2 +
p

2
σ)).

We observe that A1 > 0 automatically satisfies. Both the
conditions A3 > 0 and A1A2 − A3 > 0 satisfies if σa23 ≤
(γ+µ)η2 implies that σβ(S∗+c)S∗ ≤ η2(γ+µ)(S∗+I∗+
c)2 holds. Hence, by Routh-Hurwitz criterion the endemic
equilibrium point P ∗ is locally asymptotically stable.

4.1 Global Stability Analysis

We analyze the global dynamics of worm-free and endemic
equilibrium points. We find first the global stability of
worm-free equilibrium point using the method developed
in [3]. Rewrite the model system (2) as{

dY
dt = F (Y, Z),
dZ
dt = G(Y,Z), G(Y, 0) = 0.

(9)

where Y = (S) and Z = (E, I) , with Y ∈ R denoting
the number of susceptible node and Z ∈ R2 denoting the
number of infected nodes (exposed and infectious). The
worm-free equilibrium point is denoted by Q0 =

(
Y 0, 0

)
.

The following conditions (A1) and (A2) must give a local
asymptotic stability:

(A1) Y 0 is globally asymptotic stable for dY
dt = F (Y, 0).

(A2) G(Y,Z) = BZ − Ĝ(Y,Z) where Ĝ(Y,Z) ≥ 0 for
(Y,Z) ∈ U ,

and B = DzG
(
Y 0, 0

)
is an M -matrix and U is the region

of attraction. Then the following lemma holds.

Lemma 1. The fixed point Q0 = (Y 0, 0) is a globally
asymptotic stable equilibrium point of (9) if R0 < 1 and
Assumptions (A1) and (A2) are satisfied.

Theorem 3. Suppose R0 < 1, then the worm-free equi-
librium point P 0 is globally asymptotically stable.

Proof. Let Y = (S), Z = (E, I) and Q0 = (Y 0, 0), where

Y 0 =
Λ

µ

(
µ+ θ

η1

)
. (10)

Then,

dY

dt
= F (Y,Z)

=
Λ

µ
(µ+ θ)− η1S −

βSI

S + I + c
− θE − (θ− (1− q)γ)I.

At S = S0, F (Y, 0) = 0, and

dY

dt
= F (Y, 0) =

Λ

µ
(µ+ θ)− η1Y.

As t→∞, Y → Y 0.
Hence Y = Y 0(= S0) is globally asymptotically stable.
Now,

G (Y,Z) =

[
−η2 βS0

σ − (µ+ γ)

] [
E
I

]
−
[
βS0I − βSI

S+I+c

0

]
,

= BZ − Ĝ (Y,Z) ,

where B =

[
−η2 βS0

σ −(µ+ γ)

]
and

Ĝ(Y,Z) =

[
βS0I − βSI

S+I+c

0

]
.

In model system (2), total number of nodes is bounded
by N0

1 = Λ
µ

µ+θ
µ+θ+η where η = max{ω, ξ, qγ}, that is,

(S,E, I) ≤ N0
1 .

Since S0 ≥ N0
1 , we have S0 ≥ N0

1 ≥ S ≥ S
S+I+c and

thus, Ĝ(Y, Z) ≥ 0. Therefore, B is an M -matrix. Hence
(A1) and (A2) are satisfied and by Lemma 1, P 0 is glob-
ally asymptotically stable if R0 < 1.

Following Li and Muldowney [15], we obtain sufficient
conditions for global asymptotic stability of the endemic
equilibrium point. Consider the autonomous dynamical
system:

ẋ = f (x) with x(0, x0) = x0 (11)

where f : D → Rn, D ⊂ Rn open set and simply con-
nected and f ∈ C1(D). Let x∗ be an equilibrium point
of Equation (11) that is, f(x∗) = 0. Assume that the
following conditions hold:

(A3) There exists a compact absorbing set K ⊂ D.

(A4) Equation (11) has a unique equilibrium point x∗ in
D.

We know that if x∗ is locally stable and all trajectories in
D converges to x∗ then it is to be globally stable in D.
Bendixon criterion rule out the existence of non-constant
periodic solutions of Equation (11) for n ≥ 2, that condi-
tions satisfied by f . The classical Bendixson’s condition
divf (x) < 0 for n = 2, is robust under C1 local pertur-
bations of f .

Lemma 2. Assume that conditions (A3), (A4) hold and
Equation (11) satisfies a Bendixson criterion. Then, x∗

is globally stable in D, provided it is stable.
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Let us consider P (x) as

(
n
2

)
×
(
n
2

)
matrix-valued

function that is C1 on D and the matrix Pf has compo-
nents

(pij(x))f =

(
∂pij(x)

∂x

)T
.f(x) = ∇pij .f(x).

Assume that P−1 exists and is continuous for x ∈ K
(the compact absorbing set). The matrix J [2] is the sec-
ond additive compound matrix of the Jacobian matrix J ,
that is J (x) = Df (x). When n = 3, the second additive
compound matrix of J = (aij) is given by [20],

J [2] =

 a11 + a22 a23 −a13

a32 a11 + a33 a12

−a31 a21 a22 + a33

 .
Let µ (B) be the Lozinskii measure of B with respect to

a vector norm |.| in RN .N =

(
n
2

)
, defined by µ (B) =

lim
h→0+

|I+hB|−1
h . A quantity q̄ is defined as

q̄ = lim sup
t→∞

sup
x∈K

1

t

∫ t

0

µ (B (x (s, x0))) ds,

where

B = PfP
−1 + PJ [2]P−1.

IfD is simply connected, q̄ < 0 rules out the presence of
any orbit that gives rise to simple closed rectifiable curve
that is invariant for Equation (11) and robust under C1

local perturbations of f near any non-equilibrium point
that is non-wandering. The following global stability re-
sult is given in Li and Muldowney [15].

Lemma 3. Assume that D is simply connected and as-
sumptions (A3) and (A4) hold. Then the unique equilib-
rium point x∗ of Equation (11) is globally stable in D if
q̄ < 0.

Now, we analyze the global stability of the endemic
equilibrium point x∗.

Theorem 4. If R0 > 1, ξ + σ < ω and (1 − q)γ ≥ θ,
then the endemic equilibrium P ∗ of the model system (2)
is globally stable in U .

Proof. From Theorem 2, if the endemic equilibrium point
P ∗ exists, is locally asymptotically stable. From Theo-
rem 1, when R0 > 1, P 0 is unstable. The instability of
P 0 together with P 0 ∈ ∂U is implies to the uniform per-
sistence [6], that is there exists a constant C > 0 such
that:

lim
t→∞

inf x(t) > C, x = (S,E, I).

The uniform persistence together with the boundedness
of U , is equivalent to the existence of a compact set in
the interior of U which is absorbing for the model sys-
tem (2) [10]. Thus, (A3) is verified. Now, the second

additive compound matrix J [2](S,E, I) is given by

J [2] =

 Φ1
β(S+c)S
(S+I+c)2

β(S+c)S
(S+I+c)2 + θ − (1− q)γ

σ Φ2 −θ
0 β(I+c)I

(S+I+c)2 − (µ+ γ + η2)


where

Φ1 = −(η1 + η2)− β(I + c)I

(S + I + c)2
,

Φ2 = −(µ+ γ + η1)− β(I + c)I

(S + I + c)2
.

Let us consider

P = P (S,E, I) = diag

{
1,
E

I
,
E

I

}
.

Therefore,

PfP
−1 = diag

{
0,
Ė

E
− İ

I
,
Ė

E
− İ

I

}
.

Then B = PfP
−1 + PJ [2]P−1

=


Φ1

β(S+c)S
(S+I+c)2

I
E

(
β(S+c)S
(S+I+c)2 + θ − (1− q)γ

)
I
E

σEI
Ė
E −

İ
I + Φ2 −θ

0 β(I+c)I
(S+I+c)2

Ė
E −

İ
I − (µ+ γ + η2)

 .
Let

B =

[
B11 B12

B21 B22

]
,

where

B11 = Φ1 = −
(
η1 + η2 + β(I+c)I

(S+I+c)2

)
,

B12 =
[

β(S+c)S
(S+I+c)2

I
E

(
β(S+c)S
(S+I+c)2 + θ − (1− q)γ

)
I
E

]
,

B21 =

[
σEI
0

]
,

B22 =


Ė
E −

İ
I −

β(I+c)I

(S+I+c)2

−(µ+ γ + η1)
−θ

β(I+c)I

(S+I+c)2
Ė
E −

İ
I − (µ+ γ + η2)

 .
Now, consider the norm |(u1, u2, u3)| = max{|u1| |u2|+

|u3|} in R3, where (u1, u2, u3) denotes vector in R3 and
the Lozinskii measure is denoted by µ with respect to this
norm [17].

µ(B) ≤ sup{g1, g2},
= sup {µ1(B11) + |(B12)| , µ1(B22) + |(B21)|} .

where |B21| |B12| are matrix norms with respect to the L1

vector norm, and µ1 denotes the Lozinskii measure with
respect to the L1 norm.
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Then

g1 = µ1 (B11) + |B12|,

= −
(
η1 + η2 +

β(I + c)I

(S + I + c)2

)
+

β(S + c)S

(S + I + c)2

I

E

+
I

E
max {0, θ − (1− q) γ} ,

≤ −
(
η1 + η2 +

β(I + c)I

(S + I + c)2

)
+

β(S + c)S

(S + I + c)2

I

E
,

[when (1− q) γ ≥ θ]

≤ −η1+
Ė

E
−
[

βS

S + I + c
− β(S + c)S

(S + I + c)2

]
I

E
,

[from steady state of second equation of model system (2)]

=
Ė

E
−η1−

βSI

(S + I + c)2

I

E
,

≤ Ė

E
−µ.

Again,

g2 = |B21|+ µ1 (B22) ,

= σ
E

I
+
Ė

E
− İ

I
− 2µ− γ − θ

+ max {−ω,−(σ + ξ)} ,

=
Ė

E
− µ− θ + max {−ω,−(σ + ξ)} ,

[from steady state of third equation of model system (2)]

≤ Ė

E
− µ− θ, [when ξ + σ < ω]

≤ Ė

E
− µ.

Therefore,

µ (B) ≤ sup {g1, g2} =
Ė

E
− µ.

Along each solution (S(t), E(t), I(t)) of the system with
(S(0), E(0), I(0)) ∈ K, where K is the compact absorbing
set, we have

1

t

∫ t

0

µ (B) ds ≤ 1

t
log

E (t)

E (0)
− µ,

which implies that

q̄ =
lim sup
t→∞

sup
x0 ∈ U

1

t

∫ t

0

µ (B(x(s, x0))) ds ≤ −µ < 0.

Therefore, q̄ < 0 and thus Bendixson criteria is also ful-
filled. Hence the global stability of the endemic or worm-
induced equilibrium point has established.

5 Numerical Simulations

Numerically, Runge-Kutta method is used to simulate the
model system (2) using MATLAB software. The dynam-
ical behaviors of all the three classes S, E and I are ob-
served by considering a set of parameter values and initial
conditions. We have taken initial condition (22, 20, 20)
and parametric values

Λ = 0.4, µ =
1

(65 ∗ 365)
, θ =

1

(2 ∗ 365)
, γ =

1

30
,

ω = 0.6, β = 0.14, c = 10, q = 0.9, ξ = 0.2, σ = 0.1. (12)

The endemic equilibrium point for the vaccination rate
ω = 0.1 is (102.2687, 10.2488, 30.7065) and the worm-
free equilibrium point for vaccination rate ω = 0.9
is (14.8677, 0, 0) and other parameter values are same
as used in (12). The analysis of Figures 2 and 3 un-
der different vaccination rate shows the stability of both
worm-free and endemic equilibrium points that is, for
the cases when R0 < or > 1. We have critically ex-
amined the infectious class I for the different values of
ξ(= 1

2 ,
1
3 ,

1
4 ,

1
5 ,

1
6 ,

1
7 ) which support the reality that as the

self-prevention techniques of nodes ξ decreases, infection
increases (Figure 4) and the increment in transmission
rate β(= 0.8, 0.12, 0.16, 0.20, 0.24) causes increment in in-
fection (Figure 5) that is infected node increases and sus-
ceptible node decreases (Figure 6) and will be stable. It
is observed from Figure 7, the values of transmission rate
β decreases the susceptible nodes attain its saturation
value, when R0 < 1. We have also observed the evo-
lutions of susceptible nodes for the fraction of recovered
nodes gaining worm-acquired immunity, q (Figure 8) and
observation tells that the susceptible node increases when
the fraction of recovered nodes gaining worm-acquired im-
munity, q(= 0.2, 0.4, 0.6, 0.8, 1.0) increases when β = 0.12
(R0 < 1) but when β = 0.20 (R0 > 1) then the susceptible
nodes attain its saturation value. The above parametric
values given in (12) satisfies our analytical results.
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Figure 2: Time series of susceptible, exposed and infected
nodes when ω = 0.9
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Figure 3: Time series of susceptible, exposed and infected
nodes when ω = 0.1

0 200 400 600 800 1000
0

10

20

30

40

50

60

Time

In
fe

ct
ed

 N
od

es

 

 

ξ=1/2

ξ=1/3

ξ=1/4

ξ=1/5

ξ=1/6

ξ=1/7

Figure 4: Dynamical behavior of infected class for differ-
ent values of ξ when ω = 0.1
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Figure 5: Dynamical behavior of infected class for differ-
ent values of β

6 Discussions and Conclusions

An e-epidemic SV EIS model with nonlinear incidence
rate has been proposed for the transmission of worms in
the computer network. Stability analysis and behavior of
the reduced model system (2) have been investigated for
both worm-free and endemic equilibrium points. Local
stability analysis is established by using Routh-Hurwitz
criterion. Characteristics of basic reproduction number
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Figure 6: Dynamical behavior of susceptible class for dif-
ferent values of β when R0 > 1
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Figure 7: Dynamical behavior of susceptible class for dif-
ferent values of β when R0 < 1
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Figure 8: Dynamical behavior of susceptible nodes for
different values of q when β = 0.12 (R0 < 1) and β = 0.20
(R0 > 1)

have been discussed and found that if R0 < 1, WFE
point P 0 is globally asymptotically stable under certain
conditions and worm declines from the computer network,
where as if R0 > 1, the worm-free equilibrium point is un-
stable and worm persists. In Figure 9, the forward tran-
scritical bifurcation occurs at R0 = 1 and it is effectively
eradicate the worms. When the bifurcation parameter R0,
crosses the bifurcation threshold R0 = 1, the endemic
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Figure 9: Transcritical Bifurcation diagram in the plane
(R0, Imax)

equilibrium point enters into the positive orthant. The
vaccination rate reaches its critical value

ωc =
(µ+ θ)

µc
(

σβΛ

(µ+ γ)(µ+ ξ + σ)
− (Λ + µc))

then the basic reproduction number R0 = 1. We have
observed the effect of the vaccination rate ω, on the ba-
sic reproduction number which ultimately affecting the
dynamics of the model system. The optimal vaccine at
critical level is most important factor to effectively eradi-
cate the worm. Hence vaccination rate, ω must be greater
than critical vaccination rate, ωc = 0.531956 to control
worm from the network otherwise, worm persists in the
network.

To study the affect of the parameter q, a fraction of
recovered nodes on the dynamics of the model systems we
find that it does not appear in the definition of R0 and
wc. Due to waning of vaccination, a fraction of recovered
nodes (1 − q)γI moves to the susceptible class directly
and rest via vaccinated class [23]. The effect of q on the
susceptible node for transmission rate β = 0.12 and 0.20
is shown in Figure 8. In self-replicating computer worms
modeling, the nonlinear incidence rate plays a major role
and ensures that the model system can give a reasonable
qualitative description of the worm dynamics.
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Abstract

A new multipartite secret sharing scheme that uses a su-
per increasing sequence is proposed in this paper. Nov-
elty of the scheme is that, apart from being a multipartite
scheme, it realizes the level ordered access structure [17].
Also, the proposed scheme is reusable in that the shares
of the participants need not be replenished for a new se-
cret after the reconstruction the current secret.

Keywords: Multipartite Secret Sharing; Secret Sharing
Schemes; Superincreasing Sequence

1 Introduction

A Secret Sharing Scheme consists of two phases: share
distribution and secret reconstruction. In share distribu-
tion phase, each participant is given a share of the secret.
In secret reconstruction phase, authorized subsets of the
set of participants collaboratively recover the secret from
their shares. A secret sharing scheme is said to be perfect
if an unauthorized subset gets no information about the
secret and an authorized subset has complete information
of the secret in the information theoretic sense. The set
of authorized subsets is called an access structure. If the
maximal length of the shares and the length of the secret
are identical, then such secret sharing scheme is said to
be ideal. Several access structures like (t, n)-threshold ac-
cess structure, Multipartite access structure, Generalized
access structure etc., are proposed in the literature.

A (t, n)−Threshold Secret Sharing Scheme is one in
which at least the threshold (t) number of participants
participate in secret reconstruction phase to get the se-
cret. In threshold secret sharing scheme, all participants
are given equal priority and entrust. Threshold secret
sharing schemes were first proposed independently by Adi
Shamir [18] and George Blakley [2] in 1979.

In practice, participants may be served with different
priorities. So each participant is assigned a level. Based
on the level of the participant, the priority, entrust of

the participant varies. In general, the participants in the
higher level get higher priority and entrust over the par-
ticipants in the lower level.

In Multipartite Secret Sharing, the set of participants
are divided into disjoint levels (parts/ compartments)
and all participants in a particular level/compartment
play the same role as all other participants in that
level/compartment. Compartmented threshold secret
sharing and multilevel threshold secret sharing are multi-
partite in nature. Ghodosi et al. [9] proposed an ideal and
perfect secret sharing schemes for multilevel and compart-
mented groups. The scheme we are proposing is a multi-
partite scheme along with a restriction that the low level
participants can recover the implicit compartment (level)
secret bit assigned to them only if the implicit secret bits
assigned to all higher levels are already recovered. The
actual secret of our multipartite scheme can be recovered
only after completion of the recovery of all the compart-
ment secrets. Compartment secrets can be concurrently
reconstructed,but in order to reconstruct the actual se-
cret bit vector/tuple, hierarchy has to be followed. We
use Shamir’s secret sharing scheme for each compartment
to distribute and recover the compartment secret to all
the participants of the compartment. Applications of se-
cret sharing can be found in [1, 5, 14,15,21] etc.

Our scheme supports the property of secret change-
ability without changing the compartment secret shares.
This property makes our scheme secure and robust. All
this is possible because the actual secret is not a function
of compartment shares alone. That means, the secret
can be changed by the dealer any number of times with-
out changing compartment secrets. This property makes
our scheme to be reusable in nature and hence avoids
communication intense phase of share distribution to the
participants whenever the secret is changed. Whenever
the secret is changed, the dealer publishes a public value
based on the secret and compartment shares. Then with
the help of the same compartment secret shares along
with the current public value, the compartments together
can get the original secret. For each change in secret, the
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compartments together has to reconstruct the current se-
cret based on their secret compartment shares and the
current public value, since the old secret is no more valid.

2 Related Work

(t, n)-threshold secret sharing schemes proposed by Adi
shamir [18] and George Blakley [2] do not support any
hierarchy among the participants, but Shamir mentioned
that a hierarchical variant of (t, n)-threshold secret shar-
ing scheme can be introduced by assigning larger number
of shares to higher level participants. But this will not be
ideal. Multipartite secret sharing was introduced by Sim-
mons [3]. Multipartite secret sharing schemes were stud-
ied based on different assumptions by different authors
eg [3, 4, 6–8, 11–13]. Multipartite Secret Sharing schemes
by bivariate interpolation are developed by T. Tassa and
N. Dyn [19]. Multilevel secret sharing scheme based on
the Chinese remainder theorem was discussed in [10]. Hi-
erarchical secret sharing schemes based on MDS codes
was proposed in [20].

Secret sharing in multilevel and compartmented groups
are discussed in [9]. Our scheme is influenced from the
idea of compartmented scheme discussed in [9] in which
the global threshold is equal to the sum of all individual
compartment thresholds. The scheme, proposed in this
paper uses superincreasing sequence, allows concurrency
during compartmental share reconstruction. But secret
reconstruction is strictly hierarchical in nature, i.e., lower
level can get the secret bit(s) information only if all higher
levels get their secret bit(s).

The organization of the paper is as follows: In Sec-
tion 3, the background required like knapsack problem
(restricted to our scenario), algorithms related to super-
increasing sequence are described and describe concisely
the Shamir’s secret sharing scheme. In Section 4, multi-
partite secret sharing scheme based on the superincreas-
ing sequence was proposed. In Section 5, the scheme was
explained with an example. In Section 6, the property
of secret changeability with an example was explained.
In Section 7, a brief note on the security of the scheme
in the presence of an intruder and some observations are
discussed. Finally concluding remarks are in Section 8.

3 Background

This section reviews the knapsack problem, corresponding
instances, algorithms, and the Shamir’s threshold secret
sharing scheme.

3.1 Knapsack Functions

If the elements inside a knapsack are known, then it is easy
to compute the sum of the elements inside the knapsack.
But if the sum of the numbers inside the knapsack is only
known, it is difficult to list out the numbers inside the
knapsack.

Mathematically this observation can be stated as fol-
lows:

Let bagsum be a function that takes two r-tuples as
input and returns an integer value as output. Let w =
[w1, w2, w3, · · · , wr] and s = [s1, s2, s3, · · · , sr] be two r-
tuples. The second tuple s contains Boolean elements
only i.e., si = 0 or 1 for i ∈ {1, 2, 3, · · · , r}. sum =
bagsum(w, s) =

∑r
i=1 wisi = w1s1 + w2s2 + w3s3 + · · ·+

wrsr.

Let bagsum inverse be a function that takes the
sum value and the first tuple w as input and re-
turns the second Boolean tuple s as output i.e., s =
bagsum inverse(sum,w).

Given w and s it is easy to find bagsum, but given
sum and w it is difficult to find s. But if the first tuple
w contains the superincreasing sequence then it is easy to
compute both bagsum and bagsum inverse [16].

3.2 Superincreasing Sequence

A sequence is said to be superincreasing, if every element
(except first) in the sequence is greater than or equal to
the sum of all its previous elements. A tuple is said to be
superincreasing, if it contains a superincreasing sequence.
Thus a tuple w = [w1, w2, w3, · · ·wr] is superincreasing if
and only if wj ≥ w1 + w2 + w3 + · · ·wj−1 for 2 ≤ j ≤ r.

The pseudo codes of bagsum and bagsum inverse for
superincreasing sequence are as follows:

Algorithm 1: bagsum function

1 Function bagsum (w,s);
Input : Two tuples: w = [w1, w2, w3, · · ·wr] and

s = [s1, s2, s3, · · · sr].
Output: sum: an integer.

2 sum← 0;
3 for i = 1 · · · r do
4 sum← sum + wi × si ;
5 end
6 Return sum;

The running time of bagsum is O(r). Applied to the
superincreasing sequence, in our scheme, the dealer uses
this function.

The running time of bagsum inverse applies to the su-
perincreasing sequence (Algorithm 2) is same as bagsum
i.e., O(r). In our scheme, this algorithm is implicitly used
by compartments during secret reconstruction phase.

Let us define another function exor, which takes two
binary tuples (bit arrays) of same size as input and per-
forms bit-wise exclusive or of them and outputs the resul-
tant tuple. Let b, b′ be two bit tuples of same size, then
c = exor(b, b′) such that ci = bi ⊕ b′i, where ci, bi, b

′
i is

the ith bit in the tuples c, b, b′ respectively. We use exor
function to improve security of our scheme by means of
hiding the original secret tuple from compartments.
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Algorithm 2: bagsum inverse Function for superin-
creasing tuple

1 Function bagsum inverse (sum,w);
Input : An integer sum and tuple

w = [w1, w2, w3, · · ·wr].
Output: Boolean Tuple: s = [s1, s2, s3 · · · sr].

2 for i = r · · · 1 do
3 if sum ≥ wi then
4 si ← 1;
5 sum← sum− wi;

6 else
7 si ← 0
8 end
9 Return [s1, s2, s3 · · · sr];

10 end

3.3 Shamir’s Secret Sharing Scheme

Shamir’s secret sharing scheme is a threshold secret shar-
ing scheme. It has two phases: share distribution phase
and secret reconstruction phase. In share distribution
phase the dealer calculates shares and distributes them se-
curely to the participants. In secret reconstruction phase
at least threshold number of participants cooperatively
participate in interpolation to arrive at the corresponding
Lagrange polynomial and recovers the secret. In Shamir’s
secret sharing scheme dealer uses a polynomial and public
identities of the participants to calculate the share values.

Let n be the number, {P1, P2, P3, · · ·Pn} be the partic-
ipants and t(≤ n) be the threshold. Let idi be the public
identity of the participant Pi for i ∈ [1, n], where [1, n]
denote the set {1, 2, 3, · · · , n} . Then the Shamir’s secret
sharing scheme is as follows:

3.3.1 Share Distribution Phase

Dealer performs the following steps:

1) Selects a prime number q > n;

2) Selects a secret s ∈ Z∗q ;

3) Generates a polynomial f(x) = s+a1x+a2x
2 + · · ·+

at−1x
t−1 of degree atmost t − 1 with coefficients in

ai ∈ Z∗q for 1 ≤ i ≤ t− 1;

4) Calculates [s]i = f(idi) mod q for 1 ≤ i ≤ n;

5) Sends [s]i securely to the participant Pi for 1 ≤ i ≤ n.

3.3.2 Secret Reconstruction Phase

• At least t participants are required to cooperate to
reconstruct the secret; which can be done using La-
grange polynomial interpolation formula as follows:

s =
∑t

i=1

(∏
j 6=i

idj
idj − idi

)
[s]i mod q.

In our proposed scheme, Shamir’s secret sharing
scheme is used to share the compartment secret and
to reconstruct it.

4 Multipartite Secret Sharing
Scheme

Our multipartite secret sharing scheme, based on super-
increasing sequence, consists of share distribution phase
followed by secret reconstruction phase. After presenting
pseudo-code, we explain the algorithm with an example.
Let P be the set of all participants and let the participants
be divided into ` disjoint levels. Pi be the set of partic-
ipants at level i. ni be the total number of participants
at level i and ti ≤ ni be its corresponding compartment
(level) threshold. Note that the global threshold t for this
scheme is the sum of all the individual level thresholds.

4.1 Share Distribution:

Dealer performs the following steps:

1) Selects a secret s ∈ Z2`−1 − {0};

2) Converts the secret s into ` − 1 bit binary num-
ber s`−1s`−2s`−3 · · · s3s2s1 and forms the secret tuple
st = [s`−1, s`−2, s`−3 · · · s3, s2, s1];

3) Generates a random bit tuple ′temp′ of length ` −
1, temp = [e`−1, e`−2, e`−3 · · · e3, e2, e1];

4) Calculates st′ = exor(st, temp), let st′ =
[s′`−1, s

′
`−2, s

′
`−3 · · · s′3, s′2, s′1];

5) Generates a superincreasing tuple w of size `−1, w =
[w`−1, w`−2, w`−3 · · ·w3, w2, w1];

6) Calculates u = bagsum(st′, w) and makes u public;

7) Select a prime q, which is greater than the sum w1 +
w2 + w3 + · · ·w`−1 and max(ni) for 1 ≤ i ≤ `, and
make q public;

8) Distributes shares of wi to all the participants in level
i using Shamir’s (ti, ni) share distribution for 1 ≤ i ≤
`− 1 and distribute the shares of decimal equivalent
of bit tuple temp to level ` by means of Shamir’s
(t`, n`) share distribution;

Note:

• q, u is public. s, st, temp, st′, w are not public, but
known to dealer.

• In simple and informal language, the share distribu-
tion phase can be summarized as: st is the binary
tuple for s. st′ = st⊕ temp.

• Since temp is distributed to the compartment `, even-
though remaining `− 1 levels gets the associated bit
values, they cannot get secret tuple st.
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Figure 1: Stepwise pictorial representation of share distribution

4.2 Secret Reconstruction

1) At least ti participants of level i perform (ti, ni)
Shamir’s secret reconstruction and gets the level
share wi for 1 ≤ i ≤ `− 1;

2) Level 1 checks whether u ≥ w1. If true, then Level
1 outputs bit 1 and sends u′1,2 = u − w1 to level 2.
Else it outputs bit 0 and sends u′1,2 = u to level 2
and appends its output bit (which is s′1) to an empty
tuple (say st′′);

3) For 2 ≤ i ≤ `−1, Level i checks whether u′i−1,i ≥ wi.
If true, then level i outputs bit 1 and sends u′i,i+1 =
u′i−1,i−wi to level i+1. Else outputs bit 0 and sends
u′i,i+1 = u′i−1,i and appends the output bit (which is
s′i) to the starting index of the tuple st′′;

4) Level ` performs (t`, n`) Shamir’s secret reconstruc-
tion and converts the result into ` − 1 bit tuple,
which is temp = [e`−1, e`−2, e`−3 · · · e3, e2, e1]. (Ob-
serve that st′ = st′′ and st′′ is not public). level `
performs exor(temp, st′) which results in st;

5) Finally the secret binary tuple st is obtained, which
can be converted to decimal to obtain the secret s.

Note: Steps 2 and 3 corresponds to the bagsum inverse
algorithm discussed earlier.

5 Explanation with an Example

Let the number of levels (`) be 6. Also let the threshold
values and total number of participants for each level be as
follows: (t1, n1) = (2, 5), (t2, n2) = (3, 5), (t3, n3) = (4, 5),

(t4, n4) = (5, 6), (t5, n5) = (3, 6), (t6, n6) = (5, 7). Let
1, 2, 3 · · ·ni be the public identities of the participants in
compartment i.

5.1 Share Distribution:

Dealer performs the following steps:

1) Selects a secret s ∈ Z2`−1 − {0};

Since ` = 6, Z2`−1 − {0} = {1, 2, 3 · · · 31}. Let
s = 21.

2) Converts the secret s into ` − 1 bit binary number
s`−1s`−2s`−3 · · · s3s2s1 and forms secret tuple st =
[s`−1, s`−2, s`−3 · · · s3, s2, s1];

st = [1, 0, 1, 0, 1]

3) Generates a random bit array(tuple) ′temp′ of length
`− 1, temp = [e`−1, e`−2, e`−3 · · · e3, e2, e1];

temp = [0, 1, 1, 1, 0]

4) Calculates st′ = exor(st, temp), let st′ =
[s′`−1, s

′
`−2, s

′
`−3 · · · s′3, s′2, s′1];

st′ = exor(st, temp) =
exor([1, 0, 1, 0, 1], [0, 1, 1, 1, 0]) = [1, 1, 0, 1, 1]

5) Generates a superincreasing tuple w of size `−1, w =
[w`−1, w`−2, w`−3 · · ·w3, w2, w1];

Let w = [10, 11, 30, 60, 130]
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Table 1: Shamir’s share distribution at compartments

Level number (ti,ni) Dealer polynomial Participants share list (Public identity, Share value)
1 (2,5) 130 + x (1, 131), (2, 132), (3, 133), (4, 134), (5, 135)
2 (3,5) 60 + 2x + 3x2 (1, 65), (2, 76), (3, 93), (4, 116), (5, 145)
3 (4,5) 30 + 4x + x3 (1, 35), (2, 46), (3, 69), (4, 110), (5, 175)
4 (5,6) 11 + 2x + 4x3 + 3x4 (1, 20), (2, 95), (3, 368), (4, 502), (5, 232), (6, 447)
5 (3,6) 10 + x2 (1, 11), (2, 14), (3, 19), (4, 26), (5, 35), (6, 46)
6 (5,7) 14 + x + x2 + x3 + 16x4 (1, 33), (2, 284), (3, 267), (4, 407), (5, 431), (6, 450), (7, 418)

6) Calculates u = bagsum(st′, w) and makes u public;

u = bagsum(st′, w) =
bagsum([1, 1, 0, 1, 1], [10, 11, 30, 60, 130]) =

10 + 11 + 60 + 130 = 211

7) Select a prime q, which is greater than the sum w1 +
w2 + w3 + · · ·w`−1 and max(ni) for 1 ≤ i ≤ ` make
u as public;

w1 + w2 + w3 + w4 + w5 =
10 + 11 + 30 + 60 + 130 = 241, max(ni) = 7,

let q = 541

8) Distributes shares of wi to all the participants in level
i using Shamir’s (ti, ni) share distribution for `−1 ≤
i ≤ 1 and distribute the shares of decimal equivalent
of bit tuple temp to level ` by means of Shamir’s
(t`, n`) share distribution;

We have the compartmental shares given in Table 1.

5.2 Secret Reconstruction

1) Performing (ti, ni), 1 ≤ i ≤ ` − 1 Shamir’s secret
reconstruction, we have the compartmental shares
given in Table 2.

2) Carrying out the step 2 of secret reconstruction, we
have the results given in Table 3.

3) Results of the step 3 of the secret reconstruction are
given in Table 4.

4) Step 4 of the reconstruction gives the results given in
Table 5. Also

(14)10 = (01110)2 =⇒ temp = [0, 1, 1, 1, 0]

exor(temp, st′) =
exor([0, 1, 1, 1, 0], [1, 1, 0, 1, 1]) =

[1, 0, 1, 0, 1] = st

5) Converting the binary tuple st to decimal, we have
s = 21.

6 Secret Changeability with an
Example

6.1 Secret Changeability

In our scheme, the shares are reusable, That is, the shares
of the participants can remain same even for a new se-
cret. The following algorithm is to renew the secret by
the dealer.

6.1.1 Secret Renewal

Dealer performs the following steps:

1) Selects a new secret ns ∈ Z2`−1 − {0};

2) Converts the secret ns into ` − 1 bit binary number
ns`−1ns`−2ns`−3 · · ·ns3ns2ns1 and forms new secret
tuple nst = [ns`−1, ns`−2, ns`−3 · · ·ns3, ns2, ns1];

3) Calculates nst′ = exor(nst, temp), let nst′ =
[ns′`−1, ns

′
`−2, ns

′
`−3 · · ·ns′3, ns′2, ns′1];

4) Calculates nu = bagsum(nst′, w) and makes nu pub-
lic.

Table 6 shows the parameters that change after the
secret renewal algorithm.

There is a change in the secret, secret tuple, exor tu-
ple and public value only, all other parameters are intact.
Since w contains the compartment secret shares for lev-
els from 1 to `− 1 and decimal equivalent of temp is the
compartment secret share for level `, the compartment
shares doesn’t change after changing the secret by the
dealer. Since there is no change in compartment shares,
there is no need for distribution phase after the secret
update. There is no change in the secret reconstruction
phase. Based on the new public value nu, the compart-
ment can get the actual secret using their corresponding
secret shares. We explain the algorithm in detail with
an example in next subsection. Pinnacle step for running
time of the above algorithm is 4. So the running time of
the secret renewal algorithm is O(`).

6.2 Example for Secret Changeability

We use the example explained in section 5 to explain share
renewal algorithm. Now, total number of levels (`)=6.
Threshold values and total number of participants for
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Table 2: Shamir’s secret reconstruction at compartments

Level number (ti,ni)
Interested participants
with shares

Compartmental share
(lagrange interpolation)

1 (2,5) (1, 131), (3, 133)
3

2
(131) +

−1

2
(133) = 130

2 (3,5)
(1,65), (3,93),
(5,145)

15

8
(65) +

−5

4
(93)+

3

8
(145) = 60

3 (4,5)
(1,35), (3,69),
(4,110), (5,175)

5

2
(35) + (−5)(69) + 5(110)+

−3

2
(175) = 30

4 (5,6)
(1,20), (2,95),
(3,368), (4,502),
(5,232)

5(20) + (−10)(95) + 10(368)+
(−5)(502) + 1(232) = 552 ≡ 11 mod 541

5 (3,6)
(1,11), (3,19),
(6,46)

9

5
(11) + (−1)(19)+

1

5
(46) = 10

6 (5,7)
(1,33), (2,284),
(3,267), (4,407),
(5,431)

5(33) + (−10)(284) + 10(267)+
(−5)(407) + 1(431) = −1609 ≡ 14 mod 541

Table 3: Output bit from Level 1

Level number u w1 u ≥ w1 Output bit u′1,2 st′′

1 211 130 True 1 211-130=81 [1]

Table 4: Output bits from Level 2 to Level 5

Level number u′i−1,i wi u′i−1,i ≥ wi Output bit u′i,i+1 st′′

2 81 60 True 1 81-60=21 [1,1]
3 21 30 False 0 21 [0,1,1]
4 21 11 True 1 21-11=10 [1,0,1,1]
5 10 10 True 1 10-10=0 [1,1,0,1,1]

Table 5: Shamir’s secret reconstruction at last compartment

Level number (ti,ni)
Interested participants
with shares

Compartmental share
(Lagrange interpolation)

6 (5,7)
(1,33), (2,284), (3,267),
(4,407), (5,431)

5(33) + (−10)(284) + 10(267)+
(−5)(407) + 1(431) = −1609 ≡ 14 mod 541

Table 6: Table showing change in values

Parameter Previous value New value Change in parameter
Secret s ns Yes

Secret tuple st nst Yes
exor tuple st′ nst′ Yes

Random bit tuple temp temp No
Super increasing tuple w w No

Public value(u) u nu Yes
prime number q q No
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each level are as follows: (t1, n1) = (2, 5), (t2, n2) = (3, 5),
(t3, n3) = (4, 5), (t4, n4) = (5, 6), (t5, n5) = (3, 6),
(t6, n6) = (5, 7).

Now dealer executes the following algorithm to change
secret value from s = 21 to ns = 25.

6.2.1 Secret Renewal

Dealer performs the following steps:

1) Selects a new secret ns ∈ Z2`−1 − {0};

ns = 25, Since ` = 6,
Z2`−1 − {0} = {1, 2, 3 · · · 31}.

2) Converts the secret ns into ` − 1 bit binary number
ns`−1ns`−2ns`−3 · · ·ns3ns2ns1 and forms new secret
tuple nst = [ns`−1, ns`−2, ns`−3 · · ·ns3, ns2, ns1];

nst = [1, 1, 0, 0, 1]

3) Calculates nst′ = exor(nst, temp), let nst′ =
[ns′`−1, ns

′
`−2, ns

′
`−3 · · ·ns′3, ns′2, ns′1];

nst′ = exor(nst, temp) =
exor([1, 1, 0, 0, 1], [0, 1, 1, 1, 0]) = [1, 0, 1, 1, 1]

4) Calculates nu = bagsum(nst′, w) and makes nu pub-
lic;

nu = bagsum(nst′, w) =
bagsum([1, 0, 1, 1, 1], [10, 11, 30, 60, 130]) =

10 + 30 + 60 + 130 = 230

Now, we explain secret reconstruction algorithm with
the new values. Instead of repeating compartment share
reconstruction, we assume that all applied Lagrange in-
terpolation and obtained their shares as shown in share
reconstruction of Section 5.

6.2.2 Secret Reconstruction

1) At least ti participants of level i performs (ti, ni)
Shamir’s secret reconstruction and gets the compart-
ment/level share wi for 1 ≤ i ≤ `− 1;

Table 7: Compartment secrets

Level number
Compartmental share
(Lagrange interpolation)

1 130
2 60
3 30
4 552 ≡ 11 mod 541
5 10
6 −1609 ≡ 14 mod 541

2) Carrying out the step 2 of secret reconstruction, we
have the results given in Table 8;

3) Step 3 of the reconstruction gives the results given in
Table 9;

4) Level ` performs (t`, n`) Shamir’s secret reconstruc-
tion and converts the result in to ` − 1 bit tuple,
which is temp = [e`−1, e`−2, e`−3 · · · e3, e2, e1]. (Ob-
serve that st′ = st′′ and st′′ is public). level ` per-
forms exor(temp, st′) which results in st;

(14)10 = (01110)2 =⇒ temp = [0, 1, 1, 1, 0]
exor(temp, nst′) =

exor([0, 1, 1, 1, 0], [1, 0, 1, 1, 1]) =
[1, 1, 0, 0, 1] = nst

5) Finally the secret binary tuple nst is obtained, which
can be converted to decimal to obtain secret s.

nst = [1, 1, 0, 0, 1] =⇒ ns = (11001)2 = 25.

Thus the new secret can be reconstructed by the com-
partments using the same shares. Note that for the sake
of completeness, we repeated Steps 1 to 4 in the above
algorithm, which is not needed since the compartments
already have calculated their shares earlier.

7 Brief Note on Security and Ob-
servations

7.1 Brief Note on Security

• Public: u, q, `;

• Private to dealer : s, st, temp, st′, w, polynomials (use
to generate shares);

• Private to compartment i participant : Participant
share of the compartment secret wi.

Note that with public values u, q, an intruder (either
inside or outside P) cannot get about st and s because
s, st are private to dealer only and w is needed to calculate
s along with u. All levels has to intervene to get the secret,
because w, temp are available only after the secret share
reconstruction of each and every compartment. In our
scheme, the compartment with lower level number has
highest priority because, other levels cannot get the bit
information without the value passed by the higher level.

Assuming that the dealer is honest, it is infeasible to
obtain s from u, q, `. Hence our scheme is secure with
respect to trusty dealer.

7.2 Observations

The multipartite secret sharing scheme proposed deals
with the ` − 1 bit secret, i.e., 1 ≤ s ≤ 2`−1 − 1. So,
in step 1 of share distribution phase, dealer selects secret
s ∈ Z2`−1 − {0}. The selection range of the secret can
be increased. Suppose the secret is of `′(> ` − 1) bits,
then the following two trivial methods can be employed
to handle this issue:
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Table 8: Output bit from Level 1

Level number nu w1 nu ≥ w1 Output bit nu′1,2 nst′′

1 230 130 True 1 230-130=100 [1]

Table 9: Output bits from Level 2 to Level 5

Level number nu′i−1,i wi nu′i−1,i ≥ wi Output bit nu′i,i+1 nst′′

2 100 60 True 1 100-60=40 [1,1]
3 40 30 True 1 40-30=10 [1,1,1]
4 10 11 False 0 10 [0,1,1,1]
5 10 10 True 1 10-10=0 [1,0,1,1,1]

Table 10: Shamir’s secret reconstruction at last compartment

Level number
Compartmental share
(Lagrange interpolation)

6 −1609 ≡ 14 mod 541

Method 1: one of the levels can be used to handle the
extra bits. The extra bits can be shared to a compart-
ment as compartment share (may be after exor with
temp tuple) and after reconstruction phase, these bits
get pre-appended to the tuple st′′.

Method 2: Each level may be given multiple compart-
ment shares. Thus, each level can reconstruct mul-
tiple compartment secrets and hence multiple bits
related to secret.

The pinnacle step for running time is share distribu-
tion by dealer to all the participants using polyno-
mial, which is O(

∑`
i=1(niti)). Since compartments

can concurrently get their shares during secret recon-
struction phase, the running time is O((max(ni))

2 +
`). Note that ` − 1 comparisons and one exor is
needed in order to obtain the secret.

8 Conclusions

In this paper, we proposed our new multipartite secret
sharing scheme, which is based on superincreasing se-
quence. The property of secret changeability is explained
along with an example, listed various observations and
discussed briefly about the security of the scheme in the
case of trustworthy dealer. Work is underway to extend
these ideas to arrive at similar schemes for other access
structures.
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Abstract

A secure time synchronization protocol (STSP) for wire-
less sensor network based on uTESLA protocol is pro-
posed according to the issues that DCS algorithm in wire-
less sensor network time synchronization is limited in the
threats of compromised nodes, big communication cost
and deficiency in coverage. Firstly, initializing the net-
work topology based on LEACH protocol to balance the
network node load and prolong network life cycle. Sec-
ondly, excluding the malicious nodes based on uTESLA
protocol for making security condition check positively
before the network time synchronization. Thirdly, making
time synchronization quickly based on TPSN protocol for
base station to cluster head node. Fourthly, making time
synchronization based on HRTS protocol for cluster head
nodes to their own common nodes. Lastly, making reverse
authentication based on uTESLA protocol for checking
and excluding the compromise nodes after the network
time synchronization. The security analysis and simula-
tion show that two times authentication ensure the abso-
lute security of the time synchronization work in STSP,
and STSP is much better than DCS in synchronization
cycle, precision, ratio and cost.

Keywords: Broadcast Authentication; Time Synchroniza-
tion; Wireless Sensor Network

1 Introduction

Wireless sensor network (WSN) is a new distributed sys-
tem in which the nodes are independent and communicate
wirelessly [2]. In particular, each node maintains a local
clock and the timing signal of each node clock is gener-
ally maintained by an inexpensive crystal oscillator, and
because of the limitation of crystal oscillator manufactur-

ing process, it is easy to be influenced by the external
factors in the process of operation, which leads to the de-
viation of the time ratio of the node, it’s also known as
the time out of step [4, 7, 11, 12, 20, 21, 30]. So it is neces-
sary to regularly carry out network time synchronization
for maintaining the consistency of the local clock nodes.

Time synchronization is the process of providing a uni-
fied time scale for a distributed system by doing some op-
erations on the local clock. Network time protocol (NTP)
is the standard of the time synchronization protocol on
the internet [23], which is used to synchronize the com-
puter time with universal time coordinated (UTC) and
obtain a high precision time by the external connection
of a time receiver (such as WWVB, GPS, etc.). However,
NTP, GPS and other similar traditional time synchroniza-
tion technology can’t be directly applied to WSN because
of the following three differences [27]:

1) The sensor nodes in WSN are limited in volume,
power supply, computing power, storage space, which
causes the NTP protocol can’t be run on sensor
nodes.

2) There are great differences in bandwidth, anti-
interference ability, and the ability to resist weak be-
tween them, because WSN uses wireless transmission
mode, and the tradition internet mainly uses a reli-
able cable transmission mode.

3) WSN applications are highly localized or local op-
timum, while the tradition internet emphasizes the
overall optimality.

There have been a number of protocols for WSN
time synchronization proposed about the research topic
of time synchronization for WSN in recent years. Such
as: group authentication and group key distribution for
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Ad-Hoc networks(GAGKD) [29],an accurate on-demand
time synchronization protocol (AODTSP) [16] and long
term and large scale time synchronization (LTLSTS) [17]
proposed by Huang Ge, timing-sync protocol for sensor
networks (TPSN) [10], improved time synchronization
in ML-MAC [19], analysis of quantities influencing the
performance of time synchronization(AQIPTS) [3], tiny-
sync/mini-sync(TS/MS) [5], hierarchy referencing time
synchronization protocol (HRTS) [1], etc. Although these
time synchronization protocols have achieved good perfor-
mance from the perspective of each highlighted, they are
only applicable to the benign environment without any
malicious nodes. While WSN is usually used in some mil-
itary and commercial areas, it’s inevitably that there will
be a variety of malicious nodes attacks [13, 15, 22, 26, 31],
such as that the malicious nodes can forge the time syn-
chronization message, send the synchronization message
containing the error time information, delay sending the
synchronization message or not, and destroy the WSN
normal time synchronization process [6, 8, 9, 18, 24, 28].
Therefore, the security issues of WSN time synchroniza-
tion are particularly important.

At present, there are only a few protocols on the
security aspects for WSN time synchronization, where
diffusion-based clock synchronization (DCS) is the most
typical one, which ensures the safety of time synchroniza-
tion based on receiving 2s+1 synchronization messages
from last layer nodes, but it caused a lot of difficulty and
communication costs from beginning. In this paper, a
secure time synchronization protocol (STSP) for wireless
sensor network based on uTESLA protocol is proposed ac-
cording to the issues that DCS algorithm is limited in the
threats of compromised nodes, big communication cost
and deficiency in coverage. Firstly, initializing the net-
work topology based on LEACH protocol to balance the
network node load and prolong network life cycle. Sec-
ondly, excluding the malicious nodes based on uTESLA
protocol for making security condition check positively
before network time synchronization. Thirdly, making
time synchronization quickly based on TPSN protocol for
base station to cluster head node. Fourthly, making time
synchronization based on HRTS protocol for cluster head
nodes to their own common nodes. Lastly, making reverse
authentication based on uTESLA protocol for checking
and excluding the compromise nodes after network time
synchronization. The security analysis and simulation
show that two times authentication ensure the absolute
security of the time synchronization work in STSP, and
STSP is much better than DCS in synchronization cycle,
precision, ratio and cost.

This paper is organized as follows. In Section 2, an-
alyze the related work, such as DCS algorithm principle
and its issues. In Section 3, discuss the specific principle
of STSP, including network model assumptions, initializa-
tion and STSP steps. In Section 4, analyze the security of
STSP, and make a simulation compared with DCS. Lastly,
make a summary in Section 5.

Figure 1: DCS algorithm

2 The Related Work

2.1 DCS Algorithm

DCS algorithm is a cyclical secure time synchronization
algorithm for WSN: on the one hand, all nodes in the net-
work can be synchronized to the reference node through
the multi-hop manner; on the other hand, providing re-
dundant paths for each receiving node in the multi-hop
process, which can offset and tolerate the attacks of mali-
cious nodes on some paths, and achieve the goal of secure
time synchronization.

The execution process of DCS algorithm is shown in
Figure 1.

• Firstly, the reference node BS(base station) sends
the synchronization message to its neighbor nodes
SN1i,(1...m).

• Secondly, SN1isends the synchronization message to
its neighbor nodesSN2j ,(1...n) when SN1i completes
the calibration of the clock.

• Thirdly, for tolerating the attacks of malicious nodes,
the node SNij (i > 1) needs to receive more
than 2s+1 synchronization messages from last layer
nodesSN(i−1)j , and takes the average of these 2s+1
time messages to calibrate their own local clock.

• Lastly, the synchronous message is passed in turn
until the whole network nodes can be synchronized.

2.2 DCS Issues

1) Can not guarantee that all nodes SN1i,(1...m) are
non-malicious nodes
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The nodes SN1i,(1...m) do not calibrate the local
time by receiving 2S+1 synchronization messages
from last layer node BS, so there may be some ma-
licious or compromised nodes in SN1i,(1...m), and
it caused a lot of difficulty and communication costs
from beginning.

2) Serious error accumulation

It’s obviously shown in Figure 1 that the more far
away from BS, the more error accumulation. We
know that the calibrated time of node SNij (i > 1)
is an estimated value which is not precise, because
the node SNij (i > 1) needs to take the average of
2s+1 time messages receiving from last layer nodes
SN(i−1)j to calibrate their own local clock, while
the time message from SN(i−1)j is also an estimated
value because of the same principle. So the error will
be accumulated layer by layer.

3) Communication cost

It is bound to increase the redundancy of the message
in the network and lead to the increase of the commu-
nication cost, because that all nodes need to receive
more than 2S+1 synchronization messages from last
layer nodes.

4) The condition of 2S+1 is difficult to meet

It is not all the nodes in the network can receive more
than 2S+1 synchronization messages from last layer.
For instance, the neighbor nodes are less than 2S+1,
or the neighbor nodes are malicious nodes. So the
DCS algorithm coverage is not good.

5) Compromised node threat

Although the authentication method can be used to
defend against the attacks from external malicious
nodes, the attacker can still attack the time synchro-
nization process by compromised nodes. Especially
for the multi-hop time synchronization process, if the
intermediate node is compromised node, this effect is
fatal.

3 STSP

3.1 Network Model Assumptions

In order to facilitate the description of STSP, the network
is assumed as follows:

1) Assume that the network is isomorphic and static,
each sensor node has been uniformly deployed in
the target area and has same configure in software
and hardware, where the network size is N, includ-
ing 3 types of nodes: base station BS, cluster head
node CH, common sensor node SN, planning network
topology by LEACH protocol [14], as shown in Fig-
ure 2.

Figure 2: The network topology based on LEACH

2) Assume that base station BS is the time reference
node for the network and equipped with abundant
software and hardware resources, it is responsible for
storing the basic information of all the nodes and has
the ability to detect compromised or captured nodes.

3) Assume that common sensor node SN is responsi-
ble for collecting environmental data. The ability
to process data of sensor node is limited by storage
space, energy reserves, and communication distance.
The messages between communication nodes which
are not in the communication radius should be trans-
ferred by their neighbor node.

4) Assume that cluster head node CH is selected from
the common nodes based on LEACH and responsible
for the data transmission between SN and BS.

The main symbols in the text are shown in Table 1.

Table 1: Explanation of symbols

Symbol Implication

BS base station
CH cluster head
SN sensor node

h(x) hash function
K authentication key

IDSNi identity symbol of node SNi

D time slice length
δ key delay time
P plaintext

L(i) authentication message of time slice i

3.2 STSP Principle

3.2.1 Initialization

1) Initialization network topology based on LEACH
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In order to ensure that each node can obtain the syn-
chronization message from the reference node, syn-
chronous data packet switching as an important pro-
cess of WSN time synchronization is usually based on
the specific network topology path. There is no es-
sential difference between synchronization topology
and routing topology except the types of data packet
on transmission path, so it can be effectively com-
bined with synchronous topology and routing topol-
ogy for reducing the energy consumption of the net-
work.

Compared with flooding type network topology of
DCS algorithm, the network topology structure
based on clustering hierarchical is more suitable for
WSN applications (as shown in Figure 2), such as the
application of broadcast authentication, reducing the
amount of network data traffic, and prolonging the
survival time of the network. The most classical clus-
tering protocol LEACH in WSN is chosen to initialize
the network topology in this paper, and the selection
of cluster head node is the key to LEACH protocol.

Assume that each common sensor node generates a
random number between 0 and 1, and it will be the
cluster head if some random number is less than a
certain threshold value T (n),and set Equation (1):

T (n) =

{
1− p[rmod(1/p)] n ∈ G
0 else

}
(1)

Where, p is the percentage of desired cluster head
nodes, r is the round, G is the common sensor nodes
set in last 1/p round.

2) BS presets the initial parameters of each node SNi,
including the last key K0

SNi
of the key chain, the key

delay time δ,the time slice length D, the beginning
time T0, the node identity IDSNi

.

3) SNi presets the initial parameters of BS, including
the last key K0

BS of the key chain, the key delay time
δ, time slice length D, the beginning time T0.

3.2.2 STSP Steps

Step 1. Making security condition check positively based
on uTESLA broadcasting protocol.

WSN internal safety hazards are generally caused by
the malicious nodes and the compromised nodes, but the
malicious nodes cannot access the network without get-
ting the network authentication key because of the local
broadcast authentication protocol such as uTESLA, and
it can’t cause any bad effect for the network time syn-
chronization process.

In uTESLA [25], the asymmetric characteristic of
broadcast authentication is realized by using the symmet-
ric encryption mechanism in condition of the loose time
synchronization of sending nodes and receiving nodes.
The key points of uTESLA protocol are using hash key

Figure 3: uTESLA protocol

chain and publishing key delayed, as showed in Figure 3,
a one-way function key chain is established by the sending
node, where the length of key chain is n+1, and the first
key Kn of the key chain is generated randomly by the
sending node, but the next keys are all generated by the
one-way function acting on the last key repeatedly, such
as Kj = H(Kj+1) . The sending node divides the com-
munication time into equal time slices, where the length
of each time slice is D, and each time slice is assigned
a key in order, but the order of the assigned keys is the
opposite order of the key chain, and each message Pi of
time slice j is encrypted by Kj , such as MACkj

(Pi) . The
sending node determines the key delay time δ based on
the time slice length, and the key Kj on time slice will be
published after δ, such as δ = 2 in Figure 3.

To avoid the additional communication cost, the pub-
lished key is sent to the receiving nodes by being attached
with the data packet. If there is no data packet on some
time slice, the key attached with the data packet won’t be
published, and this key can be calculated by the next keys
in one-way function hash. More importantly, the initial
parameters K0, δ, D and starting time T0 should be sent
to receiving nodes before authentication.

The specific steps for making security condition check
based on the network topology (as shown in Figure 2) are
as follows:

Firstly, BS builds the broadcast authentication infor-
mation L(j), and assume that L(j) is the broadcast au-
thentication information of the time j(t) on time slice j,
where t is a certain time on time slice j, and set Equa-
tion (2):

L(j) =

 hjBS(Pj(t), TBS(j(t)), IDBS)||

Pj(t)||hj−2
BS ||IDBS ||TBS(j(t))

 (2)

Where, Pj(t) is the plaintext message of time j(t),
TBS(j(t)) is the standard reference time from BS on time
j(t), hj−2

BS is the published key by BS on time j(t).

Secondly, rebuilding the broadcast authentication in-
formation LCH1i

(j) when the neighbor cluster head nodes
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CH1i obtain L(j), and set Equation (3):

LCH1i
(j) =


hjBS(Pj(t), TBS(j(t)), IDBS)

||hj−2
BS ||IDCH1i

||TBS(j(t))

||TCH1i
||Pj(t)||IDBS

 (3)

And then CH1i send LCH1i
(j) to their member nodes

and neighbor cluster nodes CH2i. Where TCH1i
is the

local time of CH1i.
Lastly, each node can get the information L(j) based on

receiving the broadcast authentication information from
their neighbor nodes one by one, and waiting for getting
the published key hjBS by BS after δ to certificate the cor-

rectness of hjBS(Pj(t), TBS(j(t)) which can illustrate the
identity of BS and the correctness of source attestation.
In this time, each node can verify whether the key hjBS

has been published based on hj−2
BS = H2(hjBS) : if hjBS

has been published by BS, that each node which has ob-
tained the key hjBS can forge or tamper with the informa-
tion L(j), so the information L(j) from these nodes will
be judged to be unsafe, and abandon it; if hjBS has not
been published by BS, that each L(j) will be cached until
that hjBS is published.

In this step, on the one hand, the external malicious
nodes couldn’t get the authentication key to participate
in the authentication work, and the external malicious
nodes are excluded; on the other hand, if the compro-
mised nodes forge or tamper with the information L(j),
that the wrong information L(j) can be detected by the
verification step whether the key hjBS is published based

on hj−2
BS = H2(hjBS), and the compromised nodes are de-

tected and excluded.
Therefore, Step 1 is called to be the security condition

check because of the excluding of malicious nodes and
compromised nodes.

Step 2. The time synchronization of the cluster head
nodes.

After the completion of the security condition check in
Step 1, it is the time to make time synchronization for
the network. In this paper, the first time synchronization
work is to realize the time synchronization of the cluster
head nodes. Because the proportion of the cluster head
nodes in the network is very small, TPSN is the most
suitable synchronization protocol, which can avoid large
amounts of computation in flooding network topology and
keep high precision.

The realization of TPSN is divided into 2 stages: layer
discovery and synchronization.

Stage 1. Layer discovery

Assume that BS is the first layer of network called
Layer 0, and the cluster head nodes are divided into
different layers by receiving the hierarchical data
packet from their neighbor cluster nodes. Assume

Figure 4: TPSN protocol

that the hierarchical data packet DPi includes IDBS

and the layer grade Li, set DPi = (IDBS ||Li), such
as that cluster nodes CH1j(j > 1) receive the packet
DP0 = (IDBS ||L0) from BS, they all needs to reset
the layer grade L1, and broadcast the new packet
DP1 = (IDBS ||L1) to the next neighbor nodes
CH2j(j > 1) . The layer discovery rule is that each
cluster head just receives the first hierarchical data
packet from the neighbor cluster heads.

Stage 2. Synchronization

After layer discovery phase, BS starts the synchro-
nization work by broadcasting the time synchroniza-
tion data packet. As shown in Figure 4, there is
a mutual information exchange between two neigh-
bor cluster heads CHiA and CH(i+1)B , CHiA sends
the synchronization information packet at its’ local
time T1, CH(i+1)B receives the packet at its’ local
time T2, where T2 = (T1 + d + ∆), ∆ is the time
deviation between CHiA and CH(i+1)B , d is the sig-
nal propagation delays, CH(i+1)B returns the con-
firmation packet at its’ local time T3, and CHiA re-
ceives confirmation packet at its’ local time T4, where
T4 = (T3 + d+ ∆), so we can get d and ∆ as shown
in following Equations (4) and (5):

d =
{

[(T1 − T2) + (T4 − T3)]/2
}

(4)

∆ =
{

[(T1 − T2)− (T3 − T4)]/2
}

(5)

So CH(i+1)B can make its local time consistent with
last layer node CHiA based on d, and it shows that
each cluster node can get the precise time same as
time reference node BS.

Step 3. The time synchronization of common sensor
nodes.

In Step 2, the cluster head nodes have all completed
the synchronization work and become the reference nodes
for their own cluster members.

As shown in Figure 2, there are many common sensor
nodes belong to the one cluster head based on LEACH,
so each common sensor node needs to make time syn-
chronization work consistent with their cluster head based
on TPSN, which will cause a large amount of computa-
tion and error accumulation. But the all cluster members
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can achieve the time synchronization work by three times
data communication based on HRTS protocol (as shown
in Figure 5), which can reduce the computation greatly
and maintain a high precision.

In the first time data communication, the reference
node CHiA broadcasts a synchronous request packet F1

and records the sending time t1, SNi is the response node
chosen randomly by CHiA . All member nodes record the
receiving time, and only SNi needs to reply the response
packet F2, where SNj records the receiving time t2j , SNi

records the receiving time t2, t3 is the sending time of F2

recorded by SNi.

In the second time data communication, F2 is sent to
CHiA by SNi, where t2 and t3 are part of F2, t4 is the
receiving time of F2 recorded by CHiA, so CHiA can get
t1 to t4 after receiving F2 .

Assume that ∆
′

is the time deviation between CHiA

and SNi, d
′

is the signal propagation delays, Tr is the
local time of CHiA, Tp is the local time of SNi, Tj is
the local time of SNj , so we can getTr, t2, t4 in Equa-
tions (6) (7) (8):

Tr =
{
Tp −∆

′ }
(6)

t2 =
{
t1 + d

′
+ ∆

′ }
(7)

t4 =
{
t3 + d

′ −∆
′ }

(8)

And get d
′

and ∆
′

in Equations (9) and (10):

d
′

=
{

[(t2 − t1) + (t4 − t3)]/2
}

(9)

∆
′

=
{

[(t2 − t1) + (t3 − t4)]/2
}

(10)

In the third time data communication, CHiA broadcasts
a new synchronous packet F3 which includes t2 and ∆

′
,

and SNj can correct its local time based on the following
relationship in Equations (11)and (12):

Tp − Tj =
{
t2 − t2j

}
(11)

Tr =
{
Tj + t2 − t2j −∆

′ }
(12)

As the same way of SNj , each cluster member node can
correct its local time consistent with the reference node
CHiA and BS.

Step 4. Reverse authentication.

Although the synchronization work has been com-
pleted after Step 2 and Step 3, it’s not sure whether all
nodes in the network are synchronized, because there are
some latent compromised nodes which can make some
damage in the time synchronization process. So a reverse
authentication method based on uTESLA is proposed for
further detecting, and the specific steps are as follows:

Firstly, the cluster member node SNi builds the re-
verse authentication information L(j)

′
(Equation (13))

and sends it to the cluster head CHiA . Assume that
L(j)

′
is the reverse authentication information of the time

Figure 5: HRTS protocol

j(t)on time slice j, where t is a certain time on time slice
j.

L(j)
′

=

 hjSNi
(TSNi

(j(t)))||hj−2
SNi

||IDSNi
||TSNi

(j(t))

 (13)

Where, TSNi
(j(t)) is the local time of SNi, h

j−2
SNi

is the
published key by SNi at TSNi

(j(t)).
Secondly, CHiA rebuilds the reverse authentication in-

formation LCHiA
(j)

′
(Equation (14)) and sends it to last

layer cluster nodes CH(i−1)B when obtains L(j)
′
.

LCHiA
(j)

′
=



hjSNi
(TSNi

(j(t)))||IDSNi

hnCHiA
(hjSNi

(TSNi(j(t))),

TSNiA
)||hj−2

SNi
||hn−2

SNiA

||IDCHiA
||TSNi(j(t))||TSNiA


(14)

Where, TCHiA
is the local time of CHiA when broad-

casting LCHiA
(j)

′
, hn−2

SNiA
is the published key by CHiA

at TCHiA
.

Lastly, BS can get the information L(j)
′

based on re-
ceiving the reverse authentication information from the
cluster nodes one by one, and waiting for getting the pub-
lished key hjSNi

by SNi after δ to certificate the correct-

ness of hjSNi
(TSNi

(j(t))) which can illustrate the identity
of SNi and the correctness of source attestation. In this
time, each node can verify whether the key hjSNi

is pub-

lished based on hj−2
SNi

= H2(hjSNi
) : if hjSNi

has been pub-

lished by SNi, that each node which has obtained hjSNi

can forge or tamper with the information L(j)
′
, so the

information L(j)
′

from these nodes will be judged to be
unsafe, and abandon it, if hjSNi

has not been published

by SNi, that each L(j)
′

will be cached until that hjSNi
is

published.
Firstly, BS can make a security condition check again

by the reverse authentication in Step 4. Secondly, if j(t)
is much different with other cluster members after hjSNi

published, it can be judged that SNi is the compromised
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node, and abandon it directly by BS. Thirdly, if the lo-
cal time of most of the cluster members in CHiA is much
different with other cluster heads, it can be judged that
CHiA is the compromised node, and all the nodes asso-
ciated with CHiA are dangerous, so it needs to rebuild
the network topology based on LEACH after abandoning
CHiA.

Therefore, the latent compromised nodes are detected
and excluded in this step, which make the time synchro-
nization work more secure.

The flow chart of STSP is showed in Figure 6.

4 Security Analysis and Simula-
tion

4.1 Security Analysis

The main security problem of WSN time synchronization
algorithms is the attack from the malicious nodes and the
compromised nodes, the malicious nodes can be excluded
by security condition check (such as Step 1 of STSP), but
the compromised nodes can be latent down to waiting for
an opportunity to attack, such as the attacker can send
the cached legitimate data repeatedly to BS, which can
cause a large amount of energy consumption. In addi-
tion, the false data forged by the compromised nodes in
different geographic areas cant be detected and filtered.

The security characteristics of STSP proposed in this
paper are analyzed as follows:

1) Excluding the malicious nodes

Because of the one-way property of the hash
key chain, the malicious nodes can’t get the
unpublished key, such as hjBS in L(j) =

(Pj(t)||hjBS(Pj(t), TBS(j(t)), IDBS)||hj−2
BS ||IDBS ||TBS(j(t))),

where hj−2
BS = H2(hjBS), so that the external mali-

cious nodes couldn’t get the authentication key hjBS

to participate in the authentication work and make
any bad effect. Lastly, the malicious nodes will be
detected and excluded by BS.

2) Making security condition check positively based on
uTESLA

Before time synchronization of network, each node
can get the information L(j) based on receiving
the broadcast authentication information from their
neighbor nodes one by one, and waiting for getting
the published key hjBS by BS after δ to certificate

the correctness of hjBS(Pj(t), TBS(j(t))) which can
illustrate the identity of BS and the correctness of
source attestation. In addition, Each node can ver-
ify whether the key hjBS has been published based

onhj−2
BS = H2(hjBS): if hjBS has been published by

BS, that each node which has obtained the key hjBS

can forge or tamper with the information L(j), so
the information L(j) from these nodes will be judged
to be unsafe, and abandon it; if hjBS has not been

published by BS, that each L(j) will be cached until
that hjBS is published.

3) Detecting and excluding the latent compromised
nodes based on uTESLA

It’s not sure whether all the nodes in the network are
synchronized after the time synchronization work,
because there are some latent compromised nodes
which can make some damage in the time synchro-
nization process, a reverse authentication method
based on uTESLA (Step 4 of STSP) is proposed for
further detecting: if the local time j(t) of SNi in
CHiA is much different with other cluster members
after hjSNi

been published, it can be judged that SNi

is the compromised node, and abandon it directly by
BS, if the local time of most of the cluster members
in CHiA is much different with other cluster heads, it
can be judged that CHiA is the compromised node,
and all the nodes associated with CHiA are danger-
ous, so it needs to rebuild the network topology based
on LEACH after abandoning CHiA. Therefore, the
latent compromised nodes can be detected and ex-
cluded by Step 4.

4) Small network load

In DCS, it is bound to increase the redundancy of the
message in the network and lead to the increase of
the communication cost based on the flooding type
network topology, because all nodes need to receive
more than 2s+1 synchronization messages from last
layer nodes.

In STSP, the most classical clustering protocol
LEACH in WSN is chosen to initialize the network
topology in STSP, and the network topology struc-
ture based on clustering hierarchical is more suitable
for WSN applications (as shown in Figure 2), which
can avoid the over energy consumption of cluster
head nodes, reduce the communication traffic effec-
tively, and extend the life cycle of the network by
15%.

4.2 Simulation

In order to test the validity of STSP, a simulation work
is made in the software platform of MATLAB R2014a to
compare the difference in synchronization cycle, synchro-
nization precision, synchronization ratio and synchroniza-
tion cost between STSP and DCS.

The main simulation parameters are shown in Table 2:

Time synchronization cycle is the period that BS ini-
tiates the network time synchronization work to the end
of the synchronization work, and the shorter the synchro-
nization cycle, the better the convergence of the synchro-
nization algorithm. In STSP, the synchronization cycle
is the running time of Step 2 and Step 3. As shown in
Figure 7, take the average value of 30 simulation data, it’s
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Figure 6: STSP flow chart
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Table 2: Simulation parameters

Base station 1
Network size N [50,100,150,......,450,500]

Crystal oscillator 32MHZ
Area 1000m*1000m

Radius 500m
Modular CC2430
Protocol IEEE802.15.4

Rate 250kb/s
Power 20dBm

Malicious nodes MN [0, 3, 5]

Figure 7: Time synchronization cycle

indicated that the synchronization cycle of these two algo-
rithms will be extended with the increase in the number
of network nodes, and the increase in the number of ma-
licious nodes will extend the synchronization cycle too.
In addition, the synchronization cycle of STSP is much
better than DCS.

Synchronization error is the main characteristic of time
synchronization precision, and the synchronization error
is the time error between the network nodes and the base
station. As shown in Figure 8, take the average value of
30 simulation data, it’s indicated that the synchronization
error will be increased with the increase in the number
of network nodes, and the more the malicious nodes, the
worse the synchronization precision. In addition, the syn-
chronization precision of STSP is much better than DCS.

Synchronization ratio is the ratio between the synchro-
nized nodes and the total network nodes, which embod-
ies the security of time synchronization algorithms. As
shown in Figure 9, take the average value of 30 simula-
tion data, it’s indicated that the synchronization ratio of
STSP is much better than DCS. The reason is that not
all the nodes in the network can receive more than 2s+1
synchronization messages from last layer in DCS, and it’s
easy to cause an attack from compromised nodes, but the

Figure 8: Time synchronization precision

Figure 9: Time synchronization ratio

malicious nodes and the compromised nodes will be de-
tected and excluded by uTESLA in STSP.

Synchronization cost is the number of packets trans-
mitted in once synchronization process. As shown in Fig-
ure 10, take the average value of 30 simulation data, it’s
indicated that the synchronization cost of STSP is much
better than DCS. The reason is that it is bound to increase
the redundancy of the message in the network and lead
to the increase of the communication cost in DCS, that
all nodes need to receive more than 2s+1 synchronization
messages from last layer nodes, but the synchronization
work in STSP only needs three times data communica-
tion.

5 Conclusions

A secure time synchronization protocol (STSP) for wire-
less sensor network based on uTESLA protocol is pro-
posed according to the issues that DCS algorithm in wire-
less sensor network time synchronization is limited in the
threats of compromised nodes, big communication cost
and deficiency in coverage. Firstly, initializing the net-
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Figure 10: Time synchronization cost

work topology based on LEACH protocol to balance the
network node load and prolong network life cycle. Sec-
ondly, excluding the malicious nodes based on uTESLA
protocol for making security condition check positively
before the network time synchronization. Thirdly, making
time synchronization quickly based on TPSN protocol for
base station to cluster head node. Fourthly, making time
synchronization based on HRTS protocol for cluster head
nodes to their own common nodes. Lastly, making reverse
authentication based on uTESLA protocol for checking
and excluding the compromise nodes after the network
time synchronization. The security analysis and simula-
tion show that two times authentication ensure the abso-
lute security of the time synchronization work in STSP,
and STSP is much better than DCS in synchronization
cycle, precision, ratio and cost.

In addition, STSP in this paper still has much room
for improvement based on the following reasons:

• Computation cost

The uTESLA protocol has higher authentication effi-
ciency in the case of sending data packets frequently,
but it has a very low sending frequency in some ap-
plications, such as fire alarm and other event-driven
applications, where the transmission interval of the
adjacent data packets may be far greater than the
time slice D of uTESLA, and causes lot of keys not
used for the data packets authentication, the distance
between adjacent keys on the key chain is also in-
creased, and causes a large computation cost and au-
thentication delay.

Increasing D can alleviate this problem, but it also
causes a lot of authentication delay, and the receiv-
ing nodes also need more memory space for buffering
packets.

• Delay

In uTESLA, the time interval of sending message
(MACki

(Pi)||ki−2||Pi||i(t)) will be increased gradu-
ally, and the time for buffering data packets is also

increased because of the authentication delay, which
also makes the protocol more vulnerable to be at-
tacked by DoS. Therefore, the authentication mech-
anism of uTESLA is not suitable for the situation of
large sending time interval.
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Abstract

Botnet is a network of compromised computers controlled
by the attacker(s) from remote locations via Command
and Control (C&C) channels. The botnets are one of the
largest global threats to the Internet-based commercial
and social world. The decentralized Peer-to-Peer (P2P)
botnets have appeared in the recent past and are grow-
ing at a faster pace. These P2P botnets are continu-
ously evolving from diverse C&C protocols using hybrid
structures and are turning to be more complicated and
stealthy. In this paper, we present a comprehensive sur-
vey of the evolution, functionalities, modelling and the
development life cycle of P2P botnets. Further, we in-
vestigate the various P2P botnet detection approaches.
Finally, discuss the key research challenges useful for the
research initiatives. This paper is useful in understanding
the P2P botnets and gives an insight into the usefulness
and limitations of the various P2P botnet detection tech-
niques proposed by the researchers. The study will enable
the researchers toward proposing the more useful detec-
tion techniques.

Keywords: Botnet Architecture; Detection Frameworks;
Hybrid Botnets; Peer-to-Peer Botnets; Traffic Analysis

1 Introduction

Botnet is a network of compromised computers that are
illicitly controlled and secretly used by attackers for var-
ious malicious operations. The attacker controlling the
botnet is called bot master or bot herder. The compro-
mised computers in a botnet are called drones or zombies
and the malicious software running on them is known as
bot. The term ”bot” is derived from the word ”robot”
and it is a program used to automate tasks [8].

Botnets comprise of large pool of thousand to millions
of compromised computers which empower the attackers
with huge computational power and large band-width to

launch attacks at global scale. Botnets are the largest
threat to the cyber security of government, industries,
academia and critical infrastructure etc. [4]. These pro-
vide large distributed platform to perform various ma-
licious activities such as distributed denial-of- service
(DDoS), spamming, phishing, spying, click-fraud, bitcoin
mining, brute force password attacks and compromising
social media service [10].

Many papers have surveyed the research literature of
botnets [13, 18, 20, 26], but to the best of our knowl-
edge, there is no schematic, analytical & comprehensive
survey on the emerging P2P botnets and the detection
methods. In this paper, we exclusively discuss various
aspects of P2P botnets including: evolution, character-
istics, C&C architecture and various detections methods.
The paper is useful in understanding the characteristics of
P2P botnets and the classification of the various detection
techniques. It has the following important contributions:

• The timeline of evolution and development life cycle
of P2P botnets is presented;

• The characteristics, architecture and functionalities
of P2P botnets are described;

• The taxonomy and analytical survey of the various
detection frameworks and models is presented;

• A discussion of the research challenges in detection
and defence of these botnets is also included.

The remainder of the paper is organized from Section 2
to Section 7. Section 2 covers the background and related
surveys. The botnet architecture and C&C protocols are
discussed in Section 3. In Section 4, we have categorized
the various detection frameworks. Further, the detection
techniques are investigated in Section 5. In Section 6, we
have presented the identified research challenges. Finally,
Section 7 presents the summary and directions for future
research work.
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2 Background

Attackers exploit number of vulnerabilities and use social
engineering techniques to infect more and more comput-
ers, network/IoT devices with the malware to build the
botnet [4]. Many robust or stealthy botnets have evolved
which wrecked havoc on the cyber security. During the
onset of botnets the centralized architecture was popular.
This architecture is easy to implement and monitor, but
suffers from the limitation of easy detection of the central-
ized servers. Therefore, attackers adopt the decentralized
or hybrid botnet architectures to overcome the limitations
of the centralized architecture.

The decentralized P2P or hybrid botnets belong to the
third generation. In P2P botnets attackers can directly
communicate the commands to any peer bot; who further
communicate the commands to other neighboring peers.
These botnets have many robust features and stay re-
silient, i.e., even if a significant part of the botnet is taken
down, remaining botnet works under control of bot mas-
ters [6, 34]. P2P botnets are the most prevalent in the
cyber world since they have many merits in comparison
to centralized (IRC or HTTP) botnets.

3 Peer-to-Peer Botnets

Many large P2P botnets have been discovered in the wild.
This clearly show a tendency towards the decentralized
P2P botnets. These botnets use P2P networks as a vector
for infestation and the peer nodes as C&C channels [1].
The P2P botnets form complex overlay networks using
either customized or standard P2P protocols [1]. Figure 1
shows the timeline of the P2P botnets’ evolution. Table 1
lists the characteristics and applications of the well-known
P2P botnets developed over a period of time.

3.1 Botnet Architecture

Botnets are usually characterized on the basis of C&C
architecture. The model of a typical botnet can be un-
derstood by the analysis of its architecture, C&C mech-
anism and its development life-cycle. The various phases
of the botnets are shown in Figure 2. Cooke et al. [8] pre-
sented three different botnet communication topologies:
centralized (IRC-based and HTTP-based), decentralized
(P2P-based) and random. Grizzard et al. [13] classified
the architecture of decentralized P2P botnets as: struc-
tured, unstructured, super-peers and hybrid.

Structured P2P Botnets: Use the overlay structured P2P
network and thus employ a globally consistent proto-
col for efficient routing and search. Storm uses Over-
net structured P2P overlay network protocol to build
its C&C infrastructure. Most of the P2P botnets are
based on structured overlays such as Kademlia. The
botnets using public protocols let them mix the C&C
traffic with the standards P2P applications.

Unstructured Botnet: Use P2P overlay links established
arbitrarily and maintain neighboring peers list to
ensure connectivity. This architecture is inherently
flexible in the selection of neighboring peers and rout-
ing mechanisms. The unstructured botnets are diffi-
cult to be crawled and probe, since there is no specific
structure that can be exploited.

Superpeer Overlay Botnets: Select some of the globally
accessible compromised systems to form the C&C ar-
chitecture. The compromised peers behind NAT are
the normal peer bots and connect to any of the su-
perpeers to pull published commands. Although the
design is more scalable, but the superpeers are vul-
nerable to be detected. Further, the detection and
removal of a superpeer does not have any significant
impact on the botnet, since communication can be
redirected to the new super-peers.

Hybrid P2P Botnets: Overcame the limitations of cen-
tralized and decentralized architectures. Many of the
real botnets discovered in the wild have multi-layered
hybrid P2P architecture. This structure employs top
layer bots as master C&C servers. The P2P network
serves as relay bots at the second layer communicat-
ing with the top servers and the bottom client as peer
bots.

3.2 Command and Control Mechanisms

The command and control (C&C) channels are used to
command the bots from remote system. The C&C layer
forms the multi-tier architecture of the botnets and dif-
ferentiate them from other malware. The various C&C
architectures are based on different C&C protocols in-
cluding IRC, HTTP, P2P, DNS, Bluetooth, email, social
networks and/or other custom protocols [26, 10]. The bot-
nets can select either P2P protocols or non-P2P protocols
for C&C communication.

The C&C operations of the botnets are categorized into
- pull and push mechanisms. In pull mechanism bot-
masters publish commands at certain specific locations
for which the peer bots subscribe and actively receive the
commands. The bots execute the commands and also
forward to other peers in their list [24]. In push mech-
anism C&C servers push/forward the commands to peer
bots for execution. The peer bots passively wait for the
commands and also forward the received commands to
neighboring peer bots. The bots can receive commands
to execute using either a push or pull mechanism.

The C&C activities can be detected by active moni-
toring of the hosts connecting to the external suspected
hosts. Identification of botnet C&C traffic is an important
approach to botnet defense, but identification of C&C
traffic is difficult since botnets use standard protocols for
communications. Moreover, the malicious traffic is simi-
lar to legitimate traffic and is fused with the benign P2P
communication traffic of the legitimate P2P applications
(eg, Skype); Trojan.Peacomm botnet and Stormnet are
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Table 1: P2P botnets and their characteristics

Botnet Name Discovered Architecture a/
Protocols

Functionalities b Comments

Sinit Sep. 2003 D/P2P DD
• Browser exploit, Random scan/probing,
• Public key encryption

AgoBot 2003 C/IRC DD, CS, SP, CF
• Spread using P2P Scanning, Disable AVs,
• Uses SSL, Robust, Modular, Flexible

Slapper 2003 D/P2P DD, CS
• Vulnerability exploit,
• Difficult to monitor

Phatbot Mar. 2004 D/IRC, P2P DD, SP, MD, CS
• Multi exploit, Polymorphic,
• Disable AVs, Not scalable

SpamThru 2006 H/Custom SP
• Infection via e-mail, Encryption,
• Spam templates server, 12,000 bots, 350 m spams/day

Nugache Apr. 2006 D/Custom DD
• Use random ports in C&C, E-mail infection,
• Encryption, Resilient to take-down

Mega-D 2006 D/Custom SP
• E-mail attachments, Polymorphic,
• 10 billion spams/day, 250,000 infections,

Storm/Peacomm Jan. 2007 D/P2P-Overnet DD, SP
• Social engineering, C&C-Fast-flux,
• Polymorphic, Hash encrypted, Disable AVs, 85,000-bots, 3

b spams/day
MayDay Feb. 2008 H/HTTP,P2P SP, PH

• Random anti-entropy based architecture, Hijacking
browser proxy settings,

• Encrypted ICMP, Limited C&C traffic, Web proxy,
Waledac Dec. 2008 D/HTTP, P2P DD, CS, SP, CS

• E-mail, social engg., Encryption, Packer,
• Tunneling, Block DNS look-up, 7000 spams/day, shut

down- Mar. 2010
Mariposa/ButterflyDec. 2008 D/Custom DD, CS, SP, MD

• Code injection, Self-propagation, Obfuscation
• Anti-debugging, 13,000,000 bots

Conficker C
Conficker D,
Conficker E,

Feb. 2009,
Mar. 2009,
Apr. 2009

H/HTTP, P2P SP, DD
• Exploit-NetBIOS, Block DNS lookups, fast-flux,
• Disables AVs & updates, 10,000,000+ bots, 10 b

spams/day
Sality (v3, v4) 2009 D/Custom SP

• Encryption, Resilient, Polymorphic, Disable AVs,
• Custom P2P protocol over UDP

Miner Dec. 2010 H/P2P DD, MB, MD
• Social engineering,
• Conceal C&C servers, Encryption

Kelihos Dec. 2010 H/P2P-Custom DD, SP, CS, MB
• Flash-drive, C&C proxies, Hidden-social networks,
• 4 billion spams/day, Dismantled in Sep. 2011

ZeroAccess Jul. 2011 D/P2P-Custom CF, MB, PH, SP
• Exploit kit, Self healing P2P protocols,
• Operation in user-mode, 9 m infections

TDL-4/ TDSS 2011 D/P2P-Kad MD, CS
• Bootkit- infects MBR, DGA, Encryption,
• Removes other malwares, 4.5 m infections

Gameover Zeus Sept. 2011 H/HTTP,
P2P-Kad

CS, SP, PH, DD
• Propagate-spams & phishing, RC4 encryption,
• Anti-Crawling Technique, 3.6 m infections

Kelihos.B Jan. 2012 D/P2P MB, SB
• Spread via social networks, Encryption,
• Sinkholed-March 2012

THOR Mar. 2012 D/P2P DD, SP, CS,
• Modules for sale, 256-AES encryption,
• 8192-bit RSA instruction signing

Kelihos.C Apr. 2012 D/P2P
• Stealing Internet browsers passwords,
• Sinkholed in 2013

Wordpress/QBot 2013 - CS, MD
• Crack administrative passwords,
• 500,000+ infections, sniffed 800,000 transactions

newGOZ Jul, 2014 D/DGA SP,
• DGA generating 1,000 domains per day,
• Use spam templates of Cutwail botnet,

Mac OS X
botnet

Sep. 2014 - CS, MD
• Request C&C servers list using MD5 hash of the current

date
• 17,000 unique IP addresses-Mac hosts

aArchitecture: C: Centralized, D: Decentralized, H: hybrid,
bFunctionalities: DD: DDoS, SP: Spamming, CS: Credential Stealing, MD: Malware Distribution, PH: Phishing, CF: Click Fraud,

MB: Mining Bitcoins, SB: Stealing Bitcoins
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Figure 1: Development timeline of the P2P botnets
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Figure 2: The development lifecycle of the botnets

two such examples [13]. Further, the C&C traffic of the
botnets has low volume resulting into lower network la-
tency. This challenges the threshold-based techniques to
monitor and detect botnet activities.

4 P2P Botnet Detection Taxon-
omy

Botnet detection is the important step to combat the
these threats. Researchers have analyzed the P2P botnets
discovered in the recent past and identified the features
which characterize them [13]. This has facilitated to de-
velop various P2P botnet detection and mitigation tech-
niques. Although, the available botnet detection and mit-
igation techniques have many great thoughts; but, these
also suffer from many limitations to combat the real world
botnet threats.

In this section, we present the taxonomy of the detec-
tion methods. The methods are classified into two major
categories: (i) honeypot-based detection and (ii) Intru-
sion detection system (IDS)-based detection. These are
again classified into further subtypes as explained in the
subsections. The taxonomy of the detection methods is
shown on Figure 3.

4.1 Honeypot-based Detection

A honeypot is a program that appears an attractive ser-
vice, or an entire operating system to lure an attacker. It
is a security resource designed to attract and detect the
malicious operations and network attacks [3]. The group
of honeypots is known as honeynet and are widely em-
ployed by the security communities to log bot activities
and monitor the botnets. The logged data is analysed
to discover the tools, techniques and motives of the at-
tackers. Further, the obtained information is helpful to
design the effective detection and mitigation techniques.
This may also help to track the attackers for law enforce-
ment [3].

Many researchers have discussed the use of honey-
pots/honeynets for botnet detection [8, 12, 26]. Cookie et
al. [8] presented the use of honeypots to join botnet and
monitor the activities. Freiling et al. [12] illustrated to
prevent the DDoS attacks caused by the use of botnets.
Further, honeypots can be deployed to join the botnets
and serve as decoy system to provide valuable informa-
tion about bots behavior and activities. Unfortunately,
attackers employ anti-honeypot techniques to prevent any
trap by the honeypots.

Honeypots trap the traffic directed to them only and
cannot detect the real infected hosts in the enterprise net-
work [3]. Moreover, honeypots need to be monitored to
detect any anomalous behavior of the botnet. So, there
is a need for developing more advanced honeypots for use
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Botnet Detection Taxonomy

Honeypot-based Detection IDS-based Detection

Signature-based Anomaly-based

Host-based Network-based

Active Passive Hybrid

Figure 3: Botnet detection taxonomy

in complement of other botnet detection techniques.

4.2 IDS-based Detection

The IDS-based detection measures rely on the traffic col-
lected at network-level using network sniffing intrusion
detection tools and/or the network flow monitors. There
are two major types of IDS-based detection techniques:
(1) signature-based and (2) anomaly-based. The taxon-
omy shown in Figure 2.

4.2.1 Signature-based Detection

Signature-based methods use the knowledge of signa-
tures and patterns for accurate botnet detection. The
signature-based methods use Deep Packet Inspection
(DPI) to inspect the malicious payloads, thus putting too
much computational load on the system. These methods
only detect the known botnets and are rendered useless by
the unknown or even polymorphic botnets. Moreover, the
signature-based systems require continuous update of the
signature database. Botnet can also employ strong eva-
sion mechanisms such as code obfuscation and encryption
to bypass the signature-based detection methods [19, 34].
Therefore, anomaly-based botnet detection methods are
proposed to keep up with the changing scenario of poly-
morphic botnet variants.

4.2.2 Anomaly-based Detection

Anomaly detection refers to finding the patterns that do
not conform the normal behavior. These methods are
based on the anomalies such as unusual system behavior,
high traffic volume, high network latency and traffic on
unusual ports. The security professionals and researchers
have identified some of the inevitable P2P botnet charac-
teristics such as high connection failure rate, out degree
network connection and flow similarity. These character-
istics suspect for anomalous behavior and are successfully
exploited for the developing detection techniques.

The various anomaly-based botnet detection ap-
proaches can be classified into three major categories as:
(i) Host-based, (ii) Network-based and (iii) Hybrid ap-
proaches.

Host-based Detection: Methods employ system calls
monitoring for abnormal activities or data taint anal-
ysis techniques for detecting the malicious opera-
tions. The system also attempts to access system
files to identify the suspected processes [29].

Wurzinger et al. [31] presented a host-based anomaly
detection system based on aggregate network traf-
fic features. The system inspect packet payloads to
search for commonality likely to be C&C instructions
from botmaster.

The host-based detection methods mostly inspect the
packet payloads to identify a deviation from normal
activity; so easily defended using encryption and ob-
fuscation. These systems also suffer from the draw-
back that they need to be installed on every host.
Such detection system demand lot of processing cy-
cles, memory and storage space. Some malware can
even disable the anti-malware product on the system
it compromised. Therefore, these techniques typi-
cally suffer from the performance issues, scalability
and effectiveness.

Network-based Detection: The network-based botnet
detection methods focus on the network behavior
of botnets and detect the C&C traffic between the
servers and peers [14]. These detection approaches
are generally based on either horizontal correlation
(group behavior correlation) or dialog-based correla-
tion (vertical correlation), which mainly utilize either
network traffic analysis, aggregating network flows,
or network behavior correlation analysis.

The network-based detection methods further employ ei-
ther active detection or passive detection.

• Active Detection approach participate in the botnet
operations. These approaches involve infiltration and
C&C server hijack. Such approaches are based on the
injection of test packets into the application, server
or network for observing the reaction of the network.
This produces extra traffic and sometime also vio-
lates the privacy.

• Passive Detection approaches silently observe, mon-
itor and analyze the bots for their activities and do
not make any efforts to participate in the operation.
Passive traffic monitoring includes: behavior-based,
DNS-based and data mining detection.

The network-based methods mainly monitor network
traffic and can detect known and unknown botnets, but
can be evaded by encryption and randomization. Further,
these methods utilizing the behavioral characteristics of
the bot produce visible network footprints as it works
with other peer bots, communicates with botmaster and
generates attack traffic. This lends itself exposed to the
network-based detection.

Hybrid Detection: The researchers have proposed the
host-network cooperative detection methods to over-
come the limitations of individual host-level or
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network-level detection methods [29]. These meth-
ods combine the evidences collected from host-based
method with the network-based malicious behaviors
method [29].

The different P2P botnet detection approaches usually
include two steps: 1) hosts with P2P traffic are identi-
fied and separated from the normal traffic and then 2)
hosts with P2P botnet traffic are detected and filtered
from hosts performing only legal action. The next section
groups the various detection proposals according to the
detection algorithms used in the techniques.

5 P2P Botnet Detection Tech-
niques

The classical botnets detection techniques have three dif-
ferent points to characterize the attacks: (1) command
and control (C&C) server, (2) botnet traffic and (3) bot
infected computers. Many detection schemes have been
proposed to target either one or more of these points, i.e.,
to detect either individual bots [29], C&C communication
traffic and/or C&C server(s) [5]. We classify the various
proposals into the following categories (shown in Figure
3):

5.1 Traffic-based Detection

The P2P bots communicate with many other peer bots
to push/pull commands, send harvested information and
receive updates; thus continuously generating large traf-
fic [5]. Various traffic-based detection techniques have
been proposed, which examine the network traffic and fo-
cus to observe the traffic patterns.

Noh et al. [23] proposed a botnet detection technique
based on multi-phased flow model. The method clusters
the flows of communication traffic and then build Markov
models. The clustering of TCP/UDP connections form
the grouping and track packets to determine if they are
normal transmissions or flooding attacks. Further, the
approach uses an algorithm to construct transitions based
matrix of flow modeling and detection engine. But, the
method can only detect P2P C&C traffic similar to the
traffic used for training. Moreover, malware may avoid
detection by using traffic patterns similar to legitimate
P2P network.

Another method proposed by Jiang and Shao [16] de-
tect P2P botnets based on the flow dependency in C&C
traffic. The method distinguishes the normal P2P ap-
plication traffic from P2P botnets by assuming that the
normal traffic has heterogeneous short time flow depen-
dency. The method also relies on discovering frequent
flow dependencies. If these flows rarely happen, the ap-
proach may have difficulty to discover the flow depen-
dency. Moreover, the proposed algorithm extracting flow
dependency is based on time information and needs large
number of samples and the results are based-on limited

synthetic P2P botnet traffic trace samples. Further, the
method scales quadratically with flow numbers and hence
not scalable.

A large-scale wide-area botnet detection system DIS-
CLOSURE identifies groups of features from the Net Flow
records [5]. Authors use the group features to distinguish
C&C channels from benign traffic. The system is inde-
pendent of any knowledge of particular C&C protocols
and has the ability to perform real-time detection of both
known and unknown C&C servers over large datasets.

Zhang et al. [34] proposed a system to detect the
stealthy P2P botnets. The system exploits the statistical
fingerprints and is scalable by parallelized computation.
The approach can also be defeated by advanced evasion
and obfuscation techniques.

Kheir et al. [17] proposed a behavior-based approach
called PeerMinor to detect and classify the P2P bots in-
side corporate networks. The system combines misuse
and anomaly-based detection techniques and uses statis-
tical network features: flow size, chunk rate, periodici-
ties and IP distribution. PeerMinor classify P2P signal-
ing flows and use them for the detection. It detects only
P2P bots in monitored network and can be challenged by
modifying the statistical consistency in the malware P2P
flows.

Table 2 presents the characteristics and limita-
tions/challenges of the various detection proposals. These
are listed according to the detection techniques used in
each proposal.

5.2 Behavior-based Detection

A comprehensive analysis of botnet measurements by Ra-
jab et al. [26] reveals the structural and behavioral prop-
erties of botnets. Bots may also possess many inherent
features, maintain the persistent connections to commu-
nicate with other peer bots and receive the commands
from botmaster via C&C server(s). It is observed that
the network behavior characteristics of P2P botnets are
closely tied to the underlying architecture and operation
mechanisms [28]. The bots in network immediately exe-
cute received commands and show similar communication
behavior unlike human behavior. The traffic-based de-
tection techniques mainly analyze the network behavior
characteristics.

The botnet detection systems proposed in [7, 11] focus
on the network hosts?behavior analysis using Netflows,
which avoid the individual packet or host inspection and
do not raise the privacy issues.

Felix et al. [11] proposed a scheme to detect P2P botnet
based on set of group behavior metrics. The metrics are
derived from the three standard network traffic character-
istics: topological properties, traffic pattern statistics and
protocol sequence for identifying hosts which have similar
communication patterns. The approach needs multiple
bots to be infected in the monitored network. Moreover,
the threshold based filtering in the group behavior graph
can be evaded by botmasters launching threshold attack.
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Shin et al. [29] proposed a host-network cooperative
behavior-based bot detection framework called EFFORT.
The system relies on the client and network character-
istics of bots. Although the method is independence of
topology and communication protocol, but can be evaded
by choosing suitable evasion techniques.

Rodrguez-Gmez et al. [27] proposed a method to de-
tect parasite P2P botnets based on resource sharing. The
method relies on the assumptions that the bot peers look
for popular resources like the command files issued by
the botmaster and further share them with other peer
bots in a short period of time. The system only focuses
on the parasite P2P botnets?detection in the command
communication stage by looking and sharing for popular
resources. No, real network attack and any other mali-
cious activity can be detected.

5.3 DNS-based Detection

The bots possess a group activity as a key feature and
frequently use DNS to rally C&C servers, launch attacks
and update their codes. Bots of same botnet contact the
same domain periodically leading to similar DNS traffic
which is distinct from legitimate users [7]. In this sec-
tion, we describe and evaluate the DNS-based anomaly
detection techniques.

Choi and Lee [7] proposed an online unsupervised bot-
net detection technique called BotGAD (Botnet Group
Activity Detector). BotGAD is implemented based on
DNS traffic similarity and its performance is measured
using real-life network traces. Botnets can evade the de-
tection methods by performing DNS queries only once in
the lifecycle. Hence, the method can detect only the bot-
nets that perform group activities in DNS traffic. The
method can also be evaded by botnets employing multi-
C&C servers to separates their domain names.

5.4 Graph-based Detection

The graphical structure is an inherent feature of the bot-
nets and is useful to understand how botnets communi-
cate internally. The graphical analysis of the botnet com-
munication network can be used to find the characteristic
patterns of the botnets. The P2P C&C communications
graph exhibit the topological features useful for traffic
classification and botnet detection.

Ha et al. [15] analyzed the structural characteristics
of Kademlia-based P2P botnets from a graph-theoretical
perspective. The study analyzed the scaling, clustering,
reachability and various centrality properties of P2P bot-
nets. The authors also discovered that P2P mechanism
helps botnets to hide their communication effectively.

Nagaraja et al. [22] proposed BotGrep to detect P2P
botnets using the analysis of network flows collected over
multiple large networks (eg, ISP networks). BotGrep first
identifies groups of hosts that form a P2P network in the
global view of Internet traffic. The algorithm is based on
the premise that many recent botnets use efficient P2P

protocols such as Kademlia for implementing C&C com-
munications. But, BotGrep requires additional informa-
tion to bootstrap the detection algorithm. Further, ac-
quiring global view of Internet communications to boot-
strap the detection algorithm may be very challenging.

Venkatesh et al. [30] proposed BotSpot to detect the
hosts that are part of the structured P2P botnets. The
authors developed algorithms based on the differences in
the assortativity and density properties of the structured
P2P botnets. BotSpot is based on the analysis of the IP-
IP graph. It is complementary to the traffic classification
approaches that differentiate between the structured P2P
botnets and the legitimate structured P2P applications.

5.5 Data Mining-based Detection

The data mining techniques can be used to detect an
anomaly i.e., the unusual or fraudulent behavior. Data
mining techniques are used for malicious code detection
and intrusion detection. Many authors has used classifica-
tion and clustering techniques to efficiently detect botnet
C&C traffic.

The network traffic is a continuous flow of data stream
produced at fast rate, which is not practical to be stored
and analyzed entirely. Moreover, botnet codes, features
and commands are updated frequently leading to dynamic
and temporal behavior. Masud et al. [21] proposed stream
data classification technique to detect P2P botnets. The
authors proposed multi-chunk multi-level ensemble clas-
sifier to classify concept-drifting streams data. The ap-
proach is tested on limited synthetic data and Nugache
botnet data collected in small setup, therefore, does not
represent the real characterization of numerous botnets
in the malware zoo.

Dietrich et al. [9] proposed CoCoSpot to detect botnet
C&C channels based on traffic analysis. The system uses
the periodicity of messages to suspect for C&C opera-
tions. Then, it classifies the P2P applications running on
the host as malicious or benign based on payload analy-
sis. The approach will result with false negatives if several
messages are sent only in one direction.

Rahbarinia et al. [25] proposed a system called Peer-
Rush to detect the unwanted P2P traffic. It creates ppli-
cation profile?based on the network flow features and
inter-packet delays. The system can be evaded by the
introduction of noise (random padding and false packets)
in communication of bots. Further, the system cannot
have much accurate results with the polymorphic and ever
evolving P2P botnets.

5.6 Soft Computing-based Detection

Saad et al. [28] proposed an technique to detect P2P
botnets using network traffic behavior analysis. The au-
thors tested five different machine learning techniques to
check for adaptability, novelty and early detection and get
promising results using the limited test dataset. The tech-
nique is useful only for detection of P2P bots. Further, the
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Table 2: Strengths and limitations of detection proposals

Detection Systems Characteristics Limitations or Challenges
—Traffic Analysis-based Techniques
Noh et al. [23] – Behavior & Traffic Analysis, Multi-phased flows

model
– C&C Traffic detection

– Evasion by using a legitimate P2P network

Jiang and Shao [16] – Flow dependencies, Independent of malicious traffic, – High false +ve, Dependency discovery

DISCLOSURE [5] – Structure & protocol independent, Pattern based fea-
tures,

– Real-time & large scale

– Higher false positives

Zhang et al. [34] – Statistical fingerprints-profile P2P traffic,
– Persistent peer clients-similar traffic

– Evasion by blended peer bots and randomization,
– Evasion- traffic tunneling through Tor network,

Kheir et al. [17] – Based on P2P Signaling Flow,
– Statistical features: Flow size, Chunk rate, periodic-

ities and IP distribution

– Detect P2P bots only in a monitored network,

Behavior Analysis-based Techniques
Felix et al. [11] – Exploit Traffic pattern,

– Bots group behavior
– Multiple bots dependency, Vulnerable to threshold

attack
EFFORT [29] – Host-network cooperation, Independent of topology

& protocol,
– Resilient to encryption & obfuscation,

– Evasion by bots: using benign domains

Rodrguez-Gmez et
al. [27]

– Temporal resource sharing model
– Monitoring resource sharing behavior

– Used only for parasite P2P botnets,
– Source should be popular & short life

DNS-based Techniques
Choi and Lee [7] – Group Activity Detector, Online unsupervised

known, Unknown,
– Scalable, Real-time

– Requires multiple bots

Graph Analysis-based Techniques
Ha et al. [15] – Reachability & centrality properties

– C&C channels detection, Monitoring bot activities
– Vulnerable to random delay,
– P2P protocols dependency, False negatives

BotGrep [22] – C&C patterns in overlay topology
– Large-scale, Clustering techniques

– Bootstrap information required

Data Mining-based Techniques
Masud et al. [21] – Mining Concept-Drifting Data Stream

– Packet features are extracted and aggregated into
Flow characteristics

– Requires monitoring traffic at each host
– Sampling may miss useful communications patterns

CoCoSpot [9] – Analysis of traffic features
– Fingerprint botnet C&C channels

– Evasion by random message padding
– Dependency on the dialog-like pattern

PeerRush [25] – Created application profile from known P2P applica-
tions

– Based on high-level statistical traffic features

– Deals with the signaling flows as a whole
– Evasion by randomization of inter-packet delays

Soft Computing-based Techniques
Saad et al. [28] – Traffic behavior, Detection in C&C phase

– Detection rate 98%
– Dependency on features selection
– High computational requirement

Zhao et al. [33] – Anomalous Network traffic,
– Real-time detection in C&C phase & attack phase

– Sampling can skip botnet flows,
– Vulnerable to obfuscation

General Techniques
BotMiner [14] – Anomaly-based-behavior, Traffic-based analysis

– Independent to protocol and C&C structure, Real-
time

– Detect only active bot(s)
– Targets enterprise network only

Wurzinger et al. [31] – Network traffic, Bot behavior, Detect Bots,
– No prior information required

– Threshold attack
– Content analysis required

PeerPress [32] – Remote control process- analysis,
– Active-informed probing, Fast, Scalable, Real time

– False positives- advanced encryption,
– Delayed port binding

technique also needs novel machine learning techniques
for more effective results and general botnet detection.

Zhao et al. [33] proposed a technique to identify P2P
botnet activities. The authors examine the characteris-
tics of the traffic flows in small time windows to achieve
the real time detection. But, the reduced time interval
to monitor the traffic can skip some flows related to bot-
nets. Further, botnets can also complicate the network
flow behavior of the bots and evade detection.

Alauthaman et al. [2] proposed a technique using classi-
fication and regression tree algorithm and neural network
(CART-NN) to detect the P2P bot connections. The
technique use the connection-based features extracted
from the TCP control packet headers. The method as-
sumes that bots communicate using TCP connections and
hence unable to cover the botnet using UDP connections.?

Chen et al. [6] proposed a botnet detection framework

based on supervised machine learning technique. The
framework use the conversation-based features extracted
by random forest-based learning. The paper results ex-
plain the conversation-based features are better than flow-
features, further, random forest is better than other clas-
sification algorithms giving the results upto 93.6%.

5.7 Generic Frameworks

A number of general botnet detection frameworks have
been proposed based on behavior monitoring and traffic
correlation analysis. BotMiner is a general framework for
botnet detection [14]. The system detect botnets based
on network packets and flow analysis. It relies on behavior
monitoring and traffic correlation analysis that is mostly
applicable at a small scale and does not scale well, be-
cause it requires analysis of vast amounts of fine-grained
information. In addition, if there are only small numbers
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Table 3: Evaluation of the P2P detection proposals

Detection Proposal
Detection Methodology a Detection Stage b Detection type

(KN/UK/B) c
Real
Time

Scalability d

SB HB NB IP CC AT

BotMiner [14] X X X X X X B X S/M
Wurzinger et al. [31] X X X KN S
Ha et el. [15] X X X X X KN S
BotGrep [22] X X X B M/L
Saad et al. [28] X X B - M
Choi and Lee [7] X X X X B X M, L
Jiang and Shao [16] X X B - M
DISCLOSURE [5] X X B L
Felix et al. [11] X X X X X B S
Zhao et al. [33] X X X KN M
PeerPress [32] X X X X X B M, L
EFFORT [29] X X X X B S, M
PeerRush [25] X X X KN S
Rodrguez-Gmez et al. [27] X X X UN X L
Kheir et al. [17] X X X B X S

aDetection methodology- SB: Signature-based, HB: Host-based anomaly, NB: Network-based anomaly
bDetection phase- IP: Infection/Propagation, CC: Command & Control, AT: Attack
cDetection type- KN: Known, UN: Unknown, B: Both
dScalability- S: Small, M: Medium, L: Large

of bots instances in the edge network, it leads to fail-
ure of bot coordination and resulting in false negatives.
Moreover, BotMiner requires the malicious activities to
be visible, thus cannot detect botnets in an early stage
and does not work in real-time.

Wurzinger et al. [31] proposed a general system to de-
tect bots. The system relies on the characteristics that
each bot receives commands and responds in a specific
way. It examines the packet payloads to find commonality
to be supposed as commands from botmaster. The work
complements the existing network-based IDSs by auto-
matically generating the inputs needed by these systems
to detect infected machines. But, the approach can be
rendered useless by simple encryption in the C&C com-
munication as used by the advanced botnets.

PeerPress is a P2P malware detection framework based
on dynamic binary analysis and network level informed
probe [32]. First it extracts built-in remotely accessi-
ble mechanisms of botnets called Malware Control Birth-
marks (MCB) and then performs informed probe at
network-level. The framework relies on malware opening
service port for communications and provide malicious
binary download services on the new infected machines.

The various frameworks use different data-sets of ei-
ther synthetic or real botnets for evaluation and testing;
therefore, the comparative analysis of the techniques is
difficult. Table 3 presents the analysis of the promising
detection frameworks.

6 Observations and Challenges

Many P2P botnet detection approaches evolved signifi-
cantly, but many open problems still exist. We have iden-
tified the following open problems and research challenges
useful for future research:

• The P2P botnets easily evade the port and proto-
col based detections by using both P2P and non-
P2P ports for covert C&C communication. Further,
bots traffic may blend with legitimate P2P applica-
tion traffic.

• The P2P botnets also use fast-flux techniques for
anomalous communications and hide the C&C hosts.
Further botnets also use Domain Generation Algo-
rithms (DGA) to keep the identity of C&C servers
anomalous.

• Botnets also randomize the behavior and stay hidden
under the radar to continue the malicious operations.
This challenges the early stage detection if few bots
exit in monitored network.

• The real-time online botnet detection needs to pro-
cess huge amount of network traffic streams. There-
fore, it is a challenge to develop the fast stream min-
ing and classification algorithms for network traffic
analysis to infiltrate the botnet traffic.

• The proliferation of smart-phones and other mobile
devices with fast internet access provide new plat-
forms the attackers to build mobile botnets.

• The fast adoption of Cloud computing is likely to
attract the development of cloud botnets and is ex-
pected to be a big challenge for the security of the
cloud computing.

The continuous advances in the botnet technology have
enabled the attackers to evade the various detection mea-
sures. The exhaustive practices and covert network of the
attackers enable them to stay ahead in pursuit of their
malicious operations.
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7 Conclusions and Future Work

In this paper, we have presented a comprehensive survey
of various aspects of P2P botnets. Although the detec-
tion techniques have some strengths and scope, but, no
single technique can detect such evolving botnets. Fur-
ther, most detection schemes rely on the offline clustering
and classification and does not cope-up the requirements
of real time detection. Therefore, there is a requirement
to develop a real time clustering and classification of the
botnet traffic and on-the-fly mining of the botnet traffic
to meet the requirements of real time botnet detections.

There is also a requirement to broaden the scope of
detection and cover multiple botnet perspectives and also
develop a collaborative detection framework. In our fu-
ture research work, we would create a model to analyze
the latest botnet(s) and develop a generic framework for
the detection and mitigation of botnets. Further, extend
the model to address the issues of mobile, cloud, social
network-based botnets.
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Abstract

Attackers have come to leverage exploits precipitated
by system vulnerabilities and lapses by using malware
which otherwise tends to be noisy as it generates un-
usual network traffic and system calls. Such noise is usu-
ally captured by intrusion detection systems. Therefore,
malware-free intrusions which generate little noise if any
at all, are especially attractive to APT actors because
they covertly use normal applications making it hard for
intrusion detection systems. In this paper, we consider
malware-free intrusions by formulating representations of
system security states using Boolean logic in the scenario
of a backdoor attack utilizing system implementation of
pre-authentication services. We further derive, from the
generated attack scenarios, a Bayesian security assess-
ment model based on the environmental parameters of
the experimental test-bed based on the backdoor attack
via RDP-based remote access. The malware-free intru-
sion based on RDP backdoor attack is successfully run on
five different versions of operating systems.

Keywords: Advanced Persistent Threat (APT); Bayesian
Network; Boolean Logic; Malware-Free Intrusion

1 Introduction

Cyber networks today, the Internet inclusive, are plagued
with a myriad of attacks all directed against Confidential-
ity, Integrity and Availability aspects of security. Attacks
against these tenets of security, perpetrated by threat ac-
tors in the form of insider or outsider attackers [14], are
categorized as either targeted or untargeted [5]. Advanced
Persistent Threats (APT) belong to the latter classifica-
tion and are thus carefully crafted owing to their nature
since substantial knowledge of the victim is required prior
to a successful attack. APT actors seek to maintain a long
stealthy presence to further their attacks. Since the ulti-
mate goal is not just to compromise a system and vacate

in the shortest time possible but rather uphold the unde-
tected presence feature, mechanisms and techniques em-
ployed to achieve the desired intrusion play a vital role.
Attackers therefore use complex techniques to compro-
mise systems which include leveraging vulnerabilities in
system software, flaw in design and implementation of
a security system as well as ignorance of a benign user.
APT attackers use special malware with characteristics
different from conventional malware in that such malware
may hibernate and remain dormant for long periods be-
fore initiating the actual attack or beacon back to the
Command and Control (C2) for further directives [22].
But the presence of Intrusion Detection Systems (IDS)
present a higher chance of discovery against such mal-
ware even as its signature and activities might not escape
the eye of the IDS. Since the noise generated by malware
in form of network activity, issuance of system calls and
signature of the malware itself form the basis upon which
IDSs detect such malware [12, 16, 18], an ideal intrusion
appealing to the attacker would be one that operates out-
side the realms of the aforementioned detection parame-
ters.

Malware-free intrusions fit well in the above desirable
intrusion requirement because they utilize normal system
files and processes to covertly achieve their goal. The net-
work activity generated by normal system processes, asso-
ciated system calls and even their file signature values all
fall under the threshold for normal file classification of the
IDS. Attackers have therefore come to exploit shortfalls
in the security implementation of systems without using
malware to attain the desired malware-free intrusion. One
such leveraged security shortfall which has seen consider-
able usage by various APT actors is the accessibility ser-
vices backdoor [4, 15]. The attack pursued via this route
avails the attacker system level access without logging in
at all. Access is achieved by invoking corresponding ac-
cessibility keystrokes on a compromised system and this
access is also possible over the network through RDP-
based remote access. We explore two attack vectors ema-
nating from the attack space cast by the aforementioned
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backdoor attack. We employ a conceptual finite state au-
tomaton to deduce state equations representative of the
various system security states relative to the pursued at-
tack vector and use attack tree analysis for formulation
of the security assessment model based on Bayesian in-
ference. We carry out experimental attack tests on an IP
network with different versions of operating systems and
associated security implementations.

This paper is organized as follows: the second section
encompasses state model formulation and analysis whilst
the experimental test-bed is discussed in the third section.
The security assessment model is derived in section four
and we conclude the paper in the fifth section.

2 Model Formulation and Analy-
sis

The accessibility backdoor considered in this paper af-
fects Windows operating systems from Windows XP to
Windows 10. Though we do not include server versions
of Windows operating system, we contend that the tech-
niques employed herein are applicable thereto provided
the server operating system in contention ships with ac-
cessibility services and RDP-based remote access, which
is the case by default.

2.1 Transitions of System Security States

We construct a conceptual model, as depicted in Figure
1, by employing a finite state machine where the secu-
rity status of the given system is defined by the state of
three attack vectors. The first two attack vectors pur-
sued henceforth are the backdoor implantation variants
through which system level access is made available at
pre-login before authentication while the third vector is
activation of remote access using the system inbuilt Ter-
minal Services.
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Figure 1: State transition diagram of system security
states

The four states of the system are denoted by Sn, where

n increments by a single binary unit upon successful im-
plementation of a given attack vector. Transitions from
one state to another are denoted by Tn and we use binary
state encoding for security state assignment and thus de-
note the states as follows:

• S000 - the initial secure state of the system in the
absence of pursuance of all the three attack vectors.

• S001 - the state of the system when only one of the
three attack vectors is successfully pursued.

• S010 - the state of the system when any two of the
three attack vectors are successfully pursued.

• S011 - the state of the system when all the three at-
tack vectors are successfully pursued.

It is evident from Figure 1 that transitions T1, T3 and T5
are induced by successful pursuance of the associated at-
tack vectors thereby inducing state transitions from S000

to S001, S010 and S011 respectively. On the contrary T2,
T4 and T6 are as a result of mitigating the associated se-
curity breaches emanating from the corresponding attack
vectors. Transitions T7, T9 and T12 are perturbed by an
increment in the number of successfully pursued attack
vectors whereas transition T8, T10 and T11 reflect the op-
posite. It should be noted however that the order in which
the attack vectors are pursued, hence the corresponding
state transition, is not relevant but rather the fact that
the attack vector is pursued unto completion.

Let the result of backdoor implantation by the first
attack vector via replacement of accessibility executable
binary in the %systemroot% \system32 directory be de-
noted by the binary variable α. And let the result of
backdoor implantation by the second attack vector via
the system registry be denoted by the binary variable β.
Lastly, let the result of activation of RDP-based remote
access via system registry alteration be denoted by the
binary variable γ. Thus with regards these three binary
variables, the security status of the system at any given
instance can be formulated as a Boolean function:

Sn(α, β, γ), where α, β, γ ∈ N2

Consequently since α, β, γ ∈ {0, 1}, it follows henceforth
that the false values (binary 0) i.e. when the result of
backdoor implantation and RDP-based remote access are
unsuccessful thereby inducing no security breach are de-
noted by way of complementation, hence yielding the vari-
ables ᾱ, β̄ and γ̄. The possible system security states are
given by:

q = log2n (1)

where q, n ∈ N+ are the state variables and number of
states respectively. Therefore the cardinality Sn for the
binary variables α, β and γ using Equation (1) is;

|Sn| = 8 where n is {n : n ∈ N+, 0 6 n 6 3}
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The 8 states are spread across S000, S001, S010 and S011

and we use these to construct the corresponding truth
table and k-maps to derive state binary equations repre-
sentative of the various system security states. Since the
input combinations of all states are identical, we use one
integrated table instead of four where we only differenti-
ate the output. The resulting truth table of all possible
states at any instance is shown in Table 1.

Table 1: Truth table for possible security states

Input Bin. Variables Output State Sn

V ar1α V ar2β V ar3γ S000/S001/S010/S011

F F F 1/0/0/0

F F T 0/1/0/0

F T F 0/1/0/0

F T T 0/0/1/0

T F F 0/1/0/0

T F T 0/0/1/0

T T F 0/0/1/0

T T T 0/0/0/1

The security requirement of the initial state S000 dic-
tates that there be no breach in the system implying that
all input variables be false. This implies a conjunctive
Boolean AND operation on all the three complemented
input variables. To derive the state equation, we employ
the K-map in Figure 2 below and apply the Product of
Sums (POS) on the dotted groups and Sum Of Products
(SOP) on the solid group for equation validation.
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Figure 2: K-map for the single state S000

We use the canonical disjunctive normal form of the max-
terms corresponding to the dotted groups of 0 s and thus
derive the complemented equation for the initial state:

S̄000(α, β, γ) = α · β̄ + β + γ

Applying the De Morgan theorem and applicable Boolean
identities, we derive the Equation (2) representative of
this first secure state:

∴ S000(α, β, γ) = ᾱ · β̄ · γ̄ where α, β, γ ∈ N2 (2)

The state Equation (2) validates with one obtained via
SOP of the minterms of the solid group.

When one and only one of the three attack vectors is
pursued to fruition in the initial state, the security status

of the system transitions via T1 from state S000 to 3 pos-
sible states of S001. We use the K-map below in Figure 3
derived from the integrated truth Table 1 to deduce the
state equations representative of the new system state.
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Figure 3: K-map for three possible S001 states

We order the (α, β) variable pair in our K-maps in the
sequence 01 → 11 and not 01 → 10 so as to avoid race
conditions and static hazards. Therefore, in view of the
aforementioned, the isolated groups of 1 s and 0 s in our
K-maps do not denote “don’t care”entries but are rather
inputs of the SOP and POS minterms and maxterms re-
spectively. The equations representative of the new state
are thus minimized via SOP as:

S001(α, β, γ) = ᾱ · β · γ̄ + β̄ (α⊕ γ)

S001(α, β, γ) = α · β̄ · γ̄ + ᾱ (β ⊕ γ)

S001(α, β, γ) = ᾱ · β̄ · γ + γ̄ (α⊕ β)

∴ S001(α, β, γ) = {α, β, γ | ᾱ ·β · γ̄+α · β̄ · γ̄+ ᾱ · β̄ ·γ} (3)

The state Equation (3), depicting the three possible states
of S001, correlates with canonical disjunctive normal form
of the POS where the maxterms correspond to the dotted
groups of 0 s in Figure 3, hence the validation.

If another attack vector of the remaining two is pursued
to completion whilst in state S001, the system transitions
via T7 to any of the three possible states of S010 bringing
the sum of successfully pursued attack vectors to 2. The
K-map for these three new possible states is shown below
in Figure 4.
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Figure 4: K-map for three possible S010 states

The sequence for variable pair ordering on the horizontal
axis in Figure 4 likewise follows suit as that of Figure
3. We therefore employ the SOP based on this K-map
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to derive the equations representative of the three new
possible states:

S010(α, β, γ) = ᾱ · β · γ + α (β ⊕ γ)

S010(α, β, γ) = α · β̄ · γ + β (α⊕ γ)

S010(α, β, γ) = α · β · γ̄ + γ (α⊕ β)

∴ S010(α, β, γ) = {α, β, γ | ᾱ ·β ·γ+α · β̄ ·γ+α ·β · γ̄} (4)

The Equation (4) depicts the three possible states with
only two attack vectors yielding fruition. Likewise it cor-
relates with its dual obtained by the canonical disjunctive
normal form of the POS maxterms, hence the validation.

Now that the system is in a state with two attack vec-
tors pursued to completion hence two system breaches,
there only remains one attack vector to be pursued which
transitions the system into the final state S011. We yet
again use a K-map, Figure 5, to derive the state equation
representative of this new state.
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Figure 5: K-map for the final state S011

We this time employ POS of the maxterms of the canoni-
cal disjunctive normal form of the dotted groups yielding:

S̄011(α, β, γ) = α · β̄ + ᾱ+ γ̄

We further minimize the equation with Boolean identities
to find the final compact status equation as:

S011(α, β, γ) = α · β · γ where α, β, γ ∈ N2 (5)

This final equation is validated from the K-map by com-
puting the SOP of the single solid group of 1 s. It is
apparent from Equation (5) that the system cannot tran-
sition into any less secure state than S011 because all the
attack vectors have been exhausted and the equation it-
self is a Boolean conjunctive AND operation on all the
three variables.

According to the derived four state equations, the eight
states from Equation (1) are partitioned as follows:

• One state in S000 denoted by Equation (2);

• Three states in S001 denoted by Equation (3);

• Three states in S010 denoted by Equation (4);

• One state in S011 denoted by Equation (5).

Notwithstanding the aforementioned, not all the eight
states represent a successful attack though they might
imply the presence of a breach due to a specific pursued
attack vector. We are now therefore tasked to find out
which combinations of pursued attack vectors lead to a
successful malware-free intrusion attack. We address this
task in the proceeding sub-section where we describe the
attack model.

2.2 Attack Modeling and Analysis

We approach attack modeling based on conceptual units
[2,8,17] where such discrete units serve as the basic build-
ing blocks of the attack. The threat actor who is an at-
tacking agent, executes a series of actions to obtain assets
as pivots for reaching the final goal. Therefore our model
comprises four units namely assets, actions, agents and
goals.

2.2.1 Model Units Formulation

Assets: Assets are anything the attacker needs to acquire
not only for optimal output but for actualization of
the attack itself as well. In our context, assets include
but are not limited to information about a victim
host such as IP address, open ports and their associ-
ated protocols, underlying operating system, service
banner information etc. This is the knowledge do-
main that the attacking agent has of the target in
contention.

Actions: Actions are steps of sequential phases that con-
stitute an attack. Actions have preconditions which
foster acquisition of a sought after asset, that is to
say that the outcome of an action is whether the asset
is acquired or not. The actions in our setting include
initiation of the pursuance of the earlier mentioned
attack vectors, finding target hosts in the environ-
ment, invocation of console system level access via
appropriate keystroke combinations etc.

Agents: Agents are the subject of any given attack sce-
nario whose actions are directed towards a specified
object. They can broadly be distinguished as hu-
man or software actors. The agent in our consider-
ation is a highly skilled technical human actor with
a considerable sophistication of stealthiness and non-
traceability.

Goals: Goals represents a request knowing all action out-
comes which in turn complete the associated assets.
Goals are differentiated depending on the context,
and in ours, goals include establishment of a remote
access connection via the RDP protocol provided
that the port scan action returned a value that Ter-
minal Services are available on a target host.

Having defined the components of our model, we now
integrate them into attack tress for modeling and analysis.
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2.2.2 Attack Tree Modeling Integration and
Analysis

The units of the preceding subsection are integrated into
an attack tree [13] for modeling and analysis. Here we
describe the backdoor attack against a victim host where
the nodes, represented by the model units, require com-
plete execution of children nodes to reach the root node
which is the sought after system level access via RDP-
based remote access. The nodes are either conjunctive
AND nodes or disjunctive OR nodes. All children of an
AND node need to return a true value if the parent node
is to execute successfully while only one or more of an
OR node need to be true to accomplish the same. The
resultant attack tree is shown in Figure 6 below.
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Figure 6: Attack Tree for backdoor attack

The root node is denoted by G0 which is acquisition of
system level access over the network. This is achieved by
pursuing the sub-goals originating from the lower leaves.
The rest of the nodes are denoted as follows: G1 –RDP
Remote Access Activation, G2 –SystemRoot Bin. Re-
placement, G3 –Registry Debugger Conf., G4 –Local Priv-
ilege Escalation, Gj+ denotes a set of nodes decomposed
into conjunctive AND or disjunctive OR representing at-
tack model units needed to be engaged if the pursued
attack vector of backdoor implantation is that of registry
alteration while Gi+ denotes those where the backdoor is
implanted via binary executable replacement. We deduce
the adjacency square matrix AG of the 5th order from the
graph after pruning out Gi+ and Gj+:

AG =


0 1 0 0 0
1 0 1 1 0
0 1 0 0 1
0 1 0 0 0
0 0 1 0 0

 (6)

We now use Equation (6) of the above matrix rows and
columns to derive attack scenarios corresponding to the
following paths:

P1 : {G4, G2, G1, G0}

P2 : {G3, G1, G0}

It is evident from the above paths that P1 is longer than
P2 because pursuance of the former calls for addressing
an additional unit of privilege escalation. However, this
does not necessarily imply that P2 is a better path than
P1 because the value of the weights of the edges might
tell otherwise depending on the metrics used.

The edge {G1, G0} represents the isthmus of graph im-
plying that failure to actualize an action associated with
this edge thwarts the backdoor attack. The action asso-
ciated with this edge is activation of RDP-based remote
access and this corresponds to the γ binary variable of
Equation (2), (3), (4) and (5). Since the value of γ in
Equation (2) is definitely false, it follows that the back-
door attack is not feasible and we therefore drop this equa-
tion for simulation considerations. Likewise, Equation (3)
reduces to the form S001(α, β, γ) = ᾱ · β̄ · γ as we drop all
the minterms with γ̄. In the same manner, Equation (4)
reduces to S010(α, β, γ) = γ (α ⊕ β) and we use Equa-
tion (5) as-is considering that it has no complemented
values of γ. This gives us a system of compact equations:

Sn(α, β, γ) =

 α · β · γ
γ (α⊕ β) where α, β, γ ∈ N2

ᾱ · β̄ · γ


We therefore base our simulations on this system of equa-
tions in the next section. We test the attack on different
combinations of literal and complemented values of the
binary variables and XORing where applicable according
to the equation.

3 Experiment Simulations

The experiment setup consist of two networks; that of
the attacker and one where the targeted hosts reside. We
build our test-bed environment in Virtual Box where we
simulate the internetwork connection and the network at-
tack itself.
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Figure 7: Experiment setup for Malware-free intrusion

The attacking agent defined in the attack model runs on
a Linux machine in the first network while the victim
hosts running different versions of the Windows operat-
ing system reside in the second network. Since Network
Level Authentication (NLA) affects the establishment of
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RDP session via remote access, we switch it on and off
by manipulating the corresponding registry keys. Our
experiment setup is shown in Figure 7 above.

We implant the backdoor by file switching method as
per α definition and registry debugger configuration as
per β definition. We further activate Terminal Services,
the service responsible for RDP-based remote access,
by changing the hexadecimal value of fDenyTSCon-
nections in the registry from 1 to 0 in the registry
path HKEY LOCAL MACHINE\SY STEM\
CurrentControlSet\Control\TerminalServer. We
likewise switch on and off NLA for different combinations
of α, β, γ for registry path HKEY LOCAL MACHINE
\SYSTEM \CurrentControlSet\Control \Terminal
Server\WinStations \RDP-Tcp by changing the key
hexadecimal value of UserAuthentication from 0 to 1.
We test the attack with different combinations of these
parameters and the results are shown in Table 2 below.

Table 2: Attack status with different parameters

Sn FileSw RegDebug RDP Reg Status

S001 X X OFF NIL

S001 0 0 ON NIL

S010 X X OFF NIL

S010 1 0 ON SUCCESS

S010 0 1 ON SUCCESS

S011 1 1 ON SUCCESS

It is evident from Table 2 that the core of the suc-
cess of this malware-free intrusion attack vector is RDP.
When RDP is OFF, the combination of the rest of the
attack parameters is irrelevant as the overall attack does
not materialize. The attack in S001 does not material-
ize despite having a state where RDP is ON because the
other two parameters which actualize the backdoor are
OFF. The “do not care ”values are represented by the
denotation X to denote that, whether the value is 1 or
0 is actually insignificant as it bears no effect on the end
result.

We further observed that with RDP on, only one of the
attack vectors of backdoor implantation is required as ev-
idenced by the XOR operation of state S010 in Table 2.
Furthermore, the presence of two implanted backdoors
by the defined attack vectors in the presence of activated
RDP adds no difference in that the attack will materialize
as if only one backdoor was implanted. However, consid-
ering that this is a malware-free intrusion, an attacker
might choose to activate both backdoors to increase the
level of persistence in the event that one backdoor is de-
tected. Now, having observed that only three states out
of the eight actually represent the status of the system
where the attack is successful, we finally deduce the over-
all attack chain for the malware-free intrusion using our
defined attack vectors. The attack chain is depicted below
in Figure 8.

The chain comprises four steps of which the first and
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Figure 8: Malware-free intrusion attack chain

second step could come in any order. The attacker can
be initiating the attack from Command and Control (C2)
servers or botnets and since this backdoor can be per-
sistent, the attacker can include the victim to their list
of C2 servers or to their botnet for further compromise.
The accessibility keystroke invocation over the network in
the third step can only work when the first two steps are
completed. Likewise, system level access over RDP-based
remote access is only feasible after materialization of the
first three steps. Skipping any of these steps thwarts the
attack.

It is worth noting that NLA [10], a security feature
introduced into later versions of the Windows operating
system to thwart Denial of Service (DOS) attacks over
an RDP session somewhat inadvertently helps mitigate
backdoor attacks discussed herein. Activating NLA af-
ter switching on RDP requires that the connecting user
avail their authentication credentials before a session is
established. We did not include activation of NLA as an
attack vector because RDP-based remote access functions
without this feature. NLA, however, has its own imple-
mentation challenges as later elaborated in this paper.

4 Bayesian and Security Assess-
ment Model

We engage the services of Bayesian network statistics to
the attack vectors defined in our attack model and at-
tack chain in the preceding sections. Attack vectors and
paths have been employed in the study of vulnerabilities
of various information systems [11, 19] and further to de-
velop probabilistic metrics of enterprise networks [6, 21].
We likewise extend and employ this technique to our as-
sessment model via the construction of a directed graph
with specific nodes and corresponding edges. We apply
the aforementioned attack vectors to the paths and the
resultant is a directed graph of an infiltration Bayesian
network shown in Figure 9 below.

Our infiltration Bayesian network is presented as a cas-
caded hierarchical graph of three levels where the topmost
level denotes the entry point of the network. The set of
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Figure 9: Infiltration Bayesian network

first entry points are attacks on the accessibility suite exe-
cutable binaries which when switched (second level) with
an executable binary (e.g. cmd.exe) capable of availing
system level access or where such a file is set as the de-
bugger (second level) for specified accessibility suite ex-
ecutable binary in the registry results into implantation
of the malware-free backdoor. We differentiate five ac-
cessibility suite binaries namely Atbroker.exe, Sethc.exe,
Utilman.exe, Narrator.exe and Magnify.exe which reside
in the %systemroot%\system32 directory. The second en-
try point of the infiltration Bayesian network is RDP ac-
tivation though the order of these entry points at this
level is of no significance as observed in the previous sec-
tion. The third and final level is system level access after
successful traversal of the appropriate paths.

We thus denote the infiltration Bayesian network
(BN) with the following parameters:

BN inf = (Ginf , Ωinf )

where Ginf is a directed graph containing nodes rep-
resentative of random variables and the links between
the nodes denoting direct dependence relationship, and
where Ωinf denotes the set of quantitative parameters
ωi of the given network for i = 1,...,n. We represent the
sequence of random variables of the given nodes as:

Sinf
r = {Bi}ni=1

where the random binary variable Bi dictates if a
pursued node i ∈ {1, ..., n} has been accessed through
the corresponding attack vector. We define the Bayesian
probability bij as the probability of accessing node i
given that node j is accessed by the pursued attack vector:

bij = Pr(Bi|Bj)

Therefore, the link set Linf , denoting a collection of
nodes through which an attack vector can be pursued
with positive probability is defined as:

Linf = {(i, j) : aij > 0, i, j ∈ {1, ...n}, i 6= j}

We further define the Bayesian probability of the network
parameter ωi as:

ωi = Pr(Bi|Φi)

where the set of parent nodes Φi = {Bj : bij > 0} and the
network parameter is a subset such that ωi ∈ Ωinf .

We now construct a table, Table 3, consisting differ-
ent security control profiles which can help address the
vulnerabilities revealed in our models. We consider four
distinct systems with seven security controls partitioned
progressively starting with a minimal set of security con-
trols. Enhanced security controls are shaded green while
average controls are shaded orange and the least controls
not shaded at all.

Security controls in the first system configuration, Sys-
tem 1, are at their minimum. There are no additional
controls integrated in the system and those controls that
come by default with the setting are left unaltered. This
is the least desirable state which would otherwise corre-
spond to state S011 of Figure 1 and subsequently Equa-
tion (5). Since the attack is a malware-free intrusion at-
tack, there is no high expectation of detection by the IDS
that be.

The security controls of the second system configura-
tion, System 2, introduce two security features. These
controls are classified as average because file integrity
check in the %systemroot%\system32 directory is not
complete. This implies the checking mechanism might not
be able to detect a backdoor implanted by the unchecked
accessibility executable binary. This might be the case
of an updated system in which the update introduces a
new the set of accessibility features not captured by the
integrity check before the update. The registry modifica-
tion detection will depend on the set of accessibility fea-
tures present and will likewise in the same manner miss
some registry modifications on the same pretext that par-
tial file integrity check fails. This corresponds to state
S001 of Figure 1 and subsequently Equation (3) where it
is possible to pursue either of the two attack vectors to
completion but not both.

The set of security controls applied in System 3 include
full file integrity check in the %systemroot%\system32 di-
rectory and full hash collision detection. This implies that
any backdoor implanted by the attack vector of file switch
will probably be detected. Furthermore, this security pro-
file includes port obscurity which obscures the RDP port
against brute-forcing attacks [24] on the default port 3389
or against the attacks initiated by automated RDP dis-
covery scripts [3].

However, for a targeted attack, the attacker will have
to go a step further to probe all ports on the system to
overcome this security control. Nonetheless, this security
profile lacks NLA which otherwise prevents establishment
of an RDP session at pre-authentication. Likewise, it does
not employ FDE with key preservation.
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Table 3: System security control profiles

System File In-
tegrity
Check

Hash
Collision
Check

Reg. Modifi-
cation Detec-
tion

NLA Port Obscurity FDE Pre-Authentication
Accessibility Features

System 1 Absent Absent Not Present Left OFF Default RDP No Default Settings
System 2 Partial Absent Not Present Turned

OFF
Default Port No Default Settings

System 3 Complete Complete Present Unchecked Obscured Port No Default Settings
System 4 Complete Complete Present Turned

ON
Obscured Port Yes All turned off

To this effect it is possible to implant the backdoor but
only via setting cmd.exe as the debugger for any of the
chosen accessibility suite executable binaries. This, in the
event that RDP is activated covertly, would correspond to
state S010 of Figure 1 denoted by Equation (4) implying
the pursuance unto completion two attack vectors which
actualize the attack.

The last security profile presents hardened security
configurations which provide the highest level secu-
rity counter measures against this malware-free intru-
sion backdoor. All binary executables in the %system-
root%\system32 directory are hashed unto completion to
verify file integrity and a hash detection computed to de-
termine any indicators of compromise in the event of a
hash collision. This entails that the malware-free back-
door cannot be implanted via this attack vector. Fur-
thermore, registry modification detection are carried out
for both backdoor implantation of setting a debugger to
an accessibility executable binary and also detection for
covert activation of RDP through the registry as elab-
orated in Section 3. In addition to port obscurity, this
security profile also enforces the usage of NLA implying
that even in an extenuating scenario where a backdoor
were to somewhat slip through slip the aforementioned
security controls of this profile, interactive console system
level access would not be attained as this would require
authentication first before session establishment as per
NLA requirement. Such a security profile is reflected by
the most secure state S000 of Figure 1 where Equation (2)
represents such as state.

Since the outcome of the attack depends on the condi-
tional probability that the present attack vector can only
be pursued unto completion, if the other related attack
vector has successfully been actualized, we can employ
conditional probabilities of Bayesian inference to evalu-
ate our assessment model. The conditional probabilities
are denoted by directed edges in the Bayesian network in
Figure 9. So we apply the security controls in Table 3 to
these edges in the formulation of our assessment model.

Since Table 3 presents security controls capable of
detecting the backdoor, we define a binary random
variable Ψ inf

i for i = 1, ..., n to denote detection of
infiltration of the corresponding i-th node. We there-
fore compute the probability of undetected infiltration as:

Pr(B) = 1−
n∏

i=1

[1− Pr(B|Bi) · Pr(Bi) · [1− Pr(Ψ inf
i )]]

and we evaluate the probability of access of the i-th node
as:

Pr(Bi) = 1−
n∏

j=1

[1− Pr(Bi|Bj) · Pr(Bj)]

for i = 1,...,n, we have:

Pr(Bi) = 1−
n∏

j=1

[1− bij · Pr(Bj)]

considering that bij = Pr(Bi|Bj). If the probability
of not detecting an attack via a given node is de-
fined as Pr(B|absence of detection), that is to mean

Pr(Ψ inf
i ) = 0, then we estimate the probability that the

implemented security controls can detect the attack as:

Pr(Ψ inf ) =
Pr(B|absence of detection)− Pr(B)

Pr(B)

We assumed the Markov property [7] in our formula-
tions that access to the i-th node depends only on its
parents and not on the history of the subsequent nodes
thereof.

Application of the model requires computation of con-
ditional probabilities for all edges in our Bayesian net-
work. We compute the probability scores of our network
using Conditional Probability Tables (CPT), representa-
tive of the strength on an influence, as shown in Table 4
below. The CPT likewise represents the probability dis-
tribution of possible states of a node of which the pre-
conditions are based on its parents’ states.

Table 4: CPT for Nodei

Φ1 Φ2 Φ3 Φ4 Node i

T/F T/F T/F T/F Pr(Bi|Bj)

Otherwise 1− Pr(Bi|Bj)

Since our malware-free intrusion attack structure is not
directly based on software vulnerability exploit, we esti-
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mate the probability of success directly in the correspond-
ing knowledge base. Therefore, to derive CPT param-
eters, we employ the use of discrete levels homologous
to those reflected in the Common Vulnerability Scoring
System (CVSS) metrics [9, 23]. In view of the aforemen-
tioned, we thus assign the following values to the condi-
tional probability: very high – assigned a value of 1, high
– assigned a value of 0.9, medium – assigned a value of
0.5, low – assigned a value of 0.1 and very low – assigned
a value of 0.01. The Table 5 below shows some selected
probability scores.

Table 5: Selected probability scores

Attack System 1 System 2 System 3 System 4

Initial
access

1 1 1 1

Reg.
modify

1 0.9 0.9 0.01

Sethc
switch

0.9 0.5 0.1 0.1

RDP ON 0.9 0.5 0.5 0.01

We assume that access to the entry node is used as
given implying that for initial system access: Pr(B1) = 1.
This is so because the spectrum of this access is so wide
that it most likely encompasses attack vectors that might
employ malware like exploit kits which is in conflict with
the approach considered in this paper.

Having evaluated the probability scores, we now
present security profile assessment results of the security
profiles from Table 3 in the following Table 6 below. The
probabilities are presented for System Level Access (SLA)
with different detection parameters.

Table 6: Security profile assessment results

Security
Profile

SLA with
detection

SLA minus
detection

SLA detec-
tion Prob.

System 1 0.88 0.99 0.1

System 2 0.85 0.97 0.12

System 3 0.26 0.49 0.47

System 4 0.002 0.005 0.5

The highest level of infiltration is echoed in system
profile 1 and 2 with probability averaging 98%. This is
explained by the lack of robust security controls as de-
picted in Table 3. On the other hand, if the attack is
detected before actual SLA, the probability is reduced as
evidenced in the third profile with relatively better secu-
rity controls as opposed to the first and second profile.
The fourth profile, with the most hardened security con-
trols, has the highest detection probability and the lowest
infiltration cases. This profile extensively employs rigor-
ous integrity checks both in the SystemRoot and Reg-
istry whilst counter-checking any indicators of compro-
mise via hash collisions. These security controls mitigate
the known attack vectors through which the accessibil-

ity backdoor is implanted and subsequently accessed with
SLA.

5 Conclusion

We have demonstrated how a security assessment model
based on Boolean Logic for security state formulation
and Bayesian inference for probability evaluation can be
used for the assessment of the security environment of a
specified scenario of malware-free intrusion. The num-
ber of attack vectors as variables of Boolean functions
have a direct influence on the attack paths and the in-
filtration thereof generated through BN. The assessment
model gives insight into the significance of the various
security controls meant to counter attacks via malware-
free intrusions. Since the characteristics of a malware-
free intrusion differs from those IDSs are accustomed to,
countering attacks via these attack vectors calls for tailor
made solutions which might otherwise not come with the
common security products.

Compared to other works on network security assess-
ment based on Bayesian models [1, 20], our work intro-
duces the use of Boolean state machines for precise rep-
resentation of security states of affected systems. Fur-
thermore, our work encompasses malware-free intrusions
which have not been explicitly inferred in Bayesian net-
works and state machines before.

Inasmuch as the collaboration of Boolean Logic and
Bayesian inference sheds more light on the constituents
of a malware-free attack, the approach also faces chal-
lenges in that there are some components of the Bayesian
network which cast a considerable level uncertainty diffi-
cult enough to be captured by Boolean Logic reasoning.
So regardless of the robustness of the implemented secu-
rity measures against attacks in this respect, it is not as
straightforward to postulate and extrapolate for certain
that the attack will not materialize as a binary response.
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Abstract

In this study, we propose a new ID-based beta cryptosys-
tem scheme secure under selective identity adaptive cho-
sen ciphertext security (IND-sID-CCA) under assumption
in the random oracle model. We demonstrate that our
scheme outperforms the other existing schemes in terms
of security, computational cost and the length of public
key.

Keywords: Discrete Logarithm Problem; Generalized Dis-
crete Logarithm Problem; ID-based Cryptosystem; Integer
Factorization Problem and Beta Cryptosystem; Public key
Cryptosystem

1 Introduction

Shamir [24] introduced the idea of ID-based cryptography
to simplify the key management problem in 1984. Two
efficient ID-based cryptosystem schemes were proposed
by Cocks [7] and Boneh and Franklin [6] in 2001. In their
seminal paper [5], Boneh and Franklin used a category
of bilinear maps as the basis of their construction. This
leads a number of ID-based cryptosystem schemes [2, 3,
26], among others based on bilinear maps. Few ID-based
cryptosystem schemes [1, 10, 12] have been proposed after
2003. But in these schemes, the public key of each user
is not only an identity, but also some random number
selected either by the user or by the trusted authority.
But which makes the ID-based cryptosystem an active
research field in recent years.

The first efficient ID-based cryptosystem scheme was
proposed by Boneh and Franklin [5, 6]. The novel ap-
proach they use is based on a class of bilinear maps. Fol-
lowing their work, a number of ID-based cryptosystem
scheme using bilinear maps were proposed. For exam-

ple,Waters [12] presented an efficient and secure ID-based
cryptosystem scheme without random oracles; Boneh
and Boyen [2] designed a secure ID-based cryptosystem
scheme without random oracles; Boneh and Boyen [3]
gave another efficient ID-based encryption scheme with-
out random oracles, which is secure in the selective iden-
tity model.

Meshram et al. [17, 20, 22] presented some new efficient
ID-based cryptographic schemes and ID-based mecha-
nisms based on discrete logarithm problem, generalized
discrete logarithm problem and integer factorization prob-
lem. The security of this schemes are solving the hardness
of discrete logarithm problem, generalized discrete loga-
rithm problem and integer factorization problem simulta-
neously. Meshram and Meshram [18, 19] investigate the
new variant of ID-based beta cryptographic scheme and
transformation process such as public key cryptographic
scheme transfer to ID-based cryptographic scheme with-
out developing new ID-based scheme.

Meshram [14, 15, 16] presented new provably secure
ID-based cryptographic scheme, new variant of ID-based
beta cryptographic scheme, and efficient scheme based
on integer factorization problem and discrete logarithm
problem. It is as low as ElGamal scheme. Meshram
and Obaidat [21] also showed new variant of ID-based
cryptographic scheme such as quadratic-exponentiation
randomized cryptographic scheme. Recently, Meshram
et al. [23] projected new ID-based cryptographic scheme
based on partial discrete logarithm problem. Liu and
Ye [11] presented new variations as homomorphic uni-
versal re-encryptor for ID-based cryptography. In simi-
lar manner Wang et al. [25] presented efficient ID-based
proxy multi signature using cubic residues.

As outlined above, unfortunately we found that new
cryptographic model always face security challenges and
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confidentiality concerns. Therefore, our main contribu-
tion of this paper is to fill this gap by proposing a provably
secure ID-based beta cryptographic scheme. Specifically,
we will show that the security of the proposed scheme is
closely, if not tightly, related to difficulty of solving gen-
eralized discrete logarithm problem and integer factoriza-
tion problem. We provided an formal security proof for se-
lective identity adaptive chosen ciphertext security (IND-
sID-CCA) in the random oracle, which means that the
new scheme offers better security guarantees than exist-
ing other ID-based cryptographic schemes. The proposed
scheme does not use pairings (bilinear maps), resulting in
high efficiency and ease of implementation, neither does it
rely on the relatively new and untested hardness assump-
tions related to pairing-based cryptography. This makes
it attractive for application in resource-constrained envi-
ronments where saving in computation, communication
and implementation code area is a premium.

The rest of this paper is organized as follows: The Beta
cryptosystem and supporting example for it are demon-
strated in Section 2 and 3 respectively. Proposed an ID-
based beta cryptographic scheme with chosen ciphertext
security is demonstrate in Section 4. The security ex-
amination of proposed ID-based cryptographic scheme is
presented in Section 5. Discuss comparison with previous
ID-based cryptographic schemes in Section 6. Finally,
Section 7 concludes the paper.

2 The Beta Cryptosystem

The algorithm consists of three sub-algorithm, Key gen-
eration, Encryption and Decryption.

2.1 Key Generation

The key generation algorithm runs as follows (user 1
should do the following).

1) Select arbitrary primes q and p each roughly of the
same size.

2) Calculates N = q ? p and Euler-phi function ϕ(N) =
(q − 1)(p− 1).

3) Choose an arbitrary integer e, 1 ≤ e ≤ ϕ(N) such
that gcd (e, ϕ(N)) = 1.

4) Choose an arbitrary integer b such that 2 ≤ b ≤
ϕ(N)− 1.

5) Choose an element β of the multiplicative group Z∗N
and calculate y1 = βbmod(N).

6) By using the extended Euclidean algorithm to calcu-
late the unique integer d, 1 ≤ d ≤ ϕ(N) such that
ed ≡ 1(modϕ(N)).

The public key is formed by (N, e, βb) and the correspond-
ing private key is given by (d, b, β).

2.2 Encryption

An user 2 to encrypt a message m to user 1 should do the
following:

1) The message is represented as an integer in the in-
terval [1, N − 1].

2) The cipher text is given by C = (mβb)emod(N).

2.3 Decryption

To recover the plaintext m from the cipher text C, user
1 should do the following:

1) Calculate y2 = βϕ(N)−bmod(N) = β−bmod(N).

2) Then calculate y3 = (y2)emod(N).

3) Recover the plaintext m by computing ((y2)e ?
C)d(modN).

3 Example

To make our construction easy to comprehend, we illus-
trate an example to show the basic principle of our pro-
posed scheme.

Let the two primes be q = 29 and p = 43 and set
N = 1247 and ϕ(N) = 1176.

3.1 Key Generation

The key generation algorithm runs as follows.

1) Select an arbitrary integer e = 11 and gcd
(11, 1176) = 1.

2) Select an arbitrary integer b = 19.

3) Choose an element β = 10 of the multiplica-
tive group Z∗N and calculate y1 = βbmod(N) =
(10)19mod 1247 = 427.

4) By using the extended Euclidean algorithm to com-
pute the unique integer d = 107, 1 ≤ d ≤ ϕ(N) such
that 11d ≡ 1(mod 1176).

The public key is formed by (N, e, βb) and the correspond-
ing private key is given by (d, b, β).

3.2 Encryption

An user 2 to encrypt a message m to user 1 should do the
following:

1) The message m = 1122 is represented as an integer
in the interval [1, N − 1].

2) The cipher text is given by C = (mβb)emod(N) =
(479094)11mod 1247 = 791.
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3.3 Decryption

To recover the plaintext m from the cipher text C, user
1 should do the following:

1) Calculate y2 = βϕ(N)−bmod(N) = β−bmod(N) =
917.

2) Then calculate y3 = (y2)emod(N) = 483.

3) Recover the plaintext m by computing ((y2)e ?
C)d(modN) = 1122.

4 An ID-based Beta Cryptosys-
tem Scheme with Chosen Ci-
phertext Security

The major contribution of our proposed ID-based beta
cryptosystem is the key generation phase. Upon the
successful creation of a private key, the scheme concept
can be easily implemented in encryption and decryption
posses.

4.1 Setup

By taking in security parameter t this algorithm will be
carried out by PKG as follows:

1) Let N = q ∗ p be a large prime number,such that
ϕ(N) = (q − 1)(p − 1) and β be an element of or-
der N in Z?N , x, y be PKG’s secret and public keys
respectively, where y = βxmod N .

2) Select two random integers e and d as 1 ≤ e, d ≤
ϕ(N), such that gcd(e, ϕ(N)) = 1 and ed ≡
1(modϕ(N)).

3) The PKG chosen randomly secrete information as ki
for (1 ≤ i ≤ t), where Σti=1ki < ϕ(N) and public
information Ki, where Ki = βkimod N ,for (1 ≤ i ≤
t).

4) Compute the hash function H : {0, 1}t → Z∗N .

4.2 Exact

For a given user identity ID ∈ {0, 1}∗, we compute the
private key of the user is βθA = vKKA

A mod N , where
θA = Σti=1kivAimodϕ(N), KA = Πt

i=1K
vAi
i mod N and

vAi is the ith bit of H(IDA) for (1 ≤ i ≤ t).

4.3 Encryption

To encrypt a message M ∈ {0, 1}∗ for ID as follows:

1) Set the public key VA = βθA = vKKA

A mod N , where
KA = Πt

i=1K
vAi
i mod N .

2) Chosen a random integer e such that gcd(e, ϕ(N)) =
1.

3) Compute the ciphertext to be C =
(MβθA)e(mod N).

4.4 Decryption

Let C be the valid ciphertext encrypted by using the pub-
lic key VA. The user can decrypt ciphertext using the
private key θA.

1) Calculate y2 = β−θA(mod N).

2) Compute ye2 = (β−θA)e(mod N).

3) Out put M as the decryption of C as

[(y2)e ∗ C]d(mod N) = [β−θAeMeβθAe]d(mod N)

= Med(mod N) = M(mod N).

5 Security Examination

In this section, we examine the security of ID-based beta
cryptosystem scheme. The following theorem shows that
ID-based beta cryptosystem scheme is IND-sID-CCA se-
cure, if beta cryptosystem is IND-CCA secure [8] in ran-
dom oracle model [9].

Definition 1. An ID-based cryptosystem scheme, E is
said to be selective identity, adaptively chosen cipher-
text secure (IND-sID-CCA), if no probabilistic polynomial
time (PPT) adversary A has a non-negligible advantage
in the following game in [4].

Theorem 1. The identity hash function H be a random
oracle. Then ID-based beta cryptosystem scheme is IND-
sID-CCA secure, if beta cryptosystem [Section 2] is IND-
CCA secure. Concretely, suppose there is an IND-sID-
CCA rival R1 that has advantage ε(k) against ID-based
beta cryptosystem. Then there exists an IND-CCA rival
R2 with advantage at least ε(k) against beta cryptosystem.
Its running time is rival O(time(R1)).

Proof. The main idea of this proof is to construct an IND-
CCA rival R2 to gain the advantage against beta cryp-
tosystem in the following IND-CCA game.

At the starting of the game, the IND-CCA challenger
generates the public key Kpub = 〈N, β, v〉 and a private
key x that satisfies v = βxmod N . The challenger gives
Kpub to rival R2, then rival R2 mounts an IND-CCA at-
tack using the help of algorithm rival R1 as follows:

Initialization. The rival outputs an identity IDch which
it wishes to be challenged.

Setup. The challenger runs the setup algorithm. It gives
the rival the resulting system parameters. It keeps
the masterkey to itself.

H-queries. To respond to H-query, R2 maintains a list
of tuples 〈IDAi, VAi, θAi〉 which we refer to as H list.
The list is initially empty. When R1 queries H at a
point IDAi, R2 responds as follows:

1) If the query on IDAi already appears on the
H list in a tuple of the form 〈IDAi, VAi, θAi〉 then
R2 responds with H(IDAi) = vAi as a answer.
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2) If the query is new to the H oracle, R2 will
pick a random θAi ∈ Z∗N and computes VAi =
βθAimod N , else R2 sets θAi = ∗ and VAi = v.
as a answer. Here ∗ denotes a special symbol.

3) R2 adds the tuple 〈IDAi, VAi, θAi〉 to H list and
gives back VAi to R1.

Phase 1-Extraction queries. When R1 asks for the
private key associated to IDAi, R2 runs the
above algorithm and gets H(IDAi) = vAi, where
〈IDAi, VAi, θAi〉 is the corresponding entry in H list.
As VAi = βθAimod N , R2 can retrieve the legitimate
private key θAi for IDAi. The extraction query on
IDch will be denied.

Phase 1-Decryption queries. Let 〈IDAi, Ci〉 be a de-
cryption query issued by adversary R1, where C is
ciphertext of beta cryptosystem. R2 responds to the
query as follows:

1) If 〈IDAi 6= IDch〉, then R2 runs H-query algo-
rithm such that of the form 〈IDAi, VAi, θAi〉 be
the corresponding tuple on H list. Next it uses
the private key θAi to respond to the decryption
query.

2) If 〈IDAi = IDch〉, then R2 forwards the de-
cryption query with 〈Ci〉 and then relays the
challenger’s response back to R1.

Challenge. Once R1 decides that Phase 1 is over it out-
puts two messages M0 and M1 which it wishes to be
challenged on. Algorithm R2 responds as follows:

1) R2 gives the challenger M0 and M1 as the mes-
sages that it wishes to be challenged on. The
challenger responds with the beta cryptosys-
tem’s ciphertext C such that C is the encryption
of Mc for a random coin c ∈ {0, 1}.

2) Next, R2 runs the algorithm for responding H-
queries to obtain v ∈ Z∗N such that H(IDch) =
v and forwards C to R1.

Phase 2-Extraction queries. R2 responds the same as
in Phase 1, except for the extraction query on IDch,
which will be rejected.

Phase 2-Decryption queries. R2 responds the same
as in Phase 1 except the decryption query 〈IDch, C〉
will be denied.

Guess. Rival R1 finally outputs a guess c′ for c. Rival
R2 outputs c′ as its guess for c.
The responses to H-queries are as in the factual at-
tack since each response is uniformly and indepen-
dent distributed in Z∗N . All responses to private key
extraction queries and decryption queries are valid.
So R2 will not abort during the simulation, the pos-
sibility of perfect simulation is 1. From these we can
conclude that Rival R1’s view is identical to its view
in the factual attack. By the definition of algorithm

R1 we have that |Pr[c = c′]−1/2| ≥ ε(k), thereby R2

has at least advantage ε(k) against beta cryptosys-
tem. This proves theorem 5.0.2 and terminates the
proof.

6 Performance Comparison of
Other ID-based Cryptographic
Schemes

In this section, we have discussed four most wide-used
ID-based encryption schemes and compared their per-
formance. These four ID-based cryptographic schemes
are: Selective-ID Secure ID-based cryptosystem without
Random Oracles [3], Boneh-Franklin ID-based cryptosys-
tem [6], Cocks ID-based cryptosystem [7], Authenticated
ID-based cryptosystem [13], and our proposed ID-based
beta cryptosystem. These schemes have different perfor-
mance on server for evaluating Encrypt algorithm per-
formance, decryption algorithm performance, and com-
putational cost. Notations used in this computation are
as follows: P = airing operation, M = Modular multi-
plication, e = Exponentiation in G, m =Scalar or Point
Multiplication in G, x = XOR operation, h = Hashing,
a = addition modulo, i = inverses modulo , J = Jacobi
symbol and C(γ) = Computation cost of operation γ.

Figure 1: Computational cost

Based on our observation of Figure 1, we have ob-
served that proposed ID-based beta cryptosystem has a
better performance than other four schemes [3, 6, 7, 13]
in encryption and decryption algorithms. Our proposed
scheme is faster than schemes [3, 6, 7, 13] in two aspects.
First, our proposed scheme needs no pairing compu-
tation in encrypt algorithm and decryption algorithm,
because ẽ(P1, P2) can be pre-computed. Secondly, in the
operation of mapping an identity to an element in G1 or
G2 , the map-to-point algorithm used by scheme [6] and
scheme [3] is not required because simple hash function
is used in our scheme to map an identifier to an element
in Z∗N . Our proposed scheme is faster than scheme [7]
in one aspect. The size of ciphertext is very large and
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consists of two elements of ZN per bit of the message
but the size of our proposed scheme is smaller than
scheme [7] and consists of an element of Z∗N per bit of
the message.

Figure 2: Total computational cost

Also, we evaluated the total computational cost of the
four schemes [3, 6, 7, 13] and proposed scheme in Fig-
ure 2. We found that the computation cost of scheme [3]
is near about the scheme [13] and the computation cost
of scheme [7] is near about the scheme [6] and the com-
putation cost of our proposed is much less to other four
schemes and half of scheme [13]. As we know that in
the Extract algorithm of scheme [6] and scheme [13], an
identity string is mapped to a point on an elliptic curve
and the corresponding private key is computed by mul-
tiplying the mapped point with the master key of pub-
lic key generator (PKG) and Extract algorithm of our
proposed scheme requires much simpler hashing than the
schemes [6, 7, 13]. Hence the computational cost will re-
duce and therefore improves performance.

7 Conclusion

In this article, we deals with new mechanisms for ID-
based beta cryptographic scheme, whose unforgeability
can be reduced to the hardness of the generalized dis-
crete logarithm problem and integer factorization prob-
lem over multiplicative group, which are a fundamen-
tal intractable problems in cryptography. It is selec-
tive identity adaptive chosen ciphertext security (IND-
sID-CCA) under assumption of generalized discrete log-
arithm problem and integer factorization problem over
multiplicative group in random oracle. This scheme is fast
than Boneh and Franklin-ID-based cryptographic scheme,
Cocks- ID-based cryptographic scheme, Authenticated
ID-based cryptographic scheme, Selective-ID Secure ID-
based cryptographic scheme and having very low compu-
tational cost. Therefore, our new scheme is more practical
and has the same security as the original discrete log-

arithm problem and integer factorization problem-based
system.
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Abstract

In order to avoid the data loss in cloud storage, some
users prefer to store multiple replicas on the cloud server.
Multiple-Replica Provable Data Possession (MR-PDP)
schemes are proposed to check the integrity of remote
multiple-replica data. In most of the previous schemes,
the user has to generate a homomorphism authenticator
based on BLS signature or RSA signature for each block
of each replica before uploading them to the cloud. This
can incur high overhead for the user especially when the
data is very big. In this paper, we make use of the al-
gebraic signature technique to generate authenticator for
each block of each replica. Because most operations of al-
gebraic signature are XOR operations, it only needs mini-
mal computation and communication cost. Moreover, we
design a new data structure named Divided Map-Version
Table (DMVT) to efficiently support full dynamic data
operations. The performance analysis demonstrates that
our scheme is very efficient for verifying the integrity of
multiple-replica dynamic big data.

Keywords: Algebraic Signature; Dynamic Data; Multiple
Replicas; Provable Data Possession

1 Introduction

Cloud storage brings enormous convenience to the cloud
user. However, the user loses direct control of their data
in the cloud storage system. In order to detect whether
the user’s data is unabridged, Provable Data Possession
(PDP) schemes have been proposed [9,10]. In 2007, Ate-
niese et al. [1] firstly presented the definition of Prov-
able Data Possession (PDP). Subsequently, a lot of PDP

schemes have been proposed such as [8, 11, 12, 15, 17–24,
26].

The above PDP schemes are designed for single replica
of user data. If cloud server suffers from some irresistible
disasters, the user may lose some important data perma-
nently. Therefore, it is necessary for the user to store
multiple replicas of important data on multiple servers.

In order to check the integrity of multiple copies
of data, multiple-replica PDP schemes have been pro-
posed [3]. In most schemes, one replication technology
is used to generate multiple replicas in distributed stor-
age system. However, this method cannot resist collusion
attack of cloud servers. Cloud servers can make data
owner believe that they truly stored all replicas while
they only save one replica in fact. In order to solve
this problem, Curtmola et al. [5] proposed a PDP scheme
named Multiple-Replica Provable Data Possession (MR-
PDP). In this scheme, multiple replicas of data are stored
on multiple servers across multiple data center. Subse-
quently, other Multiple-Replica PDP schemes were pro-
posed [7, 13, 27]. However, the above schemes can only
support static data. In many practical applications, the
data owner might frequently update the data stored in
the cloud. In order to solve this problem, Ayad et al. [2]
proposed a provable multi-replica data possession scheme
supporting dynamic data. This scheme adopts the homo-
morphic authenticator to generate the tag for each data
block. The data owner needs to generate m×n homomor-
phic authenticators if the data file is divided into n blocks
and the cloud server stores m replicas. In the process of
calculating homomorphic authenticator, there are a lot of
modular multiplication operations. This may incur high
computation overhead for the data owner. Furthermore,
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this scheme cannot efficiently support dynamic data op-
erations, especially for insert or delete operations. There-
fore, how to design an efficient Multiple-Replica PDP
scheme supporting dynamic data operations is an inter-
esting topic.

The main contribution of this paper can be summa-
rized as follows:

• We propose a provable multiple-replica dynamic data
possession scheme for big data storage. We make use
of algebraic signature to generate authenticator for
each data block, which incurs very low computation
overhead for the user.

• We design a new data structure - Divided Map-
Version Table (DMVT) - to efficiently support full
dynamic data operations (on data block level), such
as insertion, deletion, modification, and append.
When the large-scale outsourced data are frequently
updated, the proposed scheme incurs minimum com-
putation cost.

Organization. The rest of this paper is organized in
the following way: In Section 2, we give the definition
of system model and present our design goals. Then we
introduce the algebraic signature and the proposed data
structure DMVT in Section 3. In Section 4, we describe
our proposed scheme in detail. The security and perfor-
mance analysis of the proposed scheme is presented in
Section 5. In Section 6, we give the conclusions.

2 Problem Statement

2.1 System Model

Figure 1: The system model

As shown in Figure 1, there are three types of entities
in the system model: (1) Data Owner: an entity who can

store large-scale data in the cloud, and then may perform
modify, delete, insert, and append operations to update
their outsourced data. (2) Cloud Storage Provider(CSP):
an entity who provides storage service for the data owner
and is in charge of managing the cloud servers. (3) Au-
thorized Users: a collection of clients gain the access au-
thorization from the data owner firstly, then they have
the right to access the outsourced data and share the de-
cryption key with the data owner. For the simplicity of
description, we assume the data owner is in charge of
checking the integrity of multiple replicas of data in our
system model.

2.2 Design Goals

A Multiple-Replica PDP scheme should satisfy the follow-
ing properties: (1) High efficiency: to allow data owner to
efficiently check the integrity of multiple replicas of data.
(2) Being against collusion attack: to ensure that col-
luded cloud servers cannot cheat users if they don’t have
all copies of data. (3) Supporting dynamic operations: to
allow data owners to frequently update their outsourced
data by performing insert, modify, delete, and append
operations.

3 Preliminaries

In this section, we first introduce the algebraic signature
technique used in our scheme; and then give the definition
of our proposed data structure named DMVT.

3.1 Algebraic Signature

The algebraic signature is a type of hash functions with
algebraic properties. The main property of algebraic sig-
nature is that the signature of the sum of some random file
blocks is equal to the result of the sum of the signatures of
the corresponding blocks. Therefore, we can compute the
algebraic signature of the data block bij which is divided
into s sectors:

Sα(bij) =

s∑
k=1

bijk · αk−1.

Note that α is an element in the Galois field. Moreover,
bij denotes the j -th block of the i -th replica. There are
some important properties of the algebraic signature [14]:

1) The algebraic signature of concatenation of message
m1 with l length and message m2 can be computed
as follows:

Sα(m1||m2) = Sα(m1)⊕ lαSα(m2).

2) The signature of the summation of several file blocks
is equal to the summation of the signature of each
block:

Sα(b1j+b2j+...+bmj) = Sα(b1j)+Sα(b2j)+...+Sα(bmj).
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3.2 Divided Map-Version Table

The data structure named Divided Map-Version Ta-
ble(DMVT) consists of two important components: (1)
The logical index (Lj): a logical number of file blocks.
(2) Version number (Vj): the current version of file blocks.
The initial value of Vj is 1. When the data owner updates
a data block, the corresponding Vj increases one. Assum-
ing the file F is divided into 15 blocks, and 3 DMVTs are
used to support dynamic operations, we display these 3
DMVTs in Figure 2. The DMVTs are stored on the data
owner side.

Figure 2: An example of three DMVTs

4 The Proposed Scheme

4.1 Common Notations

φ : Z∗q × Z∗q → Z∗q , a pseudo-random function (PRF).

π : Z∗q × {1, 2, ..., n} → {1, 2, ..., n}, a pseudo-random
permutation (PRP).

Ek(·), Dk(·): the encryption algorithm and the decryp-
tion algorithm of a symmetric cryptosystem with
symmetric key k.

4.2 Scheme Description

The proposed scheme consists of six algorithms (Setup,
ReplicaGen, TagBlock, DataUpdate, Challenge, ProofGen,
ProofVerify).

Setup: Let G1 be a multiplicative cyclic group generated
by g with prime order q. The data owner randomly
selects a secret key kR←−Z

∗
q , and computes a public

key y = gx ∈ G1.

ReplicaGen: Assume that the file F is divided into
n blocks {b1, b2, ..., bn}. The data owner creates
m differentiable replicas F̂ = {F̂i}1≤i≤m that are

stored on m cloud servers. A replica F̂i is di-
vided into n blocks F̂i = {b̂ij}1≤j≤n, where b̂ij =

Ek(i||bj). Furthermore, the block b̂ij is fragmented

into s sectors with the same length. Denote block
b̂ij = {b̂ij1, b̂ij2, ..., b̂ijs} 1≤i≤m,

1≤j≤n
. So replica F̂i =

{b̂ijk} 1≤j≤n,
1≤k≤s

, where each sector b̂ijk ∈ Zq.

TagBlock: Given the distinct data file replicas F̂ =
{F̂i}1≤i≤m, where F̂i = {b̂ij}1≤j≤n, the data owner

generates a tag Tij for each block b̂ij by computing:

Tij = Sα(b̂ijk||Fid||j||Lj ||Vj)

=

s∑
k=1

(b̂ijk||Fid||j||Lj ||Vj) · αj−1

where Lj is the logical number of the block at phys-
ical position j, Vj is the current version of the block,
and Fid is the unique name of the file F. In order to
avoid the replay attack, the data owner computes:

Cij = Sα(Fid||j||Lj ||Vj)

=

s∑
k=1

(Fid||j||Lj ||Vj) · αj−1

The data owner computes Tj =
m∑
i=1

Tij and Cj =

m∑
i=1

Cij to reduce the storage overhead and the com-

munication overhead of cloud servers. Hence, the
CSP only needs to store n tags for the replicas
F̂ = {Fi}1≤i≤m. Denote the set C as {Cj}1≤j≤n
and the set T as {Tj}1≤j≤n. The data owner sends

{C, F̂ , T} to the CSP, and deletes the local replicas
and tags.

DataUpdate: The dynamic operations include Block
Modification (denoted by BM), Block Insertion (de-
noted by BI), Block Append, and Block Deletion
(denoted by BD).

• Block Modification: Assume that the data
owner wants to modify a block bj with b′j in file

F = {b1, b2, b3, ..., bn} for all file replicas F̂ =
{Fi}1≤i≤m. The data owner does as follows:

1) Finds the corresponding Vj , then updates
Vj = Vj + 1. The data owner recomputes
Cij .

2) Generates m differentiable blocks {b̂′ij}.
Divides b̂′ij = Ek(i||b′j) intossectors

{b̂′ij1, b̂′ij2, ..., b̂′ijs}.
3) Computes a new tag for each block b̂′ij as

follows:

T ′ij =

s∑
k=1

Sα(b̂′ijk ‖Fid ‖j ‖Lj ‖Vj )

=

s∑
k=1

(b̂′ijk ‖Fid ‖j ‖Lj ‖Vj ) · αj−1
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And computes an aggregated tag T ′j =
m∑
i=i

T ′ij .

4) Sends a modification message

< Fid, BM, j, {b̂′ij} 1≤i≤m,
1≤j≤n

, T ′j > to the

CSP.

When the CSP receives the modification mes-
sage from the data owner, he replaces the block
b̂ij with b̂′ij for 1 ≤ i ≤ m, and replaces Tj in
the set T with T ′j .

• Block Insertion: Assume that the data owner
wants to insert a new block b̂ after the j -th block
in file F = {b1, b2, ..., bn}, and the new file is

F ′ = {b1, b2, ..., bj , b̂, ..., bn+1}. The data owner
does as follows:

1) Finds the location of the j -th block in the
DMVT table according to the tuples of the
range of Lj .

2) Inserts a new table entry <
Lj+1, Vj+1 >=< n + 1, 1 > in the
DMVT after position j. And recomputes
Cij .

3) Generates m distinct blocks {b̂i}1≤i≤m,

where b̂i = Ek(i||b̂). Each block of

{b̂i}1≤i≤m is fragmented into s sectors.

4) Computes a new tag T̂i for each block b̂i as
follows:

T̂i =

s∑
k=1

Sα(b̂ik||Fid||j + 1||Lj+1||Vj+1)

=

s∑
k=1

(b̂ik||Fid||j + 1||Lj+1||Vj+1) · αj−1

And computes an aggregated tag T ′ =
m∑
i=1

T̂i.

5) Sends an insert message < Fid, BI, j,

{b̂i}1≤i≤m, T ′ > to the CSP.
Upon receiving the insert message, the

CSP inserts the new block b̂ for each
file replica to generate new file replicas
{F̂i}1≤i≤m, and constructs the new file

replicas {F̂ ′i}1≤i≤m. The CSP also inserts
T ′ after the position j of aggregated tags.

• Block Append: The append operation of the
data block is equivalent to performing an insert
operation after the last block of the file.

• Block Deletion: If the data owner hopes to
remove the block at position j from all replicas,
and he deletes the entry at position j from the
DMVT. Meanwhile the number of elements in
Li decreases one. He sends the deletion request
< Fid, BD, j, null, null > to the CSP.

Upon receiving the deletion request, the
CSP deletes the blocks {b̂ij}1≤i≤m and Tj
from T. The CSP outputs the new file repli-
cas F̂ ′ = {F̂ ′i}1≤i≤m and a new set T ′ =
{T1, T2, ..., Tj−1, Tj+1, ..., Tn−1}.

Figure 3 shows the changes of the DMVTs for differ-
ent dynamic operations. The file F is divided into 15
blocks, and 3 DMVTs are used to support dynamic
operations. As shown in Figure 3(a), the initial value
of Vi is 1. As shown in Figure 3(b), when the data
owner modifies f[9], V9 is incremented by 1. To in-
sert a new block after f[9], Figure 3c shows that a new
entry < 16, 1 > is inserted after the position 9, where
16 is the logical index the new inserted block, and 1
is the version number of the new inserted block. As
shown in Figure 3(d), the append operation of the
block is equivalent to performing an insert operation
after the last block of the file. Deleting a block f[3] re-
quires deleting the table entry < L3, V 3 > and shift-
ing all subsequent entries one position up (as shown
in Figure 3(e)).

Challenge:

1) The data owner chooses a random value c as the
number of the challenged blocks.

2) And then picks two random numbers
k1 R←−Z

∗
q , k2 R←−Z

∗
q .

3) Finally, the data owner sends the challenge
chal = (c, k1, k2)to the CSP.

ProofGen:

1) After receiving the challenge from the data
owner, the CSP computes lt = πk1(t) and at =
φk2(t) for 1 ≤ t ≤ c.

2) And then the CSP computes µ=
∑c
t=1 Tlt ⊕Clt

and σk =
∑c
t=1 b̂i,lt,k for 1 ≤ k ≤ s.

3) Finally, the CSP returns a proof (σ, µ).

ProofVerify: Upon receiving the proof from the CSP, the
data owner does as follows:

Firstly, computes lt = πk1(t), at = φk2(t) for
1 ≤ t ≤ c. And then checks whether the following
verification equation holds or not.

Sα(σ)
?
=µ.

If this equation holds, it means that the CSP prop-
erly stores all the replicas of the file. Otherwise, not.
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Figure 3: The changes of the DMVTs for different dynamic operations
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5 The Security and Performance
Analysis

5.1 The Correctness and Security Analy-
sis

5.1.1 The Correctness Analysis

We analyze the correctness and the security of the pro-
posed scheme. In the ProofVerify stage, we firstly extend
by using the properties of the algebraic signature as fol-
lows:

µ =

c∑
t=1

Tj ⊕ Cj

=

c∑
t=1

s∑
k=1

(Sα(b̂ijk||Fid||j||Lj ||Vj)⊕ Sα(Fid||j||Lj ||Vj))

=

c∑
t=1

s∑
k=1

Sα(b̂ijk)⊕ lα ⊕ Sα(Fid||j||Lj ||Vj)

⊕ Sα(Fid||j||Lj ||Vj))

=

c∑
t=1

s∑
k=1

Sα(b̂ijk).

(1)
And then we demonstrate the correctness of the above

verification equation as follows:

Sα(σ) = Sα(

c∑
t=1

s∑
k=1

b̂ijk)

=

c∑
t=1

Sα(

s∑
k=1

b̂ijk)

=

c∑
t=1

s∑
k=1

Sα(b̂ijk)

= µ.

5.1.2 The Security Analysis

Theorem 1. (The auditing soundness) In the proposed
scheme, the cloud can pass the verification only if it ac-
tually stores intact data.

Proof. If the cloud passes the verification but does not
possess the intact data, it means that the cloud can forge
the valid algebraic signature for any message. Algebraic
signature condenses a large block into a bit string. The
bit string can be made long enough to make an acciden-
tal almost impossible to happen. For example, a 64 bits
signature will suffer a collision with probability 2−64 and
a 256 bits signature with probability 2−256. It is proba-
bilistically impossible for a site that does not know any
secret to generate a coherent set of signatures. As a re-
sult, the algebraic signature is secure enough for checking
the integrity of multiple replicas.

Theorem 2. (The resisting collusion attack of cloud
servers) In the proposed scheme, the cloud cannot make
data owner believe that they truly stored all replicas, but
in real they only save one replica.

Proof. In our scheme, the data owner creates m differ-
entiable replicas F̂ = {F̂i}1≤i≤m that are stored on m
cloud servers. The cloud sever can not know the con-
tent of replicas stored on other cloud servers. The proof
(σ, µ) generated by the CSP will be valid and will pass

the verification equation Sα(σ)
?
=µ only if all copies are

intact. Thus, when there is one or more corrupted copies,
the whole auditing procedure fails. So, the cloud cannot
make data owner believe that they truly stored all repli-
cas, but in real they only save one replica.

Theorem 3. (Detectability) Our proposed auditing
scheme is (mn , 1− (n−1n )c) detectable if the cloud stores a
file with n blocks including m bad (deleted or modified)
blocks, and c blocks are challenged.

Proof. Assume that the cloud stores a file with total n
blocks including m bad (deleted or modified) blocks. The
number of challenged blocks is c. Thus, the bad blocks can
be found out if and only if at least one of the challenged
blocks chosen by the verifier matches the bad blocks. We
use a discrete random variable X to denote the number of
blocks selected by the challenger that matches the block-
tag pairs changed by the adversary. We use PX to denote
the probability that at least one block chosen by the chal-
lenger matches the blocks changed by the adversary. So

PX = P{X ≥ 1}
= 1− P{X = 0}

= 1− n−m
n

n− 1−m
n− 1

× ...× n− c+ 1−m
n− c+ 1

.

We can get PX ≥ 1 − (n−mn )c. Thus, the proposed
auditing scheme is (mn , 1−(n−mn )c) detectable if the cloud
stores a file with n blocks including m bad (deleted or
modified) blocks, and c blocks are challenged.

5.2 Performance Analysis

Compared with schemes [2,6,13,25], the proposed scheme
is more efficient and has two advantages. In the following
paragraphs, we will thoroughly explain why our scheme
has two advantages over these schemes.

1) In this work, the computation overhead on the data
owner is greatly reduced. In schemes [2, 6, 13, 25],
the data owner uses BLS signature to generate a
homomorphism authenticator for each block of each
replica. In the process of calculating homomorphic
authenticator, there are a lot of modular multiplica-
tion operations. This incurs high computation over-
head for the data owner. So the data owner needs to
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be powerful enough to perform these costly compu-
tations when the data are outsourced. However, in
the real world, the data owner (eg, using PDAs and
mobile phones) may possess low computation capa-
bilities. Observing this fact, we select to use the al-
gebraic signature technique to generate authenticator
for each block of each replica in this paper. Because
most operations of algebraic signature are XOR oper-
ations, the computation overhead on the data owner
is minimal.

2) Our scheme efficiently supports full dynamic data
operations. As shown in Figure 5, our proposed
scheme is more efficient than the scheme [2] when
the data owner frequently performs data update. In
the scheme [2], the computation overhead during the
insert and delete operations is O(n), where n is the
number of the file blocks. In our scheme, the data
owner only needs to shift a part of the outsourced
data blocks (nk − i) that incurs only O(nk ) compu-
tation overhead on the data owner side when he in-
serts or deletes a data block. In the scheme [13],
the data owner uses fully homomorphic encryption
algorithm to generate multiple copies and to sup-
port data block dynamic operations. We know that
fully homomorphic encryption algorithm can incur
heavy computing burden on data owner and is in-
efficiency according to the scheme [4]. So, our pro-
posed scheme is more efficient than the scheme [13].
The scheme [25] supports batch verification based on
identity but not allows data owner stores multiple
replicas on the cloud and not supports data block dy-
namic operations. In the scheme [6], the cloud uses
skip list to support data block dynamic operations
and the computation overhead during the insert and
delete operations is O(n). Moreover, in this scheme,
data file F is split into blocks, and each data block
is split into sectors. In the scheme [6], data file F
is split into blocks, but the data block is not split
into sectors. In fact, the fragment operation of data
blocks can reduce the number of data authentica-
tors. Obviously, our scheme is more efficient than
the scheme [6].

Here we analyze the storage and communication
overhead of our proposed scheme. For a concrete ex-
ample of using our scheme, we consider an algebraic
signature is 256 bits, a 102MB file F is divided into
125,00 blocks (each block is 8KB) and the file F has
10 replicas. In the Setup stage, the data owner only
needs to store one secret key k (160 bits). During the
TagBlock stage, the data owner stores the file and its
tags on cloud servers. The additional storage is less
than 4MB. In the challenge phase, the data owner
sends challenge message to server, and the size of
this message is about 480 bits. If the server deletes at
least 1% of F, the data owner can detect server mis-
behavior with probability over 99% by asking proof
for 460 blocks. The response of server is less than

8KB.

5.2.1 Experiment Results

With the help of Pairing-Based Cryptography (PBC) li-
brary [16], we evaluate the proposed scheme in several
experiments. We conduct these experiments on a Linux
server with Intel processor running at 2.70 GHz and 4
GB memory. We choose a bilinear map that uses a su-
persingular curve to achieve the fast pairing operations.
Therefore, the base field is 160bits, the size of an element
in Z∗q is 20 bytes, and the size of an element is 128 bytes.
In our experiments, the file is set to 102MB consisting of
125,00 blocks, and has 10 replicas.

Figure 4: Computation overhead of data owner in verifi-
cation phase

In our scheme, the most of operations in verification
phase are XOR operations. In scheme [2], the most of
operations are multiplication operations. We show these
two schemes verification time with different number of the
challenged blocks in Figure 4. We can see that the veri-
fication time in scheme [2] is about 0.6s with the 10,000
challenged blocks. In contrast, the verification time in
our scheme is only about 5ms with the 10,000 challenged
blocks. Therefore, the verification time in our scheme is
remarkable efficient than that in scheme [2].

In Figure 5, we demonstrate the efficiency of the
scheme [2] and our scheme when the data owner fre-
quently performs data update. In our scheme, 10 DMVTs
are used to support insert or delete operation. In the ex-
periment, we consider computation time of inserting or
deleting a block(i) with the number of updated blocks
increasing from 100 to 1000. When insert or delete a
block(i) in the scheme [2], the data owner firstly looks for
the precise position of the block(i); and then shifts (n-i)
blocks. This process will incur high computation cost,
when the data owner frequently performs data update.
Our scheme overcomes this weakness because 10 DMVTs
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Figure 5: Comparison of computation cost of frequent
data update

are used to enhance the efficiency. When the data owner
frequently performs data update, our proposed scheme is
more efficient than the scheme [2].

Figure 6: Comparison of computation cost when number
of update requests is 100

In Figure 6, we show the computation cost of dynamic
data update with the file size from 1GB to 10GB. Assume
that 100 blocks are inserted or deleted. In scheme [2], the
data owner needs to shift a large number of data blocks,
so it will incur high computation overhead. When the
data size increases from 1GB to 10GB, the computation
time increases from 0.1s to 1.1s. In contrast, our scheme
can remarkably reduce the computation overhead. For
a 10GB file, the computation time is only 0.05s in our
scheme. Therefore, our scheme is very efficient for large-
scale files.

As shown in Table 1, the storage space of file copies

Table 1: Storage and communication overheads in our
scheme and schemes [2, 3, 26]

(|F| is the size of the file F ; m is the number of file
copies; n is the number of data blocks; s is the number

of sectors of one data block; c is the number of the
challenged blocks.)

in our scheme is equal to that in schemes [2, 3, 26]. The
CSP overheads in both our scheme and schemes [2, 3, 13]
are linear in n. The verifier overheads and the size of the
challenge message in our scheme are equal to those in the
scheme [2, 3]. Especially, the size of response message in
our scheme is almost constant and far less than that in
schemes [2, 3]. Compared with the scheme [13], the size
of challenge message and response message are less than
that in scheme [13].

6 Conclusion

In this paper, we propose a provable multiple-replica dy-
namic data possession for big data storage in cloud com-
puting. In our scheme, we use the algebraic signature to
reduce the computation and communication overhead on
the data owner side. Meanwhile, in order to achieve effi-
cient dynamic operation, we design a new data structure
DMVT. The experimental results demonstrate that our
scheme is efficient.
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Abstract

Black-Hole and Gray-Hole attack considers two of the
most affected kind of attacks on the Mobile Ad-Hoc Net-
work (MANET). Therefore, the use of intrusion detection
system (IDS) has a major importance in the MANET
protection. In this paper, a proposed optimized fuzzy
based intrusion detection system is presented with an au-
tomation process of producing a fuzzy system by using an
Adaptive Neuro-Fuzzy Inference System (ANFIS) for the
initialization of the FIS and then optimize this initialized
system by using Genetic Algorithm (GA).

Keywords: ANFIS; Black-Hole Attack; FIS; GA

1 Introduction

Mobile ad-hoc network (MANET) is a new and evolving
area of interests, which used in many different applica-
tions [6]. The black-hole attack is a Denial of Service
(DoS) attack; it works by drawdown packets in the net-
work to a malicious node and then drops, alters the con-
tent of the packets, or even passes the packets to another
malicious node [1]. Another effective attack is gray-hole
attack [7], MANET works under an assumption that all
nodes in the network are collaborating to forward pack-
ets [3], which is not true as there are selfish nodes that
refuse to forward the packets to reserve its energy and
other resources, also there are attack nodes, which drop
packet to harm the network. One of the important parts
in utilizing and deploying the MANET is securing it.
Achieving a secure MANET helps this kind of network
to achieve its full potential, which is to be used not only
in military and crises situation applications but also in a
commercial way. A certain level of security can accom-
plish by using the existing security solution [25]. How-
ever, because of the nature of the MANET, it has its
own vulnerabilities coupled with the normal vulnerabil-
ities of the wireless networks [5]. Therefore, these solu-
tions cannot provide a sufficient security level. Intrusion
detection systems [2] with the traditional security solu-
tions can accomplish a sufficient security level. In this

paper, a proposed intrusion detection system (IDS) intro-
duced against the black-hole and gray-Hole attack where
an adaptive neuro-fuzzy inference system (ANFIS) used
to automate the process of producing a fuzzy system and
then optimizes this system using the genetic algorithm
(GA). The system tested in the presence of black-Hole
attack and the presence of both black and gray-hole at-
tack.

The rest of this paper is organized as follow: Sec-
tion 2: literature survey; Section 3: problem statement;
Section 4: proposed systems; Section 5: performance eval-
uation; Section 6: results are discussions, and Section 7:
conclusions.

2 Literature Survey

There are many techniques used to detect the packet drop
attack (mainly black-Hole attack and gray-attack) some
of these techniques are presented below [8, 24].

2.1 PDRR Based Detection Method

The packet Drop Ratio (PDRR) used in [19] to detect
the behavior of black-Hole nodes. The PDRR calculated
from the Packet Delivery Ratio (PDR) where it is used as
a performance metric. The maximum PDRR calculated
in an attack free network and then sets as a threshold
value.

In network exhibiting attacks the PDR calculated for
each node, the node that has a PDR exceeds the threshold
value consider malicious otherwise, its behavior consider
normal.

2.2 Promiscuous Mode Detection
Method

A secure routing protocol presented in [21], which is a se-
cure modified version of the ad-hoc on demand distance
vector (AODV) routing protocol. In this modified routing
protocol, the promiscuous mode used to detect malicious
nodes. The promiscuous mode allows any node to over-
hear the communication of its neighbors. As soon as the
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tested node sends a route reply (RREP) message to the
source node replying to the route request (RREQ) mes-
sage, its neighbor promiscuously hears this RREP. So, it
sent a plane packet to the tested node to see if it for-
warded it to the destination if it does the testing node is
considered normal and if not malicious.

2.3 Additional RREP Detection Method

In [13], a secure AODV routing protocol presented to de-
tect the malicious nodes by adding a preprocessing stage
called preprocess RREP. In this method, all the RREP
messages received in a predefined time slot is stored to
find the freshest RREP, analyze the data, and secure route
to the destination. When the source node receives RREP
messages it stores them and compares its destination se-
quence number, whenever a RREP message received with
a much higher destination sequence number the RREP
will be discarded and the black-Hole attack is detected.

2.4 Watchdog and Pathrater Detection
Method

The watchdog and pathrater technique was introduced
by Marti et al. in [15]; it was added on top of the stan-
dard routing protocol to increase the throughput of the
network when malicious nodes appear in the network.
This method is divided into two parts: watchdog part
and Pathrater part. The watchdog part works as IDS for
MANETs to prevent malicious nodes. This is done by
promiscuously listening to its next hop’s transmission, if
the node does not transmit the packet within a predefined
time the watchdog increases its failure counter, Whenever
a node’s failure counter surpasses a predefined limit, the
Watchdog hub reports it as getting out of hand. When a
node reported as a misbehaving node the pathrater which
is the other part of the technique work with the routing
protocol to avoid the misbehaving nodes in the future
transmission. This technique proved itself efficient; it is
also a node detection technique rather than link detection
technique.

2.5 Permutation-Based ACK Detection
Method

In [9], Dave proposed an Ad-hoc On-demand Multipath
Secure Routing (AOMSR), which is an improvement of
the AODV routing protocol with a security mechanism
based on the adaptive acknowledgment (AACK) and
TWO-ACK security mechanism. In this protocol, the
source node stores all the paths to the destination that
came from the RREP message. After detecting many
routes to the destination, the source node sends the same
packet throughout those paths. Every time the destina-
tion node receives this packet from any of these paths,
the destination node sends back a permutated acknowl-
edgment. If one of these paths does not send back a per-

mutated acknowledgment, a black-Hole attack can be de-
tected.

2.6 Using Fuzzy Logic Approach

The fuzzy logic used in intrusion detection since 90’s [16]
because it is able to deal with uncertainty and complex-
ity, which derived from human reasoning. By the help of
fuzzy variables or linguistic terms, intrusion detection fea-
tures can be viewed easily and the decision of normal and
abnormal activity in the network is based on its fuzziness
nature that can identify the degree of maliciousness of a
node instead of yes or no conditions. IF-then-else based
fuzzy rules are used to define all situations in the network
for identifying the attacks or intrusions. The fuzzy rule-
based system is known as fuzzy interference system (FIS)
that is responsible for taking decisions.

Method (1): Ramkumar in [17], proposed a fuzzy based
IDS where forward packet ratio and the average des-
tination sequence number is used to distinguish nor-
mal from malicious. The system is divided into four
parts: (1) Fuzzy factor withdrawal, (2) Fuzzy calcu-
lation, (3) Fuzzy confirmation module and (4) Alarm
packet generation module.

Method (2): Balan in [4], proposed a fuzzy based IDS
for black-Hole and gray-hole attack. The proposed
system consists of three main blocks they are: attack
categorization, fuzzy implementation, and fuzzy esti-
mation. The number of packets dropped by the node
is used in the fuzzy implementation module.

Method (3): Wahengbam in [29] proposed a fuzzy
based IDS. The parameters used in work were the
number of packets lost and the number of packets
forwarded by the node.

Method (4): Sengar et al. in [20] proposed a fuzzy
based where a trust level is calculated by a proposed
formula. Three ranges to this trust level used to cate-
gorize the nodes and differ the normal from abnormal
behavior.

Method (5): Vydeki et al. used in [28] a Sugeno type-2
FIS to detect the black-Hole attack. It is proven to
have 97% detection rate.

3 Problem Statement

The black-hole attack is a denial of service attack which
drawdown the network traffic to a specific malicious node.
The attack node in this type of attack act maliciously in
the route discovery process [14], this is done by sending a
fake route reply message to a requesting source node when
it sends a route request message with a fake destination
sequence number to fool the source node that it is the
shortest path to the destination. Then it drops, alters
the content of the packets, or even passes the packets
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Figure 1: The normal proposed system in detail

to another malicious node. The gray-hole attack is also a
denial of service attack like the black-Hole attack. The big
difference between the two is that the black-Hole attack
act maliciously from the beginning at the route discovery
process but the gray-hole attack does not. In gray-hole
attack, the malicious node acts legitimately in the route
discovery process by sending a true RREP message, but
if it is chosen to forward packets is act maliciously [11].
The malicious node can accomplish the gray-hole attack
selectively. This can be done by dropping packets for a
specific destination, or at a defined part of the day, or
by dropping a packet every t seconds or every n packets,
or even a randomly selected portion of the packets [18].
To detect the behavior of this attack and prevent it from
affecting the network an IDS mechanism must be used.

4 Proposed Systems

In many types of research, the solution of detection the
black and gray-Hole attack comes with the use of FIS,
which relies on the researcher experience to understand
the system very well in order to choose the number of the
membership function for each fuzzy set, the shape, and
the position of each one. In addition, it requires an effort
from the researcher’s hand to set the rule base for that
fuzzy system (noticing that even with a high expert re-
searcher these parameters are difficult to be optimized).
In order to see the effectiveness of the optimization pro-
cess in discovering the black-hole attack and gray-Hole
attack a fuzzy based IDS is introduced. A similar opti-
mization process used for grade estimation in [26].

The proposed intrusion detection system illustrated in
Figure 1 consists of four main modules: (1) Extraction of
the fuzzy based parameters module; (2) Fuzzy inference
module; (3) Fuzzy decision module; and (4) Response
module. To optimize and automate the fuzzy interface
module an optimization process is done which includes
three stages: Data preparations stage, ANFS stage, and
GA stage.

Figure 2: The data preparation stage

4.1 Extraction of Fuzzy Based Parame-
ters

In this module, a set of parameters chosen to be extracted
from the network (this parameter should be the most af-
fected parameters when attack nodes are presented in the
network); in this system, the forward packet ratio (FPR)
and the average destination sequence number (ADSN) are
chosen [23] as an input to FIS. In addition, the fidelity
level is chosen as an output from the FIS. To do that a
neighbor table is presented to every node in the network
to be able to store the number of forwarded data packets,
the no. of the packets that the neighbor has been send-
ing, and the destination sequence numbers that the node
receives from the neighbor each time it sends an RREP
message to it. Equation (1) can calculate FPR and ADSN
for each neighbor as follows:

FPR =
no. of the packets that the neighbor has been send

no. of forwarded data packets to the neighbor
(1)

ADSN for each node calculated by averaging the desti-
nation sequence numbers stored in the neighbor table in
a predefined time slot.
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4.2 Fuzzy Inference Module

An automation process is done to find the number of the
membership function for each fuzzy set, the shape, and
the position of each one to minimize the error that can be
done by setting these parameters manually. To optimize
and automate the fuzzy interface module an optimization
process is done which includes three stages: Data prepa-
rations stage, ANFS stage, and GA stage.

4.3 Data Preparations Stage

A database is extracted from the network by recording
all the activity of all the nodes in the network. Then a
mapping process is done by mapping the normal activity
with high FL (10 is chosen in the system) and the ma-
licious activity with low FL (0 is chosen in the system).
In the learning process, the normal activity and the ma-
licious activity is known by the IP address of each node.
After that, the input parameters ”forward packet ratio”
and ”average destination sequence number” must be cal-
culated from the database. The entire sets are divided
into two groups training group and testing group the first
is two-third of the data set and the second is the remain-
ing third. See Figure 2 for the Data Preparations Stage
process.

4.4 ANFS Stage

A generation of the initial individuals of the FIS is done
in this stage which will be optimized in the GA stage. A
Sugeno FIS with Gaussian MFs is chosen in this stage Fig-
ure 3 is the MFs for initial FIS. In addition, see Figure 4
for ANFS stage process.

Figure 3: The membership function for initial FIS

4.5 GA Stage

This module used as an optimization tool. Since the GA
deal with chromosomes, the variables presented to GA en-
coded by chromosome. Since each Gaussian MFs has two
variables (mean “M” and standard deviation “SD”) and
each rule has three variables (pi qi ri)) the chromosome
should look like, see Equation (1) [22, 27]:

M1SD1M2SD2 . . . . . . . . . p1q1r1 . . . . . . . . . p3q3r3 (2)

Figure 4: The ANFS stage

The initial population of individuals, which called the
parent population is evaluated by the fitness function,
which is the Mean Square Error (MSE). See Equation (3):

MSE =
1

n

n∑
i=1

(Pi − Ti)
2

(3)

Where Pi is the value of from the GA system, Ti is the
target value and n is the number of data in the training
dataset. GA started with 25 randomly generated chro-
mosomes, and their parameters were crossover percent-
age, mutation rate and population size with the values
of 0.4, 0.15, and 25, respectively. Figure 9 shows GA
optimization process and Figure 9 shows the optimized
membership functions.

Figure 5: The genetic algorithm stage
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Figure 6: The membership functions for optimized FIS

4.6 Fuzzy Decision Module

A threshold value with three as a value is used in this
module to distinguish the normal from the abnormal ac-
tivity. If the resulted FL from the Fuzzy Inference Module
is above the threshold value the node considers legitimate
otherwise the node is malicious.

4.7 Response Module

Four actions are done when a malicious node detected:

• Delete the malicious from the routing table.

• Add the malicious node to a blacklist.

• Any route reply message comes from any node in the
blacklist considers a fake route reply message and the
source nod will not consider it.

• Send a message to the other nodes in the network to
inform them about the malicious node.

5 Performance Evaluation

This section describes simulation methodology, network
simulation configurations, and performance metrics.

5.1 Simulation Methodology

The network simulated in four situations.Situation (1):
The network without the presence of malicious nodes, Sit-
uation (2): The network with the presence of only black-
Hole node, Situation (3): The network with the presence
black-Hole node and gray-Hole nodes, Situation (4): The
network with the presence of only black-Hole node and
the IDS. Situation (5): The network with the presence of
black-Hole node and gray-Hole nodes and the IDS. Each
situation simulated with 1 m/s speed mobility and 20 m/s
speed mobility

5.2 Network Simulation Configurations

The Network Simulation Configurations presented in Ta-
ble 1.

Table 1: The network simulation configurations

Parameter Network Parameter Value
Number of nodes 75 nodes
Coverage area 800×800 m
Transport layer UDP protocol
Packet length 512 bytes
Send interval 0.025s
Mobility type Random WP
Application layer for source nodes UDP Basic Burst
No. of sources 2 to 12
Application layer for the other nodes UDP Sink
Mac type IEEE 802.11
Routing protocol AODV
No. of black-hole attack node 1
No. of Gray-hole attack node 10
Initial position of black-Hole node (400,400)

5.3 Performance Metrics

A number of two performance metrics used to evaluate the
performance if the proposed system in the five situations,
which are:

• Packet Delivery Ratio (PDR) [12] , which shows the
ability to successfully deliver packets to the destina-
tion, which can be calculated by Equation (4):

PDR =

∑
No.of packets received by the destination node∑

no. of packets sent by source nodes
(4)

• Routing Overhead (ROH) [10], which shows the over
heading in the routing related packets resulted by the
use of the proposed IDS which can be calculated by
Equation (5):

ROH =

∑
routing related packets in bytes∑

total routing/data transmissions in byte
(5)

6 Results and Discussions

In this section, the simulated result presented along with
result discussion. Two different scenarios presented the
first with low-speed mobility (1 m/s) and the second with
high-speed mobility (20 m /s). Each scenario simulated
in five situations (without attack, with a black-Hole at-
tack only, with both black-Hole and gray-Hole attack,
with black-Hole attack and IDS, with both black-Hole
and gray-Hole attack and IDS).

The result of the PDR in low-speed mobility presented
in Figure 7. The PDR in situation (1) is 99.74% in case of
four or fewer source nodes but with an average of 84% in
case of twelve or fewer source nodes, which means that the
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Figure 7: Packet delivery ration in Scenario (1) Figure 8: Packet delivery Ration in Scenario (2)

Figure 9: Routing overhead in Scenario (1) Figure 10: Routing overhead in Scenario (2)

ability to deliver packet decreases with the increase of the
number of source nodes. In case situation (2) the average
of PDR is 44% but situation (3) the PDR decreases to
only 40% which means that the black-hole attack has the
big influence on the network. However, with the use of
the proposed IDS and the presence of black-Hole attack
node, only the PDR increases to an average of 80% with
only 4% decrease from the average percentage in case of
no attacks. However, this percentage decreases to 78.1%
in case of the presence of both attacks, which means that
the presence of gray-Hole attack decreases the ability of
the system with only 2%.

However, the increase in speed mobility changes the
results completely, see Figure 8. The PDR in the case of
no attacks is 74.36% in case of four or fewer source nodes
but with an average of 93.63% in case of twelve or fewer
source nodes. In the case of the presence of a black-Hole
node in the network the average of PDR is 31.8% but in
the presence of both black-Hole and gray-hole attack node
the PDR decreases to only 28.3%. However, with the use
of the proposed IDS and the presence of black-Hole attack
node, only the PDR increases to an average of 63% with
10% decrease from the average percentage in case of no
attacks. In addition, this percentage decreases to 56% in
case of the presence of both attacks, which means that in
the case of the two attacks and high-speed mobility the
system has poor performance.

RoH is another performance evaluation, which pre-
sented in Figure 9 with low-speed mobility. The average
percentage of RoH in the case of no attack is 4%, which
decreases to 3.1% in case of the presences of black-Hole
node and decreases again to 3.3 in case of the presence of
both attacks this is because of the decrease of the route
maintenance packets in the network in the absence of IDS.
However, the percentage does up in case of the presences
of black-Hole Node and the proposed IDS to 4.7% and
to 5% in the presence of both attacks and the proposed
IDS because of the use of the IDSRERR message, which
is used by the detecting node to inform the other nodes
about the attack.

With high speed in Scenario (2) in Figure 10, the RoH
changes completely where the highest percentage value of
5% happens in the case of no attacks due to the route
maintenance process. Noticing that the value decreases
to 2.5% in case of the presence of black-Hole attack only
and decreases again to 1.8% in case of the presence of
both attacks. In addition, the value goes up again in Sit-
uation (4) to 3.1% and increases again to 3.6% when the
effect of attacks increases the route maintenance packets.

7 Conclusions

In this paper, a proposed fuzzy IDS presented against
both black-Hole and gray-Hole attack. This system de-
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pends on an automated process to set the values of the
MFs parameter in the fuzzy inference module to prevent
errors from setting the parameters values manually. From
the simulated results it appears that the black-Hole attack
has more influence on the network than the gray-hole at-
tack. It is proven that the network improved with an
average of 36% in the presence of black-Hole attack only,
and with an average of 37.8% with the presence of both at-
tacks in case of low-speed mobility by using the proposed
IDS in the PDR with an increase of 2.5% in the RoH. But
in the case of high-speed mobility the network improved
with an average of 31% in the presence of black-Hole at-
tack only, and with an average of 27% with the presence
of both attacks in case of high-speed mobility by using
the proposed IDS in the PDR with an increase of 1.8% in
the RoH.

References
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Abstract

In order to analyze the evolvement trend of the network
threat and to explore the self-perception and control prob-
lem of the security situation, the dynamic wavelet neural
network model is integrated into the model design, and a
kind of network security situation awareness based on the
optimized dynamic wavelet neural network is put forward,
so as to enhance the interaction and cognitive ability be-
tween the layers of the network security system. On the
basis of the analysis of the model components and their
functions, the dynamic wavelet neural network algorithm
is applied to obtain the accurate decision of the heteroge-
neous sensors for the network security events. Combined
with the deduction of the relationship between the threat
grade and threat genes, the shortcoming of the neces-
sity to handle the complicated relationships among net-
work components during the process to obtain the threat
genes is overcome, and the hierarchical situation aware-
ness method including the service level and network level
is proposed to improve the expressiveness for the network
threats. The simulation results show that: The network
security situation awareness and method based on the op-
timized dynamic wavelet neural network can integrate the
heterogeneous security data with dynamic perception on
the evolution trend of the threat, and have the ability of
self-regulation and control to certain extent, which has
achieved the goal of situation awareness, and provided
new methods and means for the supervision and manage-
ment of network.

Keywords: Awareness; Multi-source Fusion; Network Se-
curity Situation; Wavelet Neural Network

1 Introduction

Nowadays, the role of the network and information
technology is becoming more and more important in the
field of economy, society and national defense. As a result,

it has risen to the height of the interests of the state and
all the people. It has gradually become an important fac-
tor in the economic development and national strategic
deployment. However, the heterogeneous heterogeneity
and complexity of the current network system, the con-
tinuous deterioration of the utilization environment, the
continuous expansion of the scale and the emergence of a
variety of emerging applications, the traditional “lugging
holes, building high walls and anti attack” security model
is lack of self-adaptability, unified scheduling and effec-
tive coordination, resulting in the widespread network in-
trusion and sabotage, which has led to major economic
losses, adverse social impact, and even major fatal crash
and casualty accident due to serious dereliction of duty.

Network security situation awareness (NSSA) is consid-
ered as a new approach to solve the problems in the field
of network security [15, 21]. It can fuse the security events
detected by network components and real-time perceive
the network security situation and the risks faced, and
has become a hot research field with the cutting-edge in-
ternational and cross-disciplinary nature. In 1999, Bass
et al. [1] proposed a multi-sensor fusion based on the situ-
ation awareness model, and the fusion model became rep-
resentative at this stage of research, including the three
level model composed of element extraction, state per-
ception and situation prediction proposed by Tadda et
al. [20], and the network situation fusion perception and
risk awareness model proposed by Shen et al. [17]. At the
same time, the visualization technology is also an signifi-
cant branch of the initial phase of NSSA research.

Lawrence Berkeley National Laboratory, the National
Center for Advanced Security Systems Research of the
United States and other foreign military departments and
research centers have developed “Spinning Cube Poten-
tial Doom” [18], NVisionIP [25] and other visual situa-
tion awareness software, and even until now, the trend of
visualization for situation is still a major research direc-
tion [19]. In the period of NSSA research, the framework
model and the visualization tools are developed. How-



International Journal of Network Security, Vol.20, No.3, PP.593-600, May 2018 (DOI: 10.6633/IJNS.201805.20(3).23) 594

ever, the methods and mechanisms involved in the NSSA
are still validated. In the large-scale network, the visual-
ization of network traffic and connectivity is also impor-
tant. It is difficult to accurately obtain network security
situation. In 2006, Chen et al. [3] proposed a hierarchi-
cal awareness method of network security threat situation
quantification. Although the threat weight in this work
still depended on the expert experience and fusion percep-
tion, the proposed hierarchical threat awareness concept
had important impetus influence on the research of situ-
ation awareness.

At this stage, there was vigorous development in the
research direction of the analytic hierarchy process (AHP)
according to Hu et al. [13]. However, some problems, in-
cluding the incomplete knowledge of situation knowledge,
large subjective dependence of situation threat genes, and
difficulties in obtaining such methods are still existed.
Since 2008, fusion perception has become a hot topic in
NSSA research field, and fusion algorithm is one of the
core contents of the research process. Due to the ran-
domness and suddenness of network security events, it is
difficult to obtain the prior and conditional probabilities,
moreover, it is hard to deal with the uncertainties in the
fusion process.

D-S evidence theory meets the demand of multi-source
fusion, and the demand of data traffic is small. The rea-
soning process has low requirement to prior probabilities
and good adaptabilities in dealing with uncertainty. The
fusion-perception method based on D-S linear weighting
is introduced into D-S evidence by Wei et al. [23], while
Zhang et al. [26] adopted the average method to improve
D-S merge rule to deal with NSSA fusion perception prob-
lem. Research on NSSA fusion perception confirms the
feasibility of fusion perception. But, there are still some
problems such as the non-normalization and fusion con-
flict in the process of D-S evidence fusion.

Since 2010, the cognitive ability and feedback control
of situation awareness have received a great attraction
from network security researchers, and there have been
many representative research results. For example, ac-
cording to [5], author thought cognitive perception is an
important challenge in the field of information fusion, and
has discussed the formal theory basis of cognitive situ-
ation awareness (like dependency theory and extended
constructive function). Gong et al. [11] emphasized the
feedback control structure of NSSA research in the pro-
posed framework of network situation, and argued that
extended control cycle model (OODA) provided a data
fusion mechanism to deal with multiple concurrency and
latent interaction. Zhang et al. [24] constructed an NSSA
model based on Markov game. Although the core of the
research was to build a tripartite game model by using
risk communication networks, the concept of security sys-
tem reinforcement emphasized not only the realization of
threat situation, but also the control of system state.

Neural network is considered to be a new mechanism
to solve the problem in NSSA. In the literature, there
are several researches on cognitivering, cross-layer struc-

ture and self-adaptability taking into account. Thomas et
al. [8] agreed that neural networks should employ designs
similar to those of the OODA ring, enhancing the cogni-
tive ability of the system. Cross-layer design is another
research hotspot of neural network, and also a widely ac-
cepted structural form in academia. Clark et al. [4] and
Shakkottai et al. [16] considered that the cross-layer struc-
ture was the basis of neural networks and could overcome
the shortcomings of the traditional network level informa-
tion interaction difficulties, which had been initially ap-
plied and tested in the wireless network channel manage-
ment [7], self-interference [6], path selection [2] and other
studies. unfortunately there were still the shortcoming
only for the specific network level, overlap optimization
and other issues.

The autonomic and dynamic configuration ability of
neural networks are also considered as a feasible way to
realize adaptive system. Gomez et al. [10] proposed a neu-
ral network framework abstraction layer and operating
environment (ALOE), which can provide dynamic config-
uration, resource awareness and operation control for the
real-time system platform. Gupta et al. [12] and Ogiela
et al. [14] thought that neural networks have the ability
to reason and perceive autonomously, and can simulate
cognitive functions,including learning, memory, reasoning
and perception.

Furthermore, they can be applied to security, informa-
tion system decision-making and many other fields. The
above mentioned studies have provided feasible theoret-
ical basis for the realization of intelligent systems with
autonomous characteristics, perception and learning abil-
ity via using neural networks, while foreign military and
research institutions start their own research program
from the dynamic configuration of neural network capac-
ity, for example, National Natural Science Foundation of
the United States, DARPA and NASA funded the BNA
(bio-networking architecture project) [9], Tbatou [22] and
other research, also, the European Union launched the
seventh Framework Program (FP7).

Such research programs have validated that neural net-
works can build adaptive systems in a systematic and em-
pirical manner and can provide a new approach to self-
management. According to the development of NSSA,
NSSA has transitioned from perception network to per-
ception control network. In this paper, based on the ex-
isting research results, the wavelet neural network is in-
tegrated into the research of the security situation aware-
ness, and a model of network security situation aware-
ness is proposed. The research is applicable to the dy-
namic wavelet neural network algorithm in the heteroge-
neous sensor environment, and the dynamic awareness is
achieved for the perception of external environmental in-
formation, controlling of internal operating state, and the
establishment of the bridge between the discrete control
and continuous control, so as to achieve the purpose of
situation awareness.
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2 Dynamic Wavelet Neural Net-
work Security Situation Aware-
ness

Through the cross-layer optimization and integration
of CPSO-DS, the data accuracy, consistency and other
issues have been solved. And the situation awareness is
the dynamic evolution view of the network system gener-
ated on the basis of the fusion results, with the situation
factor extraction and hierarchical threat awareness as the
key issue.

2.1 Situation Elements Extraction

For a successful NSSA system, effective perception de-
pends on accurate factor extraction. The composition of
the situation elements should include all the key factors in
the network that can cause changes in the situation, such
as the attack threat gene (threat level), attack intensity
(event frequency), asset importance, and so on. Among
them, the importance of assets and attack strength are at-
tributes that are easy to be obtained, but the threat gene
generation is the current difficult content in the study.
From the current research status, empirical recursive and
AHP analytic methods are the most successful research
methods in threat gene research. However, the experience
recursive method is more dependent on expert experience,
subjectivity is strong and difficult to obtain. AHP method
needs to make a complex deduction to the influence of the
problem component and subordinate relationship.

In this work, the wavelet neural network is introduced
into NSSA and its fitting with NSSA is studied. Assum-
ing that there are n targets in the network environment, it
is required assign the threat genes. The decision-making
target can obtain m threat genes for n different types of
events. Each threat gene is treated as a random variable
xi with value taken as 1 and -1, respectively. The pur-
pose is to make the random variable satisfy a distribution

with the mean 0. Let Xn =
n∑
i=1

xi, Y = Xn√
n

(X,n), when

n → ∞, Y obeys a normal distribution, then Xn gradu-
ally obeys the normal distribution N(0, n), and then the
horizontal ordinate of the normal distribution curve is the
importance of the decision-making target (the size of the
threat gene), and the vertical ordinate is the number of
decision targets (sorted by the threat level from highest
to lowest). According to the characteristics of the normal
distribution, the threat gene pattern can be described as
follows: The greater the impact on the network security
situation, the threat gene of the event closer to the first
quadrant of the first position; the other hand, the threat
gene in the second quadrant more left Position, as shown
in Figure 1. The following will simplify the acquisition of
the threat gene by reasoning, so that the threat gene can
be easily calculated only at the known threat level.

Perform equidistant partition on the normal distribu-
tion curve vertical axis with as the scale factor, as pre-

sented in Figure 2, making transformation on the curve
in the second quadrant with line f(x) = A as the axis of
symmetry, and moving the vertical axis to the left by 3σ.

y =


3σ +

√
−2σ2 ln[σ

√
2πx],0 < x < 1√

2x

3σ, x = 1√
2π

3σ −
√
−2σ2 ln[σ

√
2π( 2

σ
√
2π
− x)], 1

σ
√
2π
< x < 2

σ
√
2π

(1)
From Equation (1), it can see that the target range is

(0, 2
σ
√
2π

). Divide it into n equal parts (xi = i
n ×

2
σ
√
2π

,

1 ≤ i ≤ n), and introduce into Equation (1), then yi
corresponding to x is the threat gene of the queue level i.
The maximum threat gene is nymax ≈ 6σ, then the i-th
threat gene (Gi) can be quantified as

Gi =
yi

ymax


1
2 +

√
−2 ln 2i

n

6 , 1 ≤ i < n
2

1
2 , i = n

2

1
2 −
√
−2 ln[2− 2i

n ]

6 , n2 < i < n.

(2)

At this point, the threat gene can be obtained only by
knowing the different threat types (n), and ranking the
threat degree of each type of threat to the network (i),
to obtain the threat gene of the i-th level event. When
NSSA is applied to networks with different attack sus-
ceptibilities, it is only necessary to rearrange the rank
of the threat type. This method can greatly reduce the
complexity of the acquisition of threat gene and improve
the current status of the acquisition of threat genes with
strong subjectivity, high complexity, and dependence on
the expert experience.

Figure 1: Threat gene pattern

2.2 Threat Quantitative Awareness

In this paper, the network security situation is di-
vided into two different levels, including service-level and
network-level. The core idea is: At two different lev-
els, the security situation values are both based on the
sensitivity of the network system for the type of attack,
with the situation elements as the central point of view
to achieve the hierarchical awareness.
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Figure 2: Threat equal interval separation

2.2.1 Service Security Situation

Definition 1. (Threat Gene). In the time window tw,
the service si(0 ≤ i ≤ u) is subjected to n different types
of attacks aij(0 ≤ j ≤ n). According to the degree of
threat to the service si, n attacks can be divided into g(1 ≤
g ≤ n) different threat levels (a variety of different types
of attacks can fall under the same threat level), then the
threat gene of grade k is

lk =


1
2 +

√
−2 ln 2k

n

6 , 1 ≤ k < n
2

1
2 , i = n

2

1
2 −
√
−2 ln[2− 2k

n ]

6 , n2 < k < n.

(3)

According to the different types of attacks, from the
Definition 1 the degree of threat to attack the service
quantization weight can be determined. Additionally,
the service security situation is also related to the attack
strength, and Definition 2 can be obtained accordingly.

Definition 2. (Service Security Situation). Under the
premise of Definition 1, the threat gene quantization
weight of g different attacks is lk(1 ≤ k ≤ g); service
s is subject to a total Ni number of various types of at-
tacks, in which, the number of type j(0 ≤ j ≤ g) at-
tack is denoted as Nij, known as the attack strength, and
Ni =

∑s
j=0Nij is satisfied. Then the security situation

of service si(0 ≤ i ≤ u) is Ni =
g∑
j=0

Nij .

In which, u is the number of the services. The pur-
pose of Equation (4) using 10lk is to emphasize the im-
portance of the threat genes, and weaken the impact of
attack strength on the service security situation.

VSi =

g∑
k=1

Nik10lk (4)

2.2.2 Network Security Situation

Network security situation is composed of the host se-
curity situation within the time window tw and the num-
ber of host and so on.

Definition 3. (Network Security Situation). In the time
window tw, there are v hosts in the network system NS,
where in the importance degree of the host Hi(1 ≤ i ≤ v)
is gHi

(1 ≤ i ≤ v), then the network security situation is

VNS =

v∑
i=1

(VHigHi) (5)

In which, the host weight is determined by the number
of the key services running on the host, the asset value,
and whether there is the presence or confidential data as
(tH1, tH2, · · · , tHv), on conduct normalization to obtain
the host weighting:

gHi
=

tHi

v∑
j=1

tHj

(6)

In the network system, the greater the value of VNS
is, it indicates that the more serious threat that network
system is facing; on the other hand, the network system is
relatively safe. In contrast to intrusion detection, security
situation awareness techniques map discrete alarm events
into continuous security situation evolution curves, and
visually express the threats and evolving trends of current
network systems. Combined with the visualization tech-
nology, it can generate hierarchical, multi-dimensional dy-
namic evolution view, intuitive perceptual service, host
and network and so on, which have provided new meth-
ods and means for the monitoring and management of the
network, and can also be applied to construct the multi-
dimensional dynamic evolution view, as well as provide
the reference for safety control.

3 Simulation Experiment and
Analysis

3.1 Fusion Ability

According to the research demand, the network topolo-
gies are designed.The three kinds of sensors, including
Netflow, Snort and Snmp, are deployed to detecting data
at different levels. The cross-layer heterogeneous sensor
data transmission and formatting are realized by XML
technology. Furthermore, the relationship between the
three sensors and cross-layer perception ring components,
as well as the structure of the Snmp sensor design are
shown in Figure 3.

The training set and test set select 20% and 9% of
the 10% data set of DARPA 99 intrusion detection data
(See Table 1). The data selection process is based on the
proportion of traffic in the real network and Netpoke, so
as to achieve the greatest degree of simulation Internet.
Adopting the results of three kinds of sensors to conduct
several rounds of training on the CPSO-DS fusion engine
with the population size of 55, and search the optimiza-
tion weights in [0, 1]. The influence of noise on the weight
optimization is reduced by the combination of the offline
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optimization and on-line adjustment. And the expected
variance and Netflow port change rate and flow access ra-
tio is adopted to obtain the heterogeneous sensor BPA,
as listed in Table 1.

Figure 3: Relations between sensors and cognitive circle
components

According to the network topology, the CPSO-DS is
applied to fuse the alarms generated by the replay test
set and fuse with the un-weighted traditional DS and the
empirical weight DS. The PSO-DS of the two data sources
fusion is compared at the detection rate (DR) and false
discovery rate (FDR) aspects, as shown in Table 2.

The experimental results show that CPSO-DS multi-
source fusion is superior to the other methods in detection
rate and false alarm rate. In addition, compared with the
two sensor research in literature [9], the increase of sen-
sor number can improve the detection rate and reduce
false alarm rate. During the experiment, from the point
of view of U2R and R2L, it is more difficult to improve
the detection efficiency simply by increasing the number
of sensors. More host-based sensors should be designed
to improve their detection capability. Besides, from the
two data sources and three data sources on the perfor-
mance comparison, an increasing of the data source can
improve the accuracy, but sometimes can not significantly
enhance the accuracy of fusion, in other words, for multi-
source integration, it is not necessary better if there are
greater number of sources, and the accuracy of the fu-
sion is closely related to the detection performance and
characteristics of the added sensor itself.

3.2 Hierarchical Awareness

3.2.1 Service Security Situation

On the basis of the output of the CPSO-DS fusion en-
gine, the threat awareness can be performed according
to the steps of factor extraction, feature quantization and
layer awareness. The attack method needs to quantify the

attack strength, attack type and threat gene, etc. The at-
tack strength can be determined statistically in the time
window through the output of the CPSO-DS fusion en-
gine. Attack types and their threat levels are listed in
Table 1, and the threat genes (n = 5, g = 4) are calcu-
lated according to Equation (3). The simulation network
runs for a total of one week (From June 10, 2013 to June
16, 2013), the attacker consists of two terminals, which
autonomously arrange the attack time, the defense side
has no knowledge of the hacking simulation behavior, the
test set attack data is selectively replayed to the local
area network and the dynamic evolution curve of the se-
curity situation of a certain service is obtained according
to Equation (4). Figure 4 shows the evolution of security
situation for the running three services of Email, Http
and Snmp on host H1. The abscissa is time, the length is
7 days, time window is 2 hours; and vertical ordinate is
the service security situation value, which expresses the
threat level of the attack to the service.

Figure 4: Service security situation after self-adapting

As can be seen in Figure 4, both Http and Snmp ser-
vices are heavily attacked on Sunday, on Wednesday after-
noon and at night, Http’s security situation should also be
concerned, and Snmp is threatened late Saturday night;
email service is stable during the whole monitoring period.
According to the service security wavelet network curve,
the network analyst should strengthen the supervision of
the managed service in the time of severe threat and make
further inspection on the vulnerability and configuration,
etc. From the service security situation view can also be
seen in a certain period of time, security threats there is
a gradual and serious regularity, the administrator should
be based on service security trends and trends in advance
to take appropriate measures. Owing to the space limi-
tation, this work only shows the E-mail, Http and Snmp
security situation on host H1, and will not elaborate the
host H2 and H3 service security situation evolution view.

3.2.2 Network Security Situation

The perception of network security situation requires
to determine the weight of the importance of the host, but
the determination of the host weight is more complicated
than the service weight, which is related to the host asset
value (Vh), service criticality (Cs), access frequency level
(Af ) and confidentiality (Dc) and other factors, the im-
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Table 1: Basic experiment data

Train. Experi. Threat Threat
Type Set Set BPANetflow BPASnort BPASnmp wNetflow wSnort wSnmp Grade Gene

R2L 226 98 0.098 0.194 0.347 0.26 0.71 0.67 1 0.726
U2R 31 11 0.146 0.203 0.261 0.23 0.91 0.69 1 0.726
DoS 78291 33665 0.283 0.189 0.167 0.93 0.34 0.22 2 0.611
Probe 822 354 0.367 0.288 0.188 0.88 0.60 0.41 3 0.389
New * * 0.106 0.126 0.037 0.58 0.71 0.43 0 1

Table 2: Fusion ability

Traditional Empirical Weighted PSO-DS (Two CPSO-DS (Three
Parameter D-S(%) D-S(%) Data Sources) (%) Data Sources) (%)

DR 73.33 82.60 86.67 88.11
FDR 9.86 5.80 5.63 5.06

portance level is shown in Table 3, in which, the host com-
plex importance tH1 = kV Vhi + kCCsi + kAAfi + kDDci,
kV = 0.2, kC = 0.3, kA = kD = 0.25. Based on the
host security situation, we can obtain the composite im-
portance weight of the host using Table 3, and use Equa-
tion (5) to generate the security situation evolution view
of the whole network system, as depicted in Figure 5.

Table 3: Host weight grade

Host Vhi Csi Afi Dci

H1 High Medium Medium High
H2 Medium Low Medium Medium
H3 High Low Low Low

Figure 5: Network security situation

The evolution of the entire network’s security situa-
tion over the course of a week can be seen from Figure 5
that On Wednesday, Thursday, and Saturday, there was
a concern that have been caused by a hacker attempting
to attack the network, although the need for individual
hosts and services for security maintenance, but still did
not have a huge impact on the entire network. Network
system in June 16, 2013 appeared very serious attack sit-
uation, requiring administrators to focus on monitoring
and taking appropriate action, so as to avoid the entire
network system inefficient and even the collapse of the
situation.

In addition to dynamically assessing the threat sit-
uation of services, hosts and networks, the hierarchical
awareness method proposed in this paper has good envi-
ronmental adaptability and shows certain cognitive abil-
ity. In this article, based on the weight coefficient of the
threat gene acquisition method, the situation awareness
system is applied to the new network, and the adminis-
trator only needs to re-sort the grades of the attacks that
the network is sensitive to. Assuming a new network en-
vironment, the sensitivity of the attack on the services
in order of unknown attacks, DoS, U2R and R2L and
Probe, the threat genes in Table 1 in accordance with
the Equation (3) can be adjusted, as shown in Table 4,
and according to Table 1, Table 4, Equation (4) and (5),
the security wavelet network curve at service and network
levels can be generated, and it is not required to make
complicated association analysis on components and ele-
ments of composition situation. Under the same attack,
as plotted in Figure 4, the security situation evolution of
E-mail, Http, and Snmp on the host H1 after the adap-
tation of the threat genes is shown in Figure 6. Similarly
the security situation of the monitored service can also
be perceived and shows a trend similar to the situation
evolvement trend as Figure 4, but the same attack data
on different networks will usually show different degree of
threat.

Table 4: New threat gene

Attack Type Threat Grade Threat Gene
R2L 2 0.611
U2R 2 0.611
DoS 1 0.726

Probe 3 0.389
New 0 1
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Figure 6: Service security situation after self-adapting

4 Conclusions

In this paper, existing models, fusion algorithms and
perceptual methods of the network security awareness
have been analyzed. Also, a network security situational
awareness and control fusion model is put forward and
discussed. Under the guidance of the model, CPSO-DS
dynamic wavelet neural network algorithm that is appli-
cable to the heterogeneous network is discussed, on the
basis of the acquisition of the threat genes, comprehen-
sive analysis on the two different levels of services and net-
work security situation awareness methods are conducted,
and the situation gradient is applied to achieve the self-
regulation of the network security situation. Simulation
results reveal that the network security situation aware-
ness and control model based on the optimized dynamic
wavelet neural network and its method can accurately
identify the network security events and dynamically per-
ceive the threat evolution trend at different levels.
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