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Abstract

A secure time synchronization protocol (STSP) for wire-
less sensor network based on uTESLA protocol is pro-
posed according to the issues that DCS algorithm in wire-
less sensor network time synchronization is limited in the
threats of compromised nodes, big communication cost
and deficiency in coverage. Firstly, initializing the net-
work topology based on LEACH protocol to balance the
network node load and prolong network life cycle. Sec-
ondly, excluding the malicious nodes based on uTESLA
protocol for making security condition check positively
before the network time synchronization. Thirdly, making
time synchronization quickly based on TPSN protocol for
base station to cluster head node. Fourthly, making time
synchronization based on HRTS protocol for cluster head
nodes to their own common nodes. Lastly, making reverse
authentication based on uTESLA protocol for checking
and excluding the compromise nodes after the network
time synchronization. The security analysis and simula-
tion show that two times authentication ensure the abso-
lute security of the time synchronization work in STSP,
and STSP is much better than DCS in synchronization
cycle, precision, ratio and cost.

Keywords: Broadcast Authentication; Time Synchroniza-
tion; Wireless Sensor Network

1 Introduction

Wireless sensor network (WSN) is a new distributed sys-
tem in which the nodes are independent and communicate
wirelessly [2]. In particular, each node maintains a local
clock and the timing signal of each node clock is gener-
ally maintained by an inexpensive crystal oscillator, and
because of the limitation of crystal oscillator manufactur-

ing process, it is easy to be influenced by the external
factors in the process of operation, which leads to the de-
viation of the time ratio of the node, it’s also known as
the time out of step [4, 7, 11, 12, 20, 21, 30]. So it is neces-
sary to regularly carry out network time synchronization
for maintaining the consistency of the local clock nodes.

Time synchronization is the process of providing a uni-
fied time scale for a distributed system by doing some op-
erations on the local clock. Network time protocol (NTP)
is the standard of the time synchronization protocol on
the internet [23], which is used to synchronize the com-
puter time with universal time coordinated (UTC) and
obtain a high precision time by the external connection
of a time receiver (such as WWVB, GPS, etc.). However,
NTP, GPS and other similar traditional time synchroniza-
tion technology can’t be directly applied to WSN because
of the following three differences [27]:

1) The sensor nodes in WSN are limited in volume,
power supply, computing power, storage space, which
causes the NTP protocol can’t be run on sensor
nodes.

2) There are great differences in bandwidth, anti-
interference ability, and the ability to resist weak be-
tween them, because WSN uses wireless transmission
mode, and the tradition internet mainly uses a reli-
able cable transmission mode.

3) WSN applications are highly localized or local op-
timum, while the tradition internet emphasizes the
overall optimality.

There have been a number of protocols for WSN
time synchronization proposed about the research topic
of time synchronization for WSN in recent years. Such
as: group authentication and group key distribution for
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Ad-Hoc networks(GAGKD) [29],an accurate on-demand
time synchronization protocol (AODTSP) [16] and long
term and large scale time synchronization (LTLSTS) [17]
proposed by Huang Ge, timing-sync protocol for sensor
networks (TPSN) [10], improved time synchronization
in ML-MAC [19], analysis of quantities influencing the
performance of time synchronization(AQIPTS) [3], tiny-
sync/mini-sync(TS/MS) [5], hierarchy referencing time
synchronization protocol (HRTS) [1], etc. Although these
time synchronization protocols have achieved good perfor-
mance from the perspective of each highlighted, they are
only applicable to the benign environment without any
malicious nodes. While WSN is usually used in some mil-
itary and commercial areas, it’s inevitably that there will
be a variety of malicious nodes attacks [13, 15, 22, 26, 31],
such as that the malicious nodes can forge the time syn-
chronization message, send the synchronization message
containing the error time information, delay sending the
synchronization message or not, and destroy the WSN
normal time synchronization process [6, 8, 9, 18, 24, 28].
Therefore, the security issues of WSN time synchroniza-
tion are particularly important.

At present, there are only a few protocols on the
security aspects for WSN time synchronization, where
diffusion-based clock synchronization (DCS) is the most
typical one, which ensures the safety of time synchroniza-
tion based on receiving 2s+1 synchronization messages
from last layer nodes, but it caused a lot of difficulty and
communication costs from beginning. In this paper, a
secure time synchronization protocol (STSP) for wireless
sensor network based on uTESLA protocol is proposed ac-
cording to the issues that DCS algorithm is limited in the
threats of compromised nodes, big communication cost
and deficiency in coverage. Firstly, initializing the net-
work topology based on LEACH protocol to balance the
network node load and prolong network life cycle. Sec-
ondly, excluding the malicious nodes based on uTESLA
protocol for making security condition check positively
before network time synchronization. Thirdly, making
time synchronization quickly based on TPSN protocol for
base station to cluster head node. Fourthly, making time
synchronization based on HRTS protocol for cluster head
nodes to their own common nodes. Lastly, making reverse
authentication based on uTESLA protocol for checking
and excluding the compromise nodes after network time
synchronization. The security analysis and simulation
show that two times authentication ensure the absolute
security of the time synchronization work in STSP, and
STSP is much better than DCS in synchronization cycle,
precision, ratio and cost.

This paper is organized as follows. In Section 2, an-
alyze the related work, such as DCS algorithm principle
and its issues. In Section 3, discuss the specific principle
of STSP, including network model assumptions, initializa-
tion and STSP steps. In Section 4, analyze the security of
STSP, and make a simulation compared with DCS. Lastly,
make a summary in Section 5.

Figure 1: DCS algorithm

2 The Related Work

2.1 DCS Algorithm

DCS algorithm is a cyclical secure time synchronization
algorithm for WSN: on the one hand, all nodes in the net-
work can be synchronized to the reference node through
the multi-hop manner; on the other hand, providing re-
dundant paths for each receiving node in the multi-hop
process, which can offset and tolerate the attacks of mali-
cious nodes on some paths, and achieve the goal of secure
time synchronization.

The execution process of DCS algorithm is shown in
Figure 1.

• Firstly, the reference node BS(base station) sends
the synchronization message to its neighbor nodes
SN1i,(1...m).

• Secondly, SN1isends the synchronization message to
its neighbor nodesSN2j ,(1...n) when SN1i completes
the calibration of the clock.

• Thirdly, for tolerating the attacks of malicious nodes,
the node SNij (i > 1) needs to receive more
than 2s+1 synchronization messages from last layer
nodesSN(i−1)j , and takes the average of these 2s+1
time messages to calibrate their own local clock.

• Lastly, the synchronous message is passed in turn
until the whole network nodes can be synchronized.

2.2 DCS Issues

1) Can not guarantee that all nodes SN1i,(1...m) are
non-malicious nodes
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The nodes SN1i,(1...m) do not calibrate the local
time by receiving 2S+1 synchronization messages
from last layer node BS, so there may be some ma-
licious or compromised nodes in SN1i,(1...m), and
it caused a lot of difficulty and communication costs
from beginning.

2) Serious error accumulation

It’s obviously shown in Figure 1 that the more far
away from BS, the more error accumulation. We
know that the calibrated time of node SNij (i > 1)
is an estimated value which is not precise, because
the node SNij (i > 1) needs to take the average of
2s+1 time messages receiving from last layer nodes
SN(i−1)j to calibrate their own local clock, while
the time message from SN(i−1)j is also an estimated
value because of the same principle. So the error will
be accumulated layer by layer.

3) Communication cost

It is bound to increase the redundancy of the message
in the network and lead to the increase of the commu-
nication cost, because that all nodes need to receive
more than 2S+1 synchronization messages from last
layer nodes.

4) The condition of 2S+1 is difficult to meet

It is not all the nodes in the network can receive more
than 2S+1 synchronization messages from last layer.
For instance, the neighbor nodes are less than 2S+1,
or the neighbor nodes are malicious nodes. So the
DCS algorithm coverage is not good.

5) Compromised node threat

Although the authentication method can be used to
defend against the attacks from external malicious
nodes, the attacker can still attack the time synchro-
nization process by compromised nodes. Especially
for the multi-hop time synchronization process, if the
intermediate node is compromised node, this effect is
fatal.

3 STSP

3.1 Network Model Assumptions

In order to facilitate the description of STSP, the network
is assumed as follows:

1) Assume that the network is isomorphic and static,
each sensor node has been uniformly deployed in
the target area and has same configure in software
and hardware, where the network size is N, includ-
ing 3 types of nodes: base station BS, cluster head
node CH, common sensor node SN, planning network
topology by LEACH protocol [14], as shown in Fig-
ure 2.

Figure 2: The network topology based on LEACH

2) Assume that base station BS is the time reference
node for the network and equipped with abundant
software and hardware resources, it is responsible for
storing the basic information of all the nodes and has
the ability to detect compromised or captured nodes.

3) Assume that common sensor node SN is responsi-
ble for collecting environmental data. The ability
to process data of sensor node is limited by storage
space, energy reserves, and communication distance.
The messages between communication nodes which
are not in the communication radius should be trans-
ferred by their neighbor node.

4) Assume that cluster head node CH is selected from
the common nodes based on LEACH and responsible
for the data transmission between SN and BS.

The main symbols in the text are shown in Table 1.

Table 1: Explanation of symbols

Symbol Implication

BS base station
CH cluster head
SN sensor node

h(x) hash function
K authentication key

IDSNi identity symbol of node SNi

D time slice length
δ key delay time
P plaintext

L(i) authentication message of time slice i

3.2 STSP Principle

3.2.1 Initialization

1) Initialization network topology based on LEACH
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In order to ensure that each node can obtain the syn-
chronization message from the reference node, syn-
chronous data packet switching as an important pro-
cess of WSN time synchronization is usually based on
the specific network topology path. There is no es-
sential difference between synchronization topology
and routing topology except the types of data packet
on transmission path, so it can be effectively com-
bined with synchronous topology and routing topol-
ogy for reducing the energy consumption of the net-
work.

Compared with flooding type network topology of
DCS algorithm, the network topology structure
based on clustering hierarchical is more suitable for
WSN applications (as shown in Figure 2), such as the
application of broadcast authentication, reducing the
amount of network data traffic, and prolonging the
survival time of the network. The most classical clus-
tering protocol LEACH in WSN is chosen to initialize
the network topology in this paper, and the selection
of cluster head node is the key to LEACH protocol.

Assume that each common sensor node generates a
random number between 0 and 1, and it will be the
cluster head if some random number is less than a
certain threshold value T (n),and set Equation (1):

T (n) =

{
1− p[rmod(1/p)] n ∈ G
0 else

}
(1)

Where, p is the percentage of desired cluster head
nodes, r is the round, G is the common sensor nodes
set in last 1/p round.

2) BS presets the initial parameters of each node SNi,
including the last key K0

SNi
of the key chain, the key

delay time δ,the time slice length D, the beginning
time T0, the node identity IDSNi

.

3) SNi presets the initial parameters of BS, including
the last key K0

BS of the key chain, the key delay time
δ, time slice length D, the beginning time T0.

3.2.2 STSP Steps

Step 1. Making security condition check positively based
on uTESLA broadcasting protocol.

WSN internal safety hazards are generally caused by
the malicious nodes and the compromised nodes, but the
malicious nodes cannot access the network without get-
ting the network authentication key because of the local
broadcast authentication protocol such as uTESLA, and
it can’t cause any bad effect for the network time syn-
chronization process.

In uTESLA [25], the asymmetric characteristic of
broadcast authentication is realized by using the symmet-
ric encryption mechanism in condition of the loose time
synchronization of sending nodes and receiving nodes.
The key points of uTESLA protocol are using hash key

Figure 3: uTESLA protocol

chain and publishing key delayed, as showed in Figure 3,
a one-way function key chain is established by the sending
node, where the length of key chain is n+1, and the first
key Kn of the key chain is generated randomly by the
sending node, but the next keys are all generated by the
one-way function acting on the last key repeatedly, such
as Kj = H(Kj+1) . The sending node divides the com-
munication time into equal time slices, where the length
of each time slice is D, and each time slice is assigned
a key in order, but the order of the assigned keys is the
opposite order of the key chain, and each message Pi of
time slice j is encrypted by Kj , such as MACkj

(Pi) . The
sending node determines the key delay time δ based on
the time slice length, and the key Kj on time slice will be
published after δ, such as δ = 2 in Figure 3.

To avoid the additional communication cost, the pub-
lished key is sent to the receiving nodes by being attached
with the data packet. If there is no data packet on some
time slice, the key attached with the data packet won’t be
published, and this key can be calculated by the next keys
in one-way function hash. More importantly, the initial
parameters K0, δ, D and starting time T0 should be sent
to receiving nodes before authentication.

The specific steps for making security condition check
based on the network topology (as shown in Figure 2) are
as follows:

Firstly, BS builds the broadcast authentication infor-
mation L(j), and assume that L(j) is the broadcast au-
thentication information of the time j(t) on time slice j,
where t is a certain time on time slice j, and set Equa-
tion (2):

L(j) =

 hjBS(Pj(t), TBS(j(t)), IDBS)||

Pj(t)||hj−2
BS ||IDBS ||TBS(j(t))

 (2)

Where, Pj(t) is the plaintext message of time j(t),
TBS(j(t)) is the standard reference time from BS on time
j(t), hj−2

BS is the published key by BS on time j(t).

Secondly, rebuilding the broadcast authentication in-
formation LCH1i

(j) when the neighbor cluster head nodes
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CH1i obtain L(j), and set Equation (3):

LCH1i
(j) =


hjBS(Pj(t), TBS(j(t)), IDBS)

||hj−2
BS ||IDCH1i

||TBS(j(t))

||TCH1i
||Pj(t)||IDBS

 (3)

And then CH1i send LCH1i
(j) to their member nodes

and neighbor cluster nodes CH2i. Where TCH1i
is the

local time of CH1i.
Lastly, each node can get the information L(j) based on

receiving the broadcast authentication information from
their neighbor nodes one by one, and waiting for getting
the published key hjBS by BS after δ to certificate the cor-

rectness of hjBS(Pj(t), TBS(j(t)) which can illustrate the
identity of BS and the correctness of source attestation.
In this time, each node can verify whether the key hjBS

has been published based on hj−2
BS = H2(hjBS) : if hjBS

has been published by BS, that each node which has ob-
tained the key hjBS can forge or tamper with the informa-
tion L(j), so the information L(j) from these nodes will
be judged to be unsafe, and abandon it; if hjBS has not
been published by BS, that each L(j) will be cached until
that hjBS is published.

In this step, on the one hand, the external malicious
nodes couldn’t get the authentication key to participate
in the authentication work, and the external malicious
nodes are excluded; on the other hand, if the compro-
mised nodes forge or tamper with the information L(j),
that the wrong information L(j) can be detected by the
verification step whether the key hjBS is published based

on hj−2
BS = H2(hjBS), and the compromised nodes are de-

tected and excluded.
Therefore, Step 1 is called to be the security condition

check because of the excluding of malicious nodes and
compromised nodes.

Step 2. The time synchronization of the cluster head
nodes.

After the completion of the security condition check in
Step 1, it is the time to make time synchronization for
the network. In this paper, the first time synchronization
work is to realize the time synchronization of the cluster
head nodes. Because the proportion of the cluster head
nodes in the network is very small, TPSN is the most
suitable synchronization protocol, which can avoid large
amounts of computation in flooding network topology and
keep high precision.

The realization of TPSN is divided into 2 stages: layer
discovery and synchronization.

Stage 1. Layer discovery

Assume that BS is the first layer of network called
Layer 0, and the cluster head nodes are divided into
different layers by receiving the hierarchical data
packet from their neighbor cluster nodes. Assume

Figure 4: TPSN protocol

that the hierarchical data packet DPi includes IDBS

and the layer grade Li, set DPi = (IDBS ||Li), such
as that cluster nodes CH1j(j > 1) receive the packet
DP0 = (IDBS ||L0) from BS, they all needs to reset
the layer grade L1, and broadcast the new packet
DP1 = (IDBS ||L1) to the next neighbor nodes
CH2j(j > 1) . The layer discovery rule is that each
cluster head just receives the first hierarchical data
packet from the neighbor cluster heads.

Stage 2. Synchronization

After layer discovery phase, BS starts the synchro-
nization work by broadcasting the time synchroniza-
tion data packet. As shown in Figure 4, there is
a mutual information exchange between two neigh-
bor cluster heads CHiA and CH(i+1)B , CHiA sends
the synchronization information packet at its’ local
time T1, CH(i+1)B receives the packet at its’ local
time T2, where T2 = (T1 + d + ∆), ∆ is the time
deviation between CHiA and CH(i+1)B , d is the sig-
nal propagation delays, CH(i+1)B returns the con-
firmation packet at its’ local time T3, and CHiA re-
ceives confirmation packet at its’ local time T4, where
T4 = (T3 + d+ ∆), so we can get d and ∆ as shown
in following Equations (4) and (5):

d =
{

[(T1 − T2) + (T4 − T3)]/2
}

(4)

∆ =
{

[(T1 − T2)− (T3 − T4)]/2
}

(5)

So CH(i+1)B can make its local time consistent with
last layer node CHiA based on d, and it shows that
each cluster node can get the precise time same as
time reference node BS.

Step 3. The time synchronization of common sensor
nodes.

In Step 2, the cluster head nodes have all completed
the synchronization work and become the reference nodes
for their own cluster members.

As shown in Figure 2, there are many common sensor
nodes belong to the one cluster head based on LEACH,
so each common sensor node needs to make time syn-
chronization work consistent with their cluster head based
on TPSN, which will cause a large amount of computa-
tion and error accumulation. But the all cluster members
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can achieve the time synchronization work by three times
data communication based on HRTS protocol (as shown
in Figure 5), which can reduce the computation greatly
and maintain a high precision.

In the first time data communication, the reference
node CHiA broadcasts a synchronous request packet F1

and records the sending time t1, SNi is the response node
chosen randomly by CHiA . All member nodes record the
receiving time, and only SNi needs to reply the response
packet F2, where SNj records the receiving time t2j , SNi

records the receiving time t2, t3 is the sending time of F2

recorded by SNi.

In the second time data communication, F2 is sent to
CHiA by SNi, where t2 and t3 are part of F2, t4 is the
receiving time of F2 recorded by CHiA, so CHiA can get
t1 to t4 after receiving F2 .

Assume that ∆
′

is the time deviation between CHiA

and SNi, d
′

is the signal propagation delays, Tr is the
local time of CHiA, Tp is the local time of SNi, Tj is
the local time of SNj , so we can getTr, t2, t4 in Equa-
tions (6) (7) (8):

Tr =
{
Tp −∆

′ }
(6)

t2 =
{
t1 + d

′
+ ∆

′ }
(7)

t4 =
{
t3 + d

′ −∆
′ }

(8)

And get d
′

and ∆
′

in Equations (9) and (10):

d
′

=
{

[(t2 − t1) + (t4 − t3)]/2
}

(9)

∆
′

=
{

[(t2 − t1) + (t3 − t4)]/2
}

(10)

In the third time data communication, CHiA broadcasts
a new synchronous packet F3 which includes t2 and ∆

′
,

and SNj can correct its local time based on the following
relationship in Equations (11)and (12):

Tp − Tj =
{
t2 − t2j

}
(11)

Tr =
{
Tj + t2 − t2j −∆

′ }
(12)

As the same way of SNj , each cluster member node can
correct its local time consistent with the reference node
CHiA and BS.

Step 4. Reverse authentication.

Although the synchronization work has been com-
pleted after Step 2 and Step 3, it’s not sure whether all
nodes in the network are synchronized, because there are
some latent compromised nodes which can make some
damage in the time synchronization process. So a reverse
authentication method based on uTESLA is proposed for
further detecting, and the specific steps are as follows:

Firstly, the cluster member node SNi builds the re-
verse authentication information L(j)

′
(Equation (13))

and sends it to the cluster head CHiA . Assume that
L(j)

′
is the reverse authentication information of the time

Figure 5: HRTS protocol

j(t)on time slice j, where t is a certain time on time slice
j.

L(j)
′

=

 hjSNi
(TSNi

(j(t)))||hj−2
SNi

||IDSNi
||TSNi

(j(t))

 (13)

Where, TSNi
(j(t)) is the local time of SNi, h

j−2
SNi

is the
published key by SNi at TSNi

(j(t)).
Secondly, CHiA rebuilds the reverse authentication in-

formation LCHiA
(j)

′
(Equation (14)) and sends it to last

layer cluster nodes CH(i−1)B when obtains L(j)
′
.

LCHiA
(j)

′
=



hjSNi
(TSNi

(j(t)))||IDSNi

hnCHiA
(hjSNi

(TSNi(j(t))),

TSNiA
)||hj−2

SNi
||hn−2

SNiA

||IDCHiA
||TSNi(j(t))||TSNiA


(14)

Where, TCHiA
is the local time of CHiA when broad-

casting LCHiA
(j)

′
, hn−2

SNiA
is the published key by CHiA

at TCHiA
.

Lastly, BS can get the information L(j)
′

based on re-
ceiving the reverse authentication information from the
cluster nodes one by one, and waiting for getting the pub-
lished key hjSNi

by SNi after δ to certificate the correct-

ness of hjSNi
(TSNi

(j(t))) which can illustrate the identity
of SNi and the correctness of source attestation. In this
time, each node can verify whether the key hjSNi

is pub-

lished based on hj−2
SNi

= H2(hjSNi
) : if hjSNi

has been pub-

lished by SNi, that each node which has obtained hjSNi

can forge or tamper with the information L(j)
′
, so the

information L(j)
′

from these nodes will be judged to be
unsafe, and abandon it, if hjSNi

has not been published

by SNi, that each L(j)
′

will be cached until that hjSNi
is

published.
Firstly, BS can make a security condition check again

by the reverse authentication in Step 4. Secondly, if j(t)
is much different with other cluster members after hjSNi

published, it can be judged that SNi is the compromised
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node, and abandon it directly by BS. Thirdly, if the lo-
cal time of most of the cluster members in CHiA is much
different with other cluster heads, it can be judged that
CHiA is the compromised node, and all the nodes asso-
ciated with CHiA are dangerous, so it needs to rebuild
the network topology based on LEACH after abandoning
CHiA.

Therefore, the latent compromised nodes are detected
and excluded in this step, which make the time synchro-
nization work more secure.

The flow chart of STSP is showed in Figure 6.

4 Security Analysis and Simula-
tion

4.1 Security Analysis

The main security problem of WSN time synchronization
algorithms is the attack from the malicious nodes and the
compromised nodes, the malicious nodes can be excluded
by security condition check (such as Step 1 of STSP), but
the compromised nodes can be latent down to waiting for
an opportunity to attack, such as the attacker can send
the cached legitimate data repeatedly to BS, which can
cause a large amount of energy consumption. In addi-
tion, the false data forged by the compromised nodes in
different geographic areas cant be detected and filtered.

The security characteristics of STSP proposed in this
paper are analyzed as follows:

1) Excluding the malicious nodes

Because of the one-way property of the hash
key chain, the malicious nodes can’t get the
unpublished key, such as hjBS in L(j) =

(Pj(t)||hjBS(Pj(t), TBS(j(t)), IDBS)||hj−2
BS ||IDBS ||TBS(j(t))),

where hj−2
BS = H2(hjBS), so that the external mali-

cious nodes couldn’t get the authentication key hjBS

to participate in the authentication work and make
any bad effect. Lastly, the malicious nodes will be
detected and excluded by BS.

2) Making security condition check positively based on
uTESLA

Before time synchronization of network, each node
can get the information L(j) based on receiving
the broadcast authentication information from their
neighbor nodes one by one, and waiting for getting
the published key hjBS by BS after δ to certificate

the correctness of hjBS(Pj(t), TBS(j(t))) which can
illustrate the identity of BS and the correctness of
source attestation. In addition, Each node can ver-
ify whether the key hjBS has been published based

onhj−2
BS = H2(hjBS): if hjBS has been published by

BS, that each node which has obtained the key hjBS

can forge or tamper with the information L(j), so
the information L(j) from these nodes will be judged
to be unsafe, and abandon it; if hjBS has not been

published by BS, that each L(j) will be cached until
that hjBS is published.

3) Detecting and excluding the latent compromised
nodes based on uTESLA

It’s not sure whether all the nodes in the network are
synchronized after the time synchronization work,
because there are some latent compromised nodes
which can make some damage in the time synchro-
nization process, a reverse authentication method
based on uTESLA (Step 4 of STSP) is proposed for
further detecting: if the local time j(t) of SNi in
CHiA is much different with other cluster members
after hjSNi

been published, it can be judged that SNi

is the compromised node, and abandon it directly by
BS, if the local time of most of the cluster members
in CHiA is much different with other cluster heads, it
can be judged that CHiA is the compromised node,
and all the nodes associated with CHiA are danger-
ous, so it needs to rebuild the network topology based
on LEACH after abandoning CHiA. Therefore, the
latent compromised nodes can be detected and ex-
cluded by Step 4.

4) Small network load

In DCS, it is bound to increase the redundancy of the
message in the network and lead to the increase of
the communication cost based on the flooding type
network topology, because all nodes need to receive
more than 2s+1 synchronization messages from last
layer nodes.

In STSP, the most classical clustering protocol
LEACH in WSN is chosen to initialize the network
topology in STSP, and the network topology struc-
ture based on clustering hierarchical is more suitable
for WSN applications (as shown in Figure 2), which
can avoid the over energy consumption of cluster
head nodes, reduce the communication traffic effec-
tively, and extend the life cycle of the network by
15%.

4.2 Simulation

In order to test the validity of STSP, a simulation work
is made in the software platform of MATLAB R2014a to
compare the difference in synchronization cycle, synchro-
nization precision, synchronization ratio and synchroniza-
tion cost between STSP and DCS.

The main simulation parameters are shown in Table 2:

Time synchronization cycle is the period that BS ini-
tiates the network time synchronization work to the end
of the synchronization work, and the shorter the synchro-
nization cycle, the better the convergence of the synchro-
nization algorithm. In STSP, the synchronization cycle
is the running time of Step 2 and Step 3. As shown in
Figure 7, take the average value of 30 simulation data, it’s
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Figure 6: STSP flow chart
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Table 2: Simulation parameters

Base station 1
Network size N [50,100,150,......,450,500]

Crystal oscillator 32MHZ
Area 1000m*1000m

Radius 500m
Modular CC2430
Protocol IEEE802.15.4

Rate 250kb/s
Power 20dBm

Malicious nodes MN [0, 3, 5]

Figure 7: Time synchronization cycle

indicated that the synchronization cycle of these two algo-
rithms will be extended with the increase in the number
of network nodes, and the increase in the number of ma-
licious nodes will extend the synchronization cycle too.
In addition, the synchronization cycle of STSP is much
better than DCS.

Synchronization error is the main characteristic of time
synchronization precision, and the synchronization error
is the time error between the network nodes and the base
station. As shown in Figure 8, take the average value of
30 simulation data, it’s indicated that the synchronization
error will be increased with the increase in the number
of network nodes, and the more the malicious nodes, the
worse the synchronization precision. In addition, the syn-
chronization precision of STSP is much better than DCS.

Synchronization ratio is the ratio between the synchro-
nized nodes and the total network nodes, which embod-
ies the security of time synchronization algorithms. As
shown in Figure 9, take the average value of 30 simula-
tion data, it’s indicated that the synchronization ratio of
STSP is much better than DCS. The reason is that not
all the nodes in the network can receive more than 2s+1
synchronization messages from last layer in DCS, and it’s
easy to cause an attack from compromised nodes, but the

Figure 8: Time synchronization precision

Figure 9: Time synchronization ratio

malicious nodes and the compromised nodes will be de-
tected and excluded by uTESLA in STSP.

Synchronization cost is the number of packets trans-
mitted in once synchronization process. As shown in Fig-
ure 10, take the average value of 30 simulation data, it’s
indicated that the synchronization cost of STSP is much
better than DCS. The reason is that it is bound to increase
the redundancy of the message in the network and lead
to the increase of the communication cost in DCS, that
all nodes need to receive more than 2s+1 synchronization
messages from last layer nodes, but the synchronization
work in STSP only needs three times data communica-
tion.

5 Conclusions

A secure time synchronization protocol (STSP) for wire-
less sensor network based on uTESLA protocol is pro-
posed according to the issues that DCS algorithm in wire-
less sensor network time synchronization is limited in the
threats of compromised nodes, big communication cost
and deficiency in coverage. Firstly, initializing the net-
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Figure 10: Time synchronization cost

work topology based on LEACH protocol to balance the
network node load and prolong network life cycle. Sec-
ondly, excluding the malicious nodes based on uTESLA
protocol for making security condition check positively
before the network time synchronization. Thirdly, making
time synchronization quickly based on TPSN protocol for
base station to cluster head node. Fourthly, making time
synchronization based on HRTS protocol for cluster head
nodes to their own common nodes. Lastly, making reverse
authentication based on uTESLA protocol for checking
and excluding the compromise nodes after the network
time synchronization. The security analysis and simula-
tion show that two times authentication ensure the abso-
lute security of the time synchronization work in STSP,
and STSP is much better than DCS in synchronization
cycle, precision, ratio and cost.

In addition, STSP in this paper still has much room
for improvement based on the following reasons:

• Computation cost

The uTESLA protocol has higher authentication effi-
ciency in the case of sending data packets frequently,
but it has a very low sending frequency in some ap-
plications, such as fire alarm and other event-driven
applications, where the transmission interval of the
adjacent data packets may be far greater than the
time slice D of uTESLA, and causes lot of keys not
used for the data packets authentication, the distance
between adjacent keys on the key chain is also in-
creased, and causes a large computation cost and au-
thentication delay.

Increasing D can alleviate this problem, but it also
causes a lot of authentication delay, and the receiv-
ing nodes also need more memory space for buffering
packets.

• Delay

In uTESLA, the time interval of sending message
(MACki

(Pi)||ki−2||Pi||i(t)) will be increased gradu-
ally, and the time for buffering data packets is also

increased because of the authentication delay, which
also makes the protocol more vulnerable to be at-
tacked by DoS. Therefore, the authentication mech-
anism of uTESLA is not suitable for the situation of
large sending time interval.
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