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Abstract

Data hiding has been popular over the past decades, and
many different methods of the data hiding have been pro-
posed. Nowadays, data hiding in compressed images be-
comes more and more popular because of the rise of the
social media. Thus, we survey the previous research of
data hiding of compressed images to provide the repre-
sentative methods and analyze their capacities and bit
rates. Finally, we propose the future work of data hiding
in compressed images.

Keywords: Data Hiding; Reversible Data Hiding; VQ
Compressed

1 Introduction

Data hiding has been popular due to the importance of
the ownership. Through hiding the data in the image,
users can prove the ownership by extracting the unique
information [5, 17, 40]. Recently, it becomes more and
more popular in social media such as Facebook or Twit-
ter, so images or videos spread on the internet more
quickly. While a user uploads the multimedia file on the
social media, the social media always compress the im-
age into a smaller size. Therefore, more and more re-
searcher start to propose some new method of the com-
pressed image data hiding [1, 16, 19, 25, 38, 39, 43]. Many
compressed methods were proposed in the 1980’s, such as
VQ, BTC (block truncation coding) and LZW (Lemple-
Ziv-Welch). In the data hiding in normal images, we pur-
sue higher capacity and PSNR (peak signal-to-noise ratio)
value [19, 28]. However, in the data hiding based on com-
pressed images, higher capacity and lower bit rate are the
goal that we pursued. Vector quantization is a popular
image-compressed method proposed by Gray [12, 13, 14].
Through a machine learning method to get a codebook,

the most famous algorithm was proposed by Linde et
al.’s [22]. Figure 1 shows the VQ compression method.
Each codebook has some index, and every index has some
code words whose value are between 0 and 255.

In the compressed procedure, the image is divided into
blocks, and each block has 4×4 pixels, total 16 pixels. The
smallest difference between the pixels of the block and the
codeword of each index is calculated in the codebook. The
index value is used to represent each block.

2 Related Work

In image processing, data hiding has been proposed for
many years. The target of the approach is to prevent
a malicious user from duplicating or spreading the image
on the internet. As mentioned earlier, the VQ compressed
method [14] proposed in 1984 and the compressed proce-
dure have been introduced.

In 2004, the first approach of VQ compressed image
data hiding was proposed by Chang et al.’s [3] based
on search-order coding which was proposed by Hsieh et
al. [15]. Their methods have the problem of the expanded
file size and acceptable capacity. In 2009, the method
proposed by Chen et al.’s [4] has lower bit-rate, but the
capacity is also much lower. In the same year, Lee et al.’s
proposed [24] used a multiple codebook to enhance the ca-
pacity. In 2013, the methods proposed by Pan et al.’s [29]
and Chang et al.’s [9] get lower bit-rate, but the capacity
is lower than 5000. In 2013, Wang et al. [35] proposed
the method joined with the state-codebook mapping. In
2015, Lin et l. [26] proposed the method combined with
state-codebook and SOC, significantly decreasing the bit-
rate. In 2016, Qin et al. [32] proposed the method added
with a relative address type (RA type) into the SOC pro-
cess to make the bit-rate lower.

In 2006, Chang et al. [10] proposed the method based
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Figure 1: The VQ compression example

on side match VQ compression which was proposed by
Kim [20]. In 2010, Lee et al. [23] proposed the method
with higher capacity. In 2012, Shie et al. [33] proposed
the method with higher capacity and average bit-rate. In
2013, Qin et al. [30] proposed the method based on an
index mapping mechanism to have higher capacity. In
2014, Qin et al. [31] proposed the improved method, but
the capacity is not good enough. In the same year, Wang
et al. [41] proposed the method to increase the capacity,
but the capacity is inefficient. In 2009, Chang et al. [7]
proposed the method combined with the Joint Neighbor-
ing coding (JNC). In the same year, Wang et al. [36] pro-
posed the method also based on JNC. Both methods have
higher bit-rate.

In 2015, Kieu et al. [21] proposed the method to im-
prove Chang et al.’s scheme [7]. In 2009, Chang et al. [6]
proposed the method based on locally adaptive coding
(LAS). In 2010, Yang proposed [42], reduce the bit-rate
of Chang et al.’s scheme [6]. In 2011, Chang et al. [8]
proposed the improved method to reduce the bit-rate fur-
ther, but the capacity is still not enough. In 2015, Ma
et al. [27] proposed the method based on LAS to improve
LAS, decreasing the bit-rate obviously. In 2007, Chang et
al. [11] proposed the method to sort the VQ index refer-
ring to the counts, which are separated into three clusters
to embed data. In 2009, Yang et al. [41] proposed the
method to increase the capacity and bit-rate. In 2015,
Tu et al. [34] proposed the method with higher capacity.
In the section 3, we will describe 5 representative method
of the data hiding for VQ compression images. In 2012,
Chang [2] proposed the method, which has high payload,
but the bit-rate is also high too.

3 Representative Approaches

In the reversible data hiding in VQ compressed images,
there are many approaches which have been proposed in
the past decade. We will introduce five representative

approaches in the following subsections.

3.1 Chang-Chen-Lin’s Scheme

In 2004, Chang et al.’s proposed the first reversible
data hiding scheme in a VQ compressed image [3].
Their methods are combined with the search-order cod-
ing (SOC) technique. Therefore, we will first introduce
how SOC working. In 1996, Hsieh and Tsai proposed
this method [15] which can compress the image more effi-
ciently. After the VQ compressed process, SOC technique
is used to compress images again. The process of the SOC
is shown in the Figure 2.

Figure 2: The process of the SOC scheme

The first column and first row will not be used in the
SOC process. They choose a search point first, and search
by order in the Figure 2. The first index in the search
order is the representative bit 00; if the second index in
the search order is same as the first index, we skip this
index and do nothing. If the index is not the duplicate
value compared with the previous index processed, we
give the representative bits followed by 01, 10, 11. If the
type of the index is SOC type, we add an indicator bit 1 in
the head followed by the representative bits. Otherwise,
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Figure 3: The embedded rule of Chang et al.’s scheme

we add an indicator 0 in the head followed by the original
VQ index value. In the Chang et al.’s scheme, they embed
the secret bit according to the block type as shown in the
Figure 3. In Situation 1, if the secret bit is 1, and the
index type is SOC type, we do not change anything in
this index. In Situation 2, if the secret bit is 0, and the
index type is SOC type, we change the index into the
original index value and transform the indicator to 0. In
Situation 3, if the secret bit is 0, and the index type is
original index value (OIV), we do not change anything in
this index. In Situation 4, if the secret bit is 1, and the
index type is OIV, we change the index type into SOC
type. The change rule is shown in the Figure 4. We can
judge whether the SOC type is fake because of the code
stream length.

3.2 Chang-Wu-Hu’s Scheme

In 2007, Chang et al.’s proposed a new scheme based on
the frequency of the index count [11]. In the VQ com-
pressed process, each index has a frequency value; and
while the index is used, the frequency value will add 1.
After the VQ compressed procedure is finished, they sort
the codebook in a descending order according to the fre-
quency value. Then we separate the code book into 3
clusters, and each cluster has cbs/3 indexes. In each clus-
ter, cbs represents codebook size, and the remainder of
the codebook will be abandoned.

The embedding process is shown in Figure 5. There
are four situations in this scheme. First, if the index be-
longs to the cluster 1, we change the index to belonging
to cluster 2 or cluster 3 according to the secret bit. And
the length of the index value is always log2cbs. Second,
if the index belongs to the cluster 2, we change the index
belonging to cluster 1 and do not embed the secret bit
in this index. Third, if the index belongs to the cluster
3, we change the index belonging to the cluster 3, and
change the index belonging to cluster 1; and we change
the length of this index to log2 cbs|| log2(cbs/3). For in-
stance, the first index value is 2, and the secret bit is 1.
We change it to the same position in the cluster 3, and
change index value to 12. The second index value 1 with
secret bit 0 will be changed to 6. The third index value 7

is in the cluster 2, and we change it to cluster 1 with the
same position. If the value of the index is 7, we change it
to 2. The number in the Figure 4 with underline means
this index without secret bits embedding. If next index
value 4 with secret bit 1, we change this index to 14. The
fifth index value 13 is in the cluster 3, so we change it
to an indicator of which length is log2cbs. The codebook
size of this example is 15, and the indicator is 0000 fol-
lowed by the log2(cbs/3) bits. The answer of log25 is 3
bits. Therefore, followed by 110, it means 3 in decimal
and does not embed any secret bit in this index.

Figure 4: The change rule of Situation 4

Figure 5: The example of the embedding process of Chang
et al.’s method

In the extraction phase, they can accord to the index
of the cluster it belongs to decide whether this index has



International Journal of Network Security, Vol.20, No.1, PP.1-8, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).01) 4

secret bits or not. If the index belongs to cluster 2 or
cluster 3, we can change it to cluster 1 with the same
position to recover the original index value. If not, we
can determine whether this index belongs to cluster 2 or
cluster 3 according to the indicator. For example, if first
4 bits are 0000, we can easily judge that this index be-
longs to original cluster 3, and the index value is correctly
recovered. If the first secret bits are not 0000, we change
it to cluster 2 in the same position to recover it.

3.3 Chang-Kieu-Chou’s Scheme

In 2009, Chang et al.’s proposed a novel method based
on locally adaptive coding (LAS) [6]. LAS method was
proposed by Bentley et al. in 1986. We show the process
of this method in Figure 6. In the LAS method, it is
classified into two situations. In Situation 1, if the word
has not been appeared, then we add this word in the list.
In Situation 2, if the word has been added in the list, we
output the position of the position of the word in the list
and move the word to the head of the list.

Figure 6: The example of the LAS

In Chang et al.’s scheme, we use LAS method, and the
embedding process is shown in Figure 7.

Figure 7: The example of Chang et al.’s scheme

There are 3 situations in the embedding process. In

Situation 1, we scan the index value in scan order. If the
current value is not in the list, we add this value in the
list and output an indicator 0 and the index value without
embedding any secret bit. In Situation 2, if the current
value is in the list and the secret bit is 0, we move the
index value to the head which is in the list and output the
indicator 0 and the original position of the index value in
the list. In Situation 3, if the current value is in the list,
and the secret bits is 1, we move the index value to the
head and output indicator 1 and the value of the index.

3.4 Tu and Wang’s Scheme

In 2015, Tu and Wang’s proposed an improved method
based on the referred frequency [34]. Their scheme is
similar to Chang et al.’s scheme [6], and the difference
is that they use the index of the cluster 2 and cluster
3 to embed secret bits. The different part is shown on
Figure 8. If the original index value belongs to cluster 2,
we want to change it to cluster 1 and also embed some
secret bits in this index. We change it to the cluster 1 in
the same position followed by an indicator and secret bits.
The indicator 0 means this index originally belongs to the
cluster 2. And if the index originally belongs to cluster 3,
the bit of the indicator will be 1. This method can decide
how many secret bits we want to embed in each index,
but the bit rate will change according to the secret bits
we embed. More secret bits we embed mean the bit rate
is less efficient.

Figure 8: The example of the embedding

3.5 Qin and Hu’s Scheme

In 2016, Qin and Hu’s proposed a scheme based on an
improved SOC method [32]. In ISOC, they make some
difference after the SOC process is finished. If the index
does not change to the SOC type, we compare it with the
left or the upper index. Equation (1) shows the action of
the index.

d = |X −X ′|. (1)

Users will define a threshold value T . While d is not
greater than T/2, we change this index to the relative
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addressing type (RA type). Table 1 shows the different
length and indicator of each type.

Table 1: The summary of the ISOC

Index Type Indictor Encode Data Coding Length

OIV 11 (X)10 2 + log2 N
SOC 0 (m∗)10 1 + log2 m
RA 10 (d)10 2 + log2 T

X = search point value;
m = search order times;
d = difference calculate by Equation (1);
N = codebook size;
T = threshold defined by user;
m* = search order of the search point.

In Qin and Hu’s scheme, after the ISOC process is
finished, we embed each secret bit in each index. There
are five situations in the embedding procedure.

First, if the index type is SOC type and the secret bit
is 0, we do not change anything in this situation. Sec-
ond, if the index type is SOC type and the secret bit is
1, we change it to the RA type; and this situation is clas-
sified to two cases. In case 1 we calculate the value d by
Equation (1).

If d is less or equal than T/2− 1, the encode bitstream
will be 2 + log2 T . In the other hand, if d is greater than
T/2− 1, the encode bitstream will be 2 + log2 T + log2 m.
In Situation 3, if the index type is RA type and the secret
bit is 1, we do not change anything in this situation. In
Situation 4, if the index type is RA type and the secret
bit is 0, we change the index type to SOC type and the
encode bitstream is 1 + log2 m+ log2 T . In Situation 5, if
the index type is OIV type, we do not do anything in this
index. The summary of the embedding phase is shown as
Table 2.

4 Comparisons

In the comparison part, we do the experiment of the rep-
resentative scheme. The same codebook and the same
secret bitstream are used in the experiment. The im-
age size of the experiment is 512× 512 and the codebook
size is 256. In the VQ compression phase, the each non-
overlapping block is 4×4, so each index has 8 codewords.
Equation (2) shows the compression rate how to be cal-
culated.

bit rate =
codestream

(H ×W )
(2)

where the codestream means the code length after the em-
bedding process is finished. The H and W mean the height
and weight of the original cover image, respectively. We
show the experiment result of these 5 representative meth-
ods in Tables 3 and 4 to display the capacity and com-
pression rate, respectively. We can discover that method

1 index usually embeds 1 bit only; if we embed more bits
in the index, the compression rate of the compression file
will be significantly increased.

5 Conclusions and Future Work

Because of the rising of the social media, the compressed
techniques are always used in the process of uploading
images. This effect leads to the data hiding embed secret
data in the compressed image becoming more popular. In
this paper, we sort out the basic requirement in the data
hiding for compressed images and compare five represen-
tative methods with different hiding techniques.

For the future development, according to the capacity
requirement. How to embed more secret data with the
similar bit-rate is the challenging issue. After separation,
the number of blocks will be less than the number of origi-
nal images pixels. We think that we can embed the secret
data from the codeword in the codebook, which is the
future work.
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Abstract
In this paper, we propose an Undeniable Blind Signa-

ture scheme (UBSS) based on isogenies between supersin-
gular elliptic curves. The proposed UBSS is an extension
of the Jao-Soukharev undeniable signature scheme [16].
We formalize the notion of a UBSS by giving the for-
mal definition. We then study its properties along with
the pros and cons. Based on this, we provide a couple
of its applications. We then state the isogeny problems
in a more general form and discuss their computational
hardnesses. Finally, we prove that the proposed scheme
is secure in the presence of a quantum adversary under
certain assumptions.
Keywords: Isogeny; Post-quantum Cryptography; Su-
persingular Elliptic Curve; Undeniable Blind Signature
Scheme

1 Introduction
Blind signature scheme is a protocol in which the re-

quester requests the signer to sign a document with-
out disclosing the contents of the document. In 1982,
Chaum [5] proposed the first blind signature scheme. It
is based on the RSA problem [23]. Since then a host of
blind signature schemes and their variations have been
proposed based on different hardness assumptions such
as the Discrete Logarithm Problem (DLP), pairing-based
problems and lattice-based problems [4, 24, 29]. How-
ever, all the known blind signature schemes suffer from a
common drawback that they are not secure in the pres-
ence of a quantum adversary. The blind signatures by
Chaum [5], Camenisch et al. [4] and Zhang and Kim [29]
are not quantum secure due to the polynomial time quan-
tum algorithm by Shor for solving integer factorization
and discrete logarithms. The lattice-based blind signature
by Rückert [24] uses Fiat-Shamir paradigm [9] which is
not secure in the quantum random oracle model as shown
in [7].

Blind signature provides both anonymity and authenti-
cation [15, 20]. Hence it is used in the privacy-preserving
protocols such as e-cash and e-voting [21, 22]. However,
the signer has neither any control on the content of the
document nor on the way the signature is used. Therefore,
there is a crucial need to give a certain degree of control
to the signer. One possible way is to let the signer and
the requester agree on a part of the message (e.g., cer-
tain metadata about the specific message). This can be
achieved through the technique introduced by Abe and
Fujisaki [1].

Alternatively, one could let the signer decide who can
verify the signature. This will keep unauthorized veri-
fiers at bay and provide a certain control on the way the
signature is used. The Undeniable Signature scheme in-
troduced by Chaum and van Antwerpen [6] precisely has
the said requirement. In an undeniable signature scheme
the signer can decide who can verify the signature.

So, it seems desirable to have a scheme that would pro-
vide anonymity and controlled verification satisfying the
properties of both blind signature and undeniable signa-
ture. Such a scheme can be devised but not obvious.
In 1996, Sakurai and Yamane [25] have come up with
an undeniable blind signature scheme based on the DLP.
Their technique is also applicable for blinding the RSA
based undeniable signature described in [6]. However,
their scheme is not quantum secure either.

In this paper, we propose a new undeniable blind sig-
nature scheme based on the hardnesses of isogeny prob-
lems over supersingular elliptic curves. The isogeny prob-
lems for supersingular curves (details in Section 5) do not
have any subexponential quantum algorithm. Hence, our
scheme is quantum resistant.

Soukharev et al. [28] give a construction of quan-
tum secure designated verifier signature scheme based
on the hardness of isogeny problems. They also show
a generic construction of asymmetric key authenticated
encryption scheme. Jao and Soukharev [16] have pro-
posed an isogeny-based undeniable signature. We extend
Jao-Soukharev scheme into an Undeniable Blind Signa-
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ture scheme.
To sum up, the main contributions of this paper are:

1) The concept of an UBSS seems to have been first
mentioned in the work of Sakurai and Yamane [25].
However, to the best of our knowledge, it has never
been formally defined in the literature till date. In
this paper, we make such an attempt and give a for-
mal definition of UBSS. We also study its properties
including its strengths and weaknesses.

2) In [17], Jao and Venkatesan, speculate the use of
hardness assumptions related to isogeny problems in
constructing blind signature. We confirm this specu-
lation by constructing an undeniable blind signature
scheme.

3) The existing isogeny-based schemes [8, 16], including
the current work, use primes of special forms that
depend on a given set of small primes. Therefore, we
state isogeny problems in their general form. These
definitions can be used for the construction of any
isogeny-based cryptographic scheme.

The rest of the paper is organized as follows. In Sec-
tion 2, a formal definition of a UBSS is given and its
properties as well as the possible attacks are studied. In
Section 3 a brief and relevant mathematical background
about isogenies between supersingular elliptic curves is
provided. Section 4 describes the proposed UBSS in de-
tail. In Section 5, we state the isogeny problems in their
general form and discuss related hardness assumptions.
The security of the proposed scheme is proved in Sec-
tion 6. We conclude in Section 7.

2 Undeniable Blind Signature:
Definition and Properties

2.1 Formal Definition
One would expect that a UBSS combines the proper-

ties of undeniable signature scheme and blind signature
scheme. This means that UBSS would offer anonymity of
the message origination and controlled verification of the
signature. We have not found any definition that would
fulfill both the requirements. Hence, we provide a defini-
tion for UBSS.

Definition 1 (Undeniable Blind Signature Scheme). An
interactive signature scheme given by the tuple

UBSS = (KeyGen,Blind,Sign,Unblind,Check, CON ,DIS)

is said to be undeniable blind signature scheme if it satis-
fies the following:

1) The randomized key generation algorithm KeyGen
takes as input a security parameter 1λ and outputs a
pair of keys (vk, sk) which are called the verification
key and the secret key respectively. This is written
as (vk, sk)← KeyGen(1λ).

2) The randomized blinding algorithm Blind takes as in-
put a message m and outputs a blinded message m′,
denoted as m′ ← rBlind(m) where r is the random
choice made by the algorithm.

3) The randomized or deterministic signing algorithm
Sign takes as input a secret key sk and a message m.
It outputs a signature σ, denoted σ ← Signsk(m).

4) The deterministic unblinding algorithm Unblind takes
as input a blinded signature σ′ and a random choice
r. It outputs an unblinded signature σ, to be denoted
by σ := Unblindr(σ′).

5) The deterministic checking algorithm Check takes as
input a message m, a signature σ and the key pair
(vk, sk). It outputs a bit b with b = 1 meaning valid
and b = 0 meaning invalid. This is written as b :=
Check(vk,sk)(m,σ).

6) The confirmation protocol, πcon initiated by the
signer, assures the verifier that the signature is in-
deed valid.

7) The disavowal protocol, πdis also initiated by the
signer, assures the verifier that the signature is not
valid.

It is required that, for every key pair (vk, sk) output
by KeyGen(1λ), every m in the message space, and every
random choice r made by Blind, the following holds:

Check(vk,sk)(m,Unblindr(Signsk(rBlind(m)))) = 1

Additionally, if the signature algorithm is determinis-
tic, we may also assume that the effect of blinding-signing-
unblinding on a message is same as directly signing the
message. In the above notation, this means

Unblindr(Signsk(rBlind(m))) = Signsk(m).

2.2 Working of UBSS
We will now run through the protocol to illustrate the

role of the different algorithms in the definition. The il-
lustration also makes it clear when these algorithms are
run and by whom.

At first the signer chooses a security parameter λ and
runs KeyGen(1λ) to obtain the key pair (vk, sk). The
signing key sk is kept secret and the verification key vk
is published by the signer. Let m be the message which
the requester wishes to communicate anonymously. The
requester first creates a blinded version m′ of m by run-
ning the algorithm Blind(m). Let r be the random choice
made by the algorithm Blind. The requester then sends
m′ along with his identity IdR. The signer verifies the
requester’s identity (see Remark 1) and runs Signsk on
m′ to obtain the blinded signature σ′. After receiving σ′
from the signer, the requester unblinds it by using the al-
gorithm Unblind and the same random choice r made by
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Signer

Requester Verifier

σ′

CON/DISIdR‖m′

(m,σ)

IdV ‖(m,σ)

Figure 1: Illustration of the flow of information in an
undeniable blind signature protocol

Blind. The requester then sends the original message m
and the unblinded signature σ to the concerned party.

Any party who wishes to verify the signature sends
the message-signature pair (m,σ) along with his identity
IdV to the signer. The signer verifies the identity of the
verifier (see Remark 1). If IdV is not the identity of an
authorized verifier, then the signer simply ignores; oth-
erwise, runs the algorithm Check. If Check returns valid
then the signer initiates the confirmation protocol CON ;
otherwise initiates the disavowal protocol DIS. Figure 1
gives the flow of information in the UBSS.

Remark 1. We intentionally do not specify how the
signer verifies the identity of the requester and the ver-
ifier. It is the problem that can be best dealt with mu-
tual authentication which can be done in one of the many
ways [3, 11], all of which are quantum secure.

2.3 Properties
The UBSS is desired to have the following three secu-

rity properties viz., unforgeability, blindness and invisibil-
ity. The above properties are elaborated and their formal
definitions are given below.
Unforgeability. As with any signature scheme, we re-
quire that the UBSS is unforgeable. The strongest no-
tion of unforgeability is obtained when the adversary is
allowed to corrupt both the requester and the verifier.
The strongest notion of unforgeability for a UBSS is given
here. The UBSS must be unforgeable against one-more
forgery i.e., a requester who has received signatures for t
messages (where t is polynomially bound by the security
parameter), should not be able to output t + 1 distinct
message-signature pairs even after collaborating with the
verifier. This notion of unforgeability is formalized by the
following security game:

1) The challenger runs KeyGen(1λ) to obtain the key
pair (vk, pk) and gives the verification key vk to A.

2) A is allowed to make polynomially many queries
to the signing oracle on chosen messages or any of
their blinded versions adaptively and arbitrarily in-
terleaved.

3) A is also allowed to submit message-signature pairs
(m,σ) to the confirmation/disavowal oracle. If (m,σ)

is valid (resp. invalid), then the oracle engages in
confirmation (resp. disavowal) protocol with the ad-
versary.

4) After making t queries to the signing oracle, A out-
puts t′ distinct pairs (mi, σi) such that

Check(vk,sk)(mi, σi) = 1

Definition 2 (Unforgeability). Let UBSS be a given un-
deniable blind signature scheme as in Definition 1. We
say that the UBSS is unforgeable if Pr[t′ > t] is negligi-
ble for any probabilistic polynomial-time (PPT) adversary
A in the above game.

Blindness. The blindness property is essential for pre-
serving the anonymity of the message content originator.
The signer should not be able to relate the message-
signature pair and associated blinded versions. The
strongest notion of blindness is obtained when the adver-
sary is allowed to corrupt both the signer and verifier.
Since the verification happens collaboratively with the
signer, we allow the signer to view the signature after un-
blinding it. Incidentally, the existing definition of blind-
ness for blind signature already accounts for this. Except-
ing notation, we consider the following security game as
described by Schröder and Unruh in [26, Sec. 3 Defn. 4].

1) The adversary A runs KeyGen(1λ) and generates a
key pair (vk, sk).

2) A then chooses two messages m0 and m1 and gives
them to the challenger.

3) The challenger chooses a random bit b hidden from
A and reorders the messages as (mb,mb−1).

4) The challenger then blinds the two messages; m′b ←
r1Blind(mb) and m′b−1 ← r2Blind(mb−1).

5) A engages in signing the blinded versions m′b and
m′b−1. If signing requires multiple interactions, then
A may engage parallely and arbitrarily interleaved.

6) The challenger receives the blinded signatures σ′b and
σ′b−1 and unblinds them; σb := Unblindr1(σ′b) and
σb−1 := Unblindr2(σ′b−1).

7) The challenger then sends σb and σb−1 to A.

8) At the end of the attack game, A outputs a guess bit
b′.

Definition 3 (Blindness). We say that the UBSS has
blindness property if |Pr[b′ = b] − 1/2| is negligible for
any PPT adversary A in the above game.

Invisibility. A verifier should be able to accept (or re-
ject) a signature only with the signer’s cooperation via
the confirmation (or disavowal) protocol and not other-
wise. This notion is formalized by the following security
game between a challenger C and an adversary A.
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1) The challenger runs KeyGen(1λ) to obtain the key
pair (vk, pk) and gives the verification key vk to A.

2) A is permitted to issue a series of signing queries for
messagesmi and their blinded versions to the signing
oracle adaptively and receives signatures σi.

3) A is also allowed to submit message-signature pairs
(m,σ) to the confirmation/disavowal oracle. If (m,σ)
is valid (resp. invalid), then the oracle engages in
confirmation (resp. disavowal) protocol with the ad-
versary.

4) At some point, A chooses a message m∗ and sends it
to the challenger.

5) C chooses a random bit b. If b = 1, C runs σ∗ ←
Signsk(m∗), otherwise, C chooses a random value for
σ∗ from the signature space. C returns σ∗ to A.

6) A performs some signing queries again (see Re-
mark 2).

7) A can also perform some queries to the confirma-
tion/disavowal oracle but not allowed to query the
challenge (m∗, σ∗).

8) At the end of the attack game, A outputs a guess bit
b′.

Definition 4 (Invisibility). We say that the UBSS is
invisible against full attack if |Pr[b′ = b]−1/2| is negligible
for any PPT adversary A in the above game.

Remark 2. If the signing algorithm is deterministic, we
do not allow the adversary A to query m∗ or any of its
blinded versions to the signing oracle.

2.4 Attacks: Blindness vs. Invisibility
A couple of attacks which exploit blindness property

and invisibility property are demonstrated here. We show
that all the existing schemes [13, 19] that combine these
two requirements are vulnerable to the following attacks.
At the end of the section, some suggestions to choose the
appropriate model and suitable application are made in
order that the system is secure.

The restriction in Remark 2 is a standard practice.
However it seems rather forced. Suppose that the signing
algorithm is deterministic and adversary A queries for
a signature on a blinded version of m∗. If the UBSS is
blind, then it is impossible for the signer to distinguishm∗
from any of the previously signed messages. Hence, A can
easily guess b and the signature is visible for the requester
without actually engaging in the confirmation/disavowal
protocol.

Suppose the signer does not conform to his inputs,
say a different key pair (vk∗, sk∗) is used instead of
(vk, sk) for signing all the messages form a particular
requester. If the UBSS is invisible, it is impossible for

the requester to know that the signer has used a dif-
ferent key pair. During the verification of a message-
signature pair (m,σ), if Check(vk,sk)(m,σ) returns invalid,
and Check(vk∗,sk∗)(m,σ) returns valid, then the signer can
trace the origin of the message m. Thus, compromis-
ing the anonymity of the content originator. The signer
seamlessly continues with the disavowal protocol. This
anomaly could be seen as an advantage. Suppose the re-
quester becomes aware that the signer has used a different
key pair for signing. The requester may choose to give up
the anonymity of the message to expose the signer. The
signatures can be used as an evidence against the signer.

One way to circumvent the above attacks is to allow the
requester to be a valid verifier. This makes the signatures
visible to the requester and empowers the requester to
check whether the signer has used the correct input.

The definition of UBSS is decoupled from the actual se-
curity model and the applications. While anonymity and
invisibility appear to be conflicting goals, by choosing an
appropriate security model, UBSS can be very useful in
certain applications. For example, in the case of e-cash,
one may consider the bank as a semi-honest signer. For
security reasons, the bank could decide to verify signa-
tures only for its customers. Then the bank should use
UBSS instead of blind signatures.

Another example where the UBSS becomes a natural
choice is Anonymous Feedback System. Suppose the chief
organizer of an event wishes to take anonymous feedback
from the participants. It should be done such that (i)
only the participants should be able to give the feed-
back anonymously and (ii) only the organizing committee
should be able to verify the authenticity of the feedback.
The participants who give feedback request for a blind
signature from the chief organizer. After obtaining the
signature, the participants send the feedback along with
the signature to the organizing committee. The commit-
tee members then verify the signature with the chief or-
ganizer. E-voting can be considered as a special case of
anonymous feedback system. In ANONIZE [12], any ad-
versary can verify the authenticity of the survey data and
hence there is a possiblity of misuse of the data. UBSS
averts any such misuse by allowing only the authorized
verifiers to check the authenticity of the data.

This completes our discussion on the definition of the
UBSS. In the next few sections, we give an example of a
UBSS using the isogeny-based hardness assumptions.

3 Mathematical Background
This section briefly provides some necessary math-

ematical background. For further details, the reader
is referred to [27] for mathematical, [10] for crypto-
graphic, [8] for algorithmic aspects and the citations
thereof.

Let Fq be the finite field (up to isomorphism) of char-
acteristic p and cardinality q. It is a well known fact that
two elliptic curves are isomorphic over an algebraic closure
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of Fq if and only if they have the same j-invariant. Also,
given two elliptic curves, the isomorphism between them
can be efficiently computed. An elliptic curve E/Fq is said
to be supersingular if #E(Fq) ≡ 1 mod p. For equivalent
definitions kindly refer [14, Ch. 13 Sec. 3 p. 259].
Isogenies. A homomorphism between two groups is a
map that preserves the group structure. The kernel of
a homomorphism is the subset of elements whose image
is the identity. An isogeny is a group homomorphism
between two elliptic curves with a finite kernel. Let φ :
E1 → E2 be an isogeny between two elliptic curves E1
and E2. Thus φ(OE1) = OE2 and φ can be written as

φ(x, y) =
(
f1(x, y)
g1(x, y) ,

f2(x, y)
g2(x, y)

)
,

where f1, f2, g1, g2 are polynomials in two variables x, y
with co-efficients in Fq. The degree of the isogeny φ,
deg φ = max{deg f1,deg f2}. An isogeny φ is said to
be separable if deg φ = # kerφ. An isogeny of degree
` is often referred to as an `-isogeny. For any `-isogeny
φ : E1 → E2, there exists an `-isogeny φ̂ : E2 → E1, called
the dual of φ, such that φ ◦ φ̂ = φ̂ ◦ φ = [`] where [`] is a
multiplication-by-` map. Two elliptic curves E1 and E2
are said to be `-isogenous if there exists an `-isogeny φ be-
tween them. Tate’s isogeny theorem says that E1 and E2
are isogenous over Fq if and only if #E1(Fq) = #E2(Fq).
An isogeny is uniquely identified (up to isomorphism) by
its kernel. Any generator of the kernel will produce a
unique isogeny up to isomorphism via Vélu’s formulae.
In our work we will be considering only supersingular el-
liptic curves and separable isogenies with cyclic kernels.
Isogeny Graph. An `-isogeny graph is a graph in which
the nodes are represented by isomorphism classes of ellip-
tic curves. There is an edge from E1 to E2 in the `-isogeny
graph if there is an `-isogeny form E1 to E2. The isogeny
graph is undirected due to the existence of dual isogenies.
The `-isogeny graph of supersingular curves is connected.
Given two random nodes in the isogeny graph finding a
path of fixed length is hard. This hardness is used for con-
structing isogeny-based cryptosystems, explained in detail
in Section 5.

4 A New Undeniable Blind Signa-
ture Scheme Based on Isogenies

In this section, we describe a new undeniable blind
signature scheme based computing an isogeny between
two supersingular elliptic curves over a finite field Fq.
We borrow the notation as in the paper of Jao and
Soukharev [16].

4.1 Public Parameters
Choose a prime p of the form p = `eA

A `eM

M `eC

C `eR

R ·
f ± 1. Generate a random supersingular elliptic curve
E0 defined over the field Fp2 . Choose base points

{PA, QA}, {PM , QM}, {PC , QC} and {PR, QR} that gen-
erate E0[`eA

A ], E0[`eM

M ], E0[`eC

C ] and E0[`eR

R ] respectively.
Choose a hash function H : {0, 1}∗ → Z

`
eM
M

Z .

4.2 KeyGen
The signer generates two random numbers mA, nA ∈

Z/`eA

A Z. Computes the curve EA = E0/ 〈KA〉 where
KA = [mA]PA + [nA]QA is the generator of the kernel
of the isogeny φA : E0 → EA. The signer also computes
φA(PC) and φA(QC).
Public Key: EA, φA(PC), φA(QC)
Private Key: mA, nA,KA

E0 EA
φA

Figure 2: The isogeny φA computed during the key gen-
eration phase

4.3 Blind
Let M be the message for which the signature is re-

quired. Let h = H(M). Compute the isogeny φM and
the curve

EM = E0

〈PM + [h]QM 〉

The image points φM (PA), φM (QA), φM (PC), φM (QC),
φM (PR) and φM (QR) are also computed. Now this mes-
sage curve EM has to be blinded. Choose a random
r ∈ Z

`
eR
R

Z which is hidden from the signer. Compute the
isogeny φM,RM and the curve

ERM = EM
〈φM (PR) + [r]φM (QR)〉

ERM is the blinded curve on which the signer will sign.
The blinding process is illustrated in Figure 3.

E0 EA

EM

ERM

φA

φM

φM,RM

Figure 3: The isogenies φM and φM,RM computed while
blinding the message. The dashed arrow is the isogeny
unknown to the requester
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Before sending the curve ERM for signing, one has to
compute the dual isogeny φ̂M,RM , so that unblinding is
possible. To do that, first we need to find a point K ∈
EM [`eR

R ] of order `eR

R such that K /∈ KerφM,RM , say K =
φM (QR). Compute the image point φM,RM (K) ∈ ERM .
The isogeny with kernel 〈φM,RM (K)〉 is the dual isogeny
φ̂M,RM .

Remark 3. Strictly speaking, this will not be the dual of
φM,RM because this isogeny will lead to a curve which is
isomorphic to EM . Since isomorphic curves represent the
same node in the isogeny graph, this isogeny maps back
to the same node. By the abuse of notation, we denote it
as φ̂M,RM .

Now, choose basis {P ′R, Q′R} ∈ ERM that generate
ERM [`eR

R ]. Compute m,n ∈ Z
`eR

R

such that

φM,RM (K) = [m]P ′R + [n]Q′R
This amounts to solving extended discrete logarithm
problem on ERM . Since ERM is isogenous to E0, by
Tate’s theorem, we have

#ERM (Fp2) = #E0(Fp2)

Hence ERM is a curve of smooth order. Therefore, m,n
can be found efficiently using generalized Pohlig-Hellman
algorithm. The masked curve ERM along with the points

P ′A = φM,RM (φM (PA))

Q′A = φM,RM (φM (QA))
P ′C = φM,RM (φM (PC))
Q′C = φM,RM (φM (QC))

P ′R and Q′R (all belonging to ERM ) is sent to the signer.

4.4 Sign
The signer computes the curve

EARM = ERM
〈[mA]P ′A + [nA]Q′A〉

The signer also computes the image points
φRM,ARM (P ′C), φRM,ARM (Q′C), φRM,ARM (P ′R) and
φRM,ARM (Q′R), and sends all the computed values to the
user.

4.5 Unblind
The requester computes the isogeny φ̂AM,ARM and the

curve

EAM = EARM
〈[m]φRM,ARM (P ′R) + [n]φRM,ARM (Q′R)〉

The requester also computes the points

PS = φ̂AM,ARM (φRM,ARM (P ′C))

QS = φ̂AM,ARM (φRM,ARM (Q′C))
The signature σ = {EAM , PS , QS}.

E0 EA

EM

ERM EARM

φA

φM

φM,RM

φRM,ARM

Figure 4: The isogeny φRM,ARM computed for signing
the blinded message. The dashed arrows are the isogenies
unknown to the signer.

E0 EA

EM EAM

ERM EARM

φA

φM

φM,RM

φRM,ARM

φ̂AM,ARM

Figure 5: The isogeny φ̂AM,ARM computed while unblind-
ing the signature. The dashed arrows are the isogenies
unknown to the requester.

4.6 Check
At the end of Unblind algorithm, the signature curve

generated by our scheme is isomorphic to Jao-Soukharev
signature curve. Hence the signature verification can be
done in the same way as in Jao-Soukharev signature.
When a message M and signature σ is submitted for
verification, the signer first checks whether the square
(E0, EA, EAM , EM ) in Figure 6 commutes. If it does, then
the signer initiates the confirmation protocol CON , initi-
ates the disavowal protocol DIS. The confirmation and
disavowal protocols are same as in [16].

Remark 4. Strictly speaking, the effect of blinding-
signing-unblinding is not the same as directly signing the
message. The action of an isogeny followed by the ac-
tion of its dual is equivalent to multiplication-by-degree
map [27, III.6.2a p. 83]. Hence, the points PS and QS
will have a factor of `eR

R multiplied to them when compared
to the Jao-Soukharev signature. But then, this factor is
relatively prime to their order `eC

C . It would not affect
the signature verification since both the pairs generate the
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E0 EA

EM EAM

φA

φM φA,AM

φM,AM

Figure 6: The isogenies φM , φM,AM , φA,AM are computed
to check whether the given signature EAM is valid.

same kernel.

The prime used in our work is different form the primes
already used in the literature [8, 16] for constructing
isogeny-based cryptographic primitives. This motivates
us to give generalized statements and hardness assump-
tions for isogeny-problems. We review them in the next
section.

5 Isogeny Problems Revisited
The current work uses the prime p of the form p =

`eA

A `eM

M `eC

C `eR

R · f ± 1 which has not been used so far in
the literature. The security of the isogeny-based schemes
depend on the size of the corresponding torsion subgroup.
Hence, such a choice for the prime does not have any
security implications so long as the torsion groups are
large enough.

Let p be a prime of the form p = f ·
∏N
i=1 `

ei
i ± 1 where

`i are distinct small primes, ei are positive integers and
f ≥ 1 is a small cofactor. Let E0 be a supersingular
elliptic curve defined over Fp2 and having order (p∓ 1)2.
For each 1 ≤ i ≤ N , let {Pi, Qi} be an arbitrarily chosen
basis of E0[`ei

i ]. The above information forms the global
parameters.

Problem 1 (Decisional Supersingular Isogeny (DSSI)
problem). Given the global parameters and another curve
E′ defined over Fp2 such that #E0(Fp2) = #E′(Fp2),
decide whether E′ is `ei

i -isogenous to E0 for a specified
1 ≤ i ≤ N .

For a fixed but arbitrary 1 ≤ i ≤ N , let φi : E0 → Ei
be an isogeny whose kernel is 〈[mi]Pi + [ni]Qi〉 where
mi, ni ∈ Z/`ei

i Z are chosen randomly and not both di-
visible by `i.

Problem 2 (Computational Supersingular Isogeny
(CSSI) problem). Given the global parameters, the curve
Ei and the points φi(Pj), φi(Qj) for all j = 1, 2, · · · , N ,
j 6= i, find a generator of 〈[mi]Pi + [ni]Qi〉.

5.1 DSSI and CSSI Assumptions
The DSSI and CSSI assumptions are the assumptions

that DSSI and CSSI problems are hard to solve for any
1 ≤ i ≤ N . This notion is formalized in this section.

DSSI Assumption. The DSSI assumption says that
the following two probability distributions are computa-
tionally indistinguishable for all i:

• (E,E/〈R〉) where R ∈ E is a random point of order
`ei
i .

• (E,E′) where E′/Fp2 is a random curve such that
#E(Fp2) = #E′(Fp2).

Let λ be the security parameter. Let G be a (possi-
bly randomized) polynomial-time algorithm that, on in-
put 1λ, outputs the global parameters described above.
Let us denote the set of all the global parameters by G.

Definition 5. We say that the DSSI problem is hard rel-
ative to G if ∀ 1 ≤ i ≤ N and for all bounded quantum
polynomial-time algorithms A, the quantity

|Pr [A(G, E,E/〈R〉) = 1]− Pr [A(G, E,E′) = 1]|

is negligible and the probabilities in each case is taken
over the experiment in which G(1λ) outputs G, R ∈ E
is a random point of order `ei

i and E′ is a random curve
such that #E(Fp2) = #E′(Fp2).

CSSI Assumption. Consider the following experiment
for a given parameter-generating algorithm G, algorithm
A, and parameter λ.

The computational supersingular isogeny ex-
periment CSSIsoA,G(λ):

1) Run G(1λ) to obtain the global parameters G =
(p,E0, `i, ei, Pi, Qi).

2) For a fixed 1 ≤ i ≤ N , choose m,n← Z/`ei
i not both

divisible by `i and compute

E′ ≡ E0

〈[m]Pi + [n]Qi〉

3) A is given G, i, E′ and outputs a point R ∈ E0.

4) The output of the experiment is defined to be 1 if
E′ ≡ E0

〈R〉 and 0 otherwise.

Definition 6. We say that the CSSI problem is hard rel-
ative to G if ∀ 1 ≤ i ≤ N and for all bounded quan-
tum polynomial-time algorithms A there exists a negligible
function negl such that

Pr[CSSIsoA,G(λ) = 1] ≤ negl(λ).

5.2 Hardness of CSSI and DSSI Assump-
tions

Since the DSSI and CSSI problems need to be hard for
all values of i, it is expected that the parameter generat-
ing algorithm G outputs the prime p such that the values
`ei
i are roughly of the same size for all i. Hence, we assume
`ei
i ≈ N

√
p. The generic attack for solving DSSI and CSSI
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problems that improve on exhaustive search involve solv-
ing the claw problem for the domain size `ei/2

i . The opti-
mal complexity for the above black-box claw attack using
a quantum computer is O(`ei/3

i ) = O( 3N
√
p). Suppose

λ = log p, then the complexity of the attack is O(2λ/3N )
which is clearly exponential in λ. Kohel et al. [18] have
given a probabilistic algorithm for solving the quaternion
analog of CSSI problem. However, translating it to CSSI
problem is not known to be efficient. The quantum algo-
rithm by Biasse et al. [2] yields a subexponential attack
if the base curve is defined over Fp. There is no known
subexponential attack if the base curve is not defined over
Fp.

5.3 Other Isogeny Problems
There have been several other variants of DSSI and

CSSI problems whose hardness have been assumed to
build the cryptographic primitives. We present only those
that are relevant to the current work. For a complete list,
we refer the reader to [16, Sec. 5]. Henceforth in the rest
of the paper, for the sake of simplicity, we follow the no-
tation as in Section 4.

Problem 3 (Decisional Supersingular Product (DSSP)
problem). Given an isogeny φ : E0 → E3 of degree `ei

i

and a tuple sampled with probability 1/2 from one of the
following two distributions:

• (E1, E2, φ
′) where the product E1 × E2 is chosen at

random among those `ej

j -isogenous (i 6= j) to E0×E3,
and where φ′ : E1 → E2 is an isogeny of degree `ei

i ,
and

• (E1, E2, φ
′) where E1 is chosen at random among the

curves having the same cardinality as E0, and φ′ :
E1 → E2 is a random isogeny of degree `ei

i ,

determine from which distribution the tuple is sampled.

Problem 4 (Modified Supersingular Computational
Diffie-Hellman (MSSCDH) problem). Given EA, EM and
ker(φM ), determine EAM .

Problem 5 (One-sided Modified Supersingular Com-
putational Diffie-Hellman (q-OMSSCDH) problem). For
a fixed EA and given oracle access of at most q times
to MSSCDH for any set of inputs EA, EMi , ker(φMi),
(1 ≤ i ≤ q). Solve MSSCDH for EA, EM and ker(φM )
where EM 6≡ EMi

∀i.

Problem 6 (Modified Supersingular Decisional
Diffie-Hellman (MSSDDH) problem). Given EA,
EM , EC and ker(φM ), decide whether EC ≡ EAM .

Problem 7 (One-sided Modified Supersingular Deci-
sional Diffie-Hellman (q-OMSSDDH) problem). For a
fixed EA and given oracle access of at most q times to
MSSCDH oracle for any set of inputs EA, EMi

, ker(φMi
),

(1 ≤ i ≤ q). Solve MSSDDH for EA, EM , EC and
ker(φM ) where EM 6≡ EMi ∀i.

Signing Oracle. Given any supersingular elliptic curve
E/Fp2 of order (`eA

A `eM

M `eC

C `eR

R )2 and points P,Q ∈ E both
of order `eA

A , the signing oracle outputs the curve EA such
that

EA ≡
E

[mA]P + [nA]Q

where mA, nA ∈ Z/`eA

A Z form the private key.

Problem 8 (One-More Supersingular Computational
Diffie-Hellman (1MSSCDH) problem). After making q
queries to the signing oracle, output at least q + 1 dis-
tinct pairs of curves {EMi

, EAMi
} where EMi

are `eM

M -
isogenous to E0 and {EA, EMi

, EAMi
} is a Diffie-Hellman

tuple for each 1 ≤ i ≤ t.

6 Security of the Proposed Con-
struction

In this section, we prove that our UBSS has unforge-
ability, blindness and invisibility.

6.1 Unforgeability
The challenger chooses a security parameter and gener-

ates the secret key mA, nA. The corresponding public key
EA, φA(PC), φA(QC) is given to the adversary A. A then
issues a series of at most q signing queries to the challenger
for the messages mi (1 ≤ i ≤ q). Let EMi

and EAMi

be the corresponding message curves and signatures re-
spectively. A is allowed to submit the message-signature
pairs (m,EAM ) to the signer for verification. If the sig-
nature is correct then the signer engages in confirmation
protocol otherwise initiates disavowal protocol. At some
point adversary then outputs q′ message-signature pairs
(mj , EAMj ). The adversary wins the game if q′ > q.

Theorem 1 (Unforgeability). If the DSSP and 1MSS-
CDH assumptions hold, then the proposed UBSS is un-
forgeable.

Proof. Suppose there exists an adversary A that forges
the proposed UBSS. Without any loss of generality we
may assume that A issued exactly q signing queries and
output exactly q + 1 valid message-signature pairs. The
confirmation and disavowal protocols are shown to be
zero-knowledge in [16, Sec. 7] provided DSSP is hard to
solve. Hence we may further assume that A does not
have access to the confirmation/disavowal oracle at all.
But then A in turn solves 1MSSCDH problem.

Remark 5. Since the signature for a message m ob-
tained at the end of the proposed UBSS protocol is the
Jao-Soukharev signature for m, we also need to assume
that solving q-OMSSCDH problem is hard. This is omit-
ted in the statement of Theorem 1 as 1MSSCDH assump-
tion is stronger than q-OMSSCDH assumption.
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6.2 Blindness
To prove that the proposed signature scheme has blind-

ness property, the following security game is used. The
adversary A is given the security parameter. A generates
the secret key mA, nA and the corresponding public key
EA, φA(PC), φA(QC). The adversary outputs two mes-
sages {m0,m1}. The same two messages are ordered as
{mb,m1−b} according to a random bit b which is hidden
from A. Then A engages in two parallel interactive proto-
cols, possibly with two different users. If the users output
the corresponding signatures, then A is also given EAM0

and EAM1 . A’s goal is to guess the value of the bit b
and the blindness property requires that such a guess is
negligibly close to 1

2 .

Theorem 2 (Blindness). If the DSSP is hard to solve,
then the proposed UBSS has the blindness property.

Proof. Given EM0 , EM1 , ERMb
, ERM1−b

, EAM0 , EAM1

the goal of the adversary A is to figure out the value of
the bit b. Note that A also has the knowledge of the
isogenies φs0 : EM0 → EAM0 , φs1 : EM1 → EAM1 , φ′sb

:
ERMb

→ EARMb
and φ′s1−b

: ERM1−b
→ EARM1−b

. To
decide whether b = 0 or b = 1 is equivalent to deciding
whether, ERMb

×EARMb
is `eR

R -isogenous to EM0×EAM0

or not. Further, this essentially amounts to solving DSSP
on the inputs (EM0 , EAM0 , φs0) and (ERMb

, EARMb
, φ′sb

).

6.3 Invisibility
The challenger chooses a security parameter and gen-

erates the secret key mA, nA. The corresponding public
key EA, φA(PC), φA(QC) is given to the adversary A. A
then issues a series of at most q signing queries to the
challenger for the messages mi. Let EMi and EAMi be
the corresponding message curves and signatures respec-
tively. A is allowed to query EMi

and any of its blinded
versions to the signing oracle. A is also allowed to sub-
mit the message-signature pairs (mj , EAMj ) to the con-
firmation/disavowal protocols. At some point A outputs
a message m∗. The challenger chooses a random bit b.
If b = 0, the challenger replies with the correct signa-
ture EAM∗ otherwise chooses a random curve ER with
#ER(Fp2) = #E0(Fp2). According to the definition of
invisibility, the message curve EM and none of its blinded
versions are allowed to query the signing oracle.

Theorem 3 (Invisibility). If the DSSP and q-OMSSDDH
assumptions hold, then the proposed UBSS is invisible.

Proof. If the DSSP assumption holds, then the confir-
mation and disavowal protocols are shown to be zero-
knowledge [16, Sec. 7] in the presence of a quantum adver-
sary. Hence we may assume that the adversaryA does not
have access to confirmation/disavowal oracle. Instead,
the access is given to an oracle which on querying (m,E)
outputs valid or invalid depending on whether E is a valid
signature for m or not. Further, A is not allowed to query

the signing oracle for the curve EM or any of its blinded
versions. Hence showing the invisibility of our signature
scheme is equivalent to showing that the Jao-Soukharev
signature is invisible. The reader may refer [16, Sec. 6] for
the proof of invisibility.

7 Conclusion
We give a formal definition of UBSS as well as modi-

fied definitions of blindness, invisibility and unforgeabil-
ity; concepts that are key in defining UBSS. As we men-
tioned earlier, though the concept of UBSS is not new
and has been mentioned in Sakurai and Yamane [25], this
is the first time a formal definition has been given. We
also show that blindness and invisibility play against each
other. This affects the specifics of how UBSS can be used
for the application at hand. We then described a new
UBSS based on the isogeny problem for supersingular el-
liptic curves. We also give the generalized statements
of isogeny problems. This makes it convenient for con-
structions of isogeny-based cryptographic primitives. We
finally prove that our UBSS has the desired properties un-
der the assumptions that DSSP, OMSSDDH and 1MSS-
CDH are hard to solve.
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Abstract

The Domain Name System (DNS) is an essential compo-
nent of the internet infrastructure. Due to its importance,
securing DNS becomes a necessity for current and future
networks. DNSSEC, the extended version of DNS has
been developed in order to provide security services. Un-
fortunately, DNSSEC doesn’t offer query privacy; we can
see all queries sent to resolver in clear. In this paper,
we evaluate the security of DNS and DNSSEC protocols,
and we would see clearly that DNSSEC is insufficient to
secure DNS protocol; it doesn’t ensure confidentiality to
data transiting over the network. That’s why, we propose
a new method named ’E-DNSSEC’ which aims to add,
in addition to DNSSEC security features, queries confi-
dentiality, by encrypting them between DNSSEC servers.
After that, an implementation of E-DNSSEC protocol will
be given. Finally, we conclude by an analysis to prove the
positive impact of this method to enhance DNSSEC se-
curity.

Keywords: Confidentiality; DNSSEC; E-DNSSEC

1 Introduction

DNS is a distributed database globally accessible using a
request/response architecture. The DNS protocol resolves
domain names readable by humans to (IP) Internet Pro-
tocol addresses. So, the DNS resolution is the first step
in any network communication. It is therefore essential
that the DNS infrastructure be robust and secured [5].
That’s why, we need to enhance DNS protocol security
to be able to ensure at least authentication, integrity and
confidentiality.

TSIG (Transaction Signatures) defined in RFC
2845 [10] is a solution used in order to ensure the integrity
of channels; it allows two machines talking DNS to check
the identity of the caller. Unfortunately, this mechanism
does not authenticate source data, only it secures trans-
mission data between two parties who share the same se-

cret key. The original source data can come from a com-
promised zone master or can be corrupted during tran-
sit from an authentic zone master to some ”caching for-
warder” [10]. These signature mechanisms are reserved
only to protect zone transfers and dynamic update mes-
sages. So, TSIG is mostly used between master and slave
DNS servers to secure zone transfers and today almost all
transfers between authoritative severs are protected by
TSIG.

DNSSEC (DNS Security Extension) defined in
[RFC4033-4035], is proposed and standardized in 1997 [3],
it solves some security issues related to DNS protocol.
DNSSEC secures data sent by DNS servers; it ensures two
security objectives namely authentication and integrity of
source of data. These extensions use cryptography to sign
DNS records and put the signature in DNS. Thus, a suspi-
cious DNS client can retrieve the signature and using the
key of the server, it can check if data is correct. DNSSEC
allows delegation of signatures and the register of a TLD
(Top-Level Domain) can announce that this subdomain
is signed. By using DNSSEC, we can also build a chain
of trust from the root server.

Despite of services provided by DNSSEC protocol, it
has some gaps which make its deployment slowed:

• The compatibility with the existent equipment and
software;

• The deployment of DNSSEC in a wide range of DNS
servers and DNS resolvers (clients);

• The protection of data transiting in the network that
ensures confidentiality service;

When communications requires private channels, SSH
or IPsec are used to interact with DNS. These technologies
are considered as there is no DNS solutions proposed for
this case. But, all of them suffer from different security
problems [4].

In this paper, we propose a new method E-DNSSEC
which uses cryptography to encrypt DNSSEC query tran-
siting across the network. This method aims to add
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a new strong security service to DNSSEC protocol and
consequently enhance security in DNS service and Inter-
net communications. We describe first the structure of
DNSSEC message especially DNSSEC query which is sub-
ject of different type of attacks. We’ll give some types of
these attacks which justify the necessity of thinking about
new method to secure data in transit. Then, we explain
the new E-DNSSEC protocol by giving different steps of
the query encryption. The result of the E-DNSSEC im-
plementation will be presented. After that, we give secu-
rity analysis of the results obtained in order to prove the
efficiency of our method to enhance DNSSEC security. Fi-
nally, we conclude by comparing this solution with other
existing methods and we give some perspectives.

2 DNSSEC Structure and Secu-
rity Issues

In this section, we focus on the structure of DNSSEC
query and DNSSEC resolution process and finally, we de-
scribe the limitations of DNSSEC protocol.

As DNSSEC is the extended version of DNS, it has the
same tree structure as DNS [9], but it adds some improve-
ments; it includes new records, services and techniques to
secure DNS protocol. DNSSEC uses cryptography to se-
cure zone files. So, each zone has at least a pair of key.
The public key of the child zone (like ”example.ma”) is
signed by the private key of the parent zone (in this exam-
ple ”.ma”) with the exception of the root which is signed
by itself. This process forms the trust chain (Chain of
Trust).

DNSSEC uses cryptographic keys ZSK (Zone Signing
Key) and KSK (Key Signing Key) and adds new resource
records (RR KEY, SIG, NSEC and DS) to DNS messages
in addition to the original DNS service records [1, 6].

1) DNSKEY RR record: The DNSKEY resource record
stores all public key pairs that are necessary for sign-
ing the zone.

2) RRSIG record: The RRSIG record results from the
signing of RRsets generated by the private key, it
provides the digital signature to the provided data.
So, it accompanies every RR and it’s considered as
the basic block of DNSSEC which is necessary to
verify the authenticity of the returned data.

3) NSEC record: is used by the DNSSEC protocol when
the requested name doesn’t exist. It’s called proof of
nonexistence and occasionally denial of existence.

4) DS record: It allows a parent zone to validate the
KEY record of its child zone.

In addition to that, DNSSEC slightly modify the
header of the classic DNS packet with the use of AD and
CD bits:

• AD (Authenticated Data): As specified by RFC
2535 [7] indicates in a DNS response that all informa-
tion included in the ”Answer” and ”Authority” have
been authenticated by the server according to its se-
curity policy. However, in practice this does not seem
very useful since a properly configured DNS server
should not respond to a request with data that have
not been authenticated.

• CD (Checking Disable): This bit specifies whether
the resolver accepts unverified responses, when set to
1. Otherwise (value 0), the principle of verification
is active.

When a DNSSEC resolver (client) sends a query to
DNSSEC (server), the query is transformed by the sys-
tem on DNS request readable by the resolver. This trans-
formation depends on the local OS and data structure on
the system. We keep the standard format of query as
presented in Figure 1.

Figure 1: Format of standard query in DNS message [10]

As mentioned in Figure 1, the standard query contains
other fields in addition to the domain named entered by
the client (ex: ”example.ma”). The communication in
DNS follows the client/server model. So, when the server
receives the query, it looks for the response in its database
to have the IP address associated for the desired domain
name, especially, it makes search in zone files which con-
tain all information about domains names.

The process of DNSSEC resolution is described in Fig-
ure 2.

As described in Figure 2, we observe that the query (1)
sent by recursive server to the authoritative server on a
subdomain is neither encrypted nor signed.

Referring to RFC4033 [3], many security services are
not provided by DNSSEC:

• DNSSEC doesn’t provide confidentiality;

• DNSSEC doesn’t provide access list control;

• DNSSEC doesn’t protect from denial of service at-
tacks.
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Figure 2: Diagram of DNSSEC resolution process

In addition, DNS security extensions use public key
cryptography to sign and authenticate DNS resource
records, RFC 4035 [3]. An active attacker who can obtain
the CD bit in a DNS query message or the AD bit in a
DNS response message can use these bits to decrease the
protection that DNSSEC attempts to provide to resolvers
in recursive mode.

For this reason, the use of these control bits by a
DNSSEC resolver in recursive mode requires a secure
channel.

In the next section, we present the new method E-
DNSSEC which encrypts data (DNSSEC query) trans-
mitted across the network. This solution aims to secure
the channel between DNS servers.

3 The New E-DNSSEC Protocol

In this section, we will describe our proposal which con-
sists on E-DNSSEC protocol. We begin by a description
of DNSSEC resolution process and after that, we present
the new E-DNSSEC process in order to enhance DNSSEC
security level. As we aim to encrypt DNSSEC query be-
tween DNSSEC client and DNSSEC server, we will re-
fer to our proposal as E-DNSSEC, (Encrypted DNSSEC
query).

The idea of E-DNSSEC protocol is to take the query
from recursive server and encrypt it before sending it to
the authoritative server; and in the reception, the au-
thoritative server decrypts it before starting resolution
and finally, it sends the response secured using DNSSEC
protocol. So, the principal objective of this method is to
combine DNSSEC properties with E-DNSSEC protocol
to secure DNS message from the beginning of resolution
to the end consequently ensuring authenticity, confiden-
tiality and integrity of data transiting in the network.

In our demonstration as mentioned in Figure 3, we

Figure 3: Processes secured by DNSSEC and E-DNSSEC
protocols

use two entities: a resolver (handling outgoing requests
and incoming responses) and a DNS server (handling in-
coming requests and outgoing responses). These entities
communicate on same DNS server because we suppose
that the request received by the server needs recursion
to be resolved. In recursive resolution, a stub resolver is
created to be a DNS client; the stub resolver after con-
sulting /etc/hosts, sends a recursive DNS query to a DNS
server. In this case, the DNS server asks the resolver for
the resolution of a request and sends the response to the
stub resolver or another that queried it.

In the following, we will describe what happens during
a resolution process inside a DNS server during the life-
time of a DNS query. Figure 4 below explains the steps
of DNSSEC resolution.

Figure 4: DNSSEC resolution process

Referring to Figure 4, the process of DNSSEC reso-
lution starts when the stub resolver sends a query to its
local DNS server. The local DNS server dispatches the re-



International Journal of Network Security, Vol.20, No.1, PP.19-24, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).03) 22

quest to the client manager, which is responsible for prin-
cipal DNS communication, it’s attached to each network
interface and it manipulates all DNS messages arriving
to the DNS server. After receiving the request by client
manager, a client object is created in order to resolve
the request. First, it verifies the public key signature, if
the DNSSEC verification is successful; it looks for the re-
sponse in the cache and in the authoritative DNS server.
Once the response is found, it returned it to the DNS
server, which sends it back to the Stub Resolver [8].

In our study, we focus on encrypting the query before
sending it to the DNS server. So, E-DNSSEC keeps the
structure of DNSSEC protocol and add the process of
encrypting the query in a DNS message. Figure 5 shows
when the process of encryption starts and finishes.

Figure 5: E-DNSSEC resolution process

To resolve a query by E-DNSSEC protocol, the local
DNS server encrypts the query and inserts it in the DNS
request. When the recursive DNS server receives the DNS
request, it recuperates the E-query and decrypts it. The
client object verifies public key signatures as usually done
by DNSSEC protocol and looks for the response in its
cache, if the response is found in the cache it returns it to
the DNS server, else, the process of resolution continues
by encrypting the query and sending the request to the
authoritative DNS server. Once the response is found,
the process of encrypting query is stopped. After that,
the response is sent to the DNS server and the Stub Re-
solver. During this step, the response is secured using
signed resource records of DNSSEC protocol.

To implement E-DNSSEC protocol, we use the orig-
inal version BIND9. BIND is a complex program with
its own tasks, threads, scheduler and memory manage-
ment. We select version 9 of BIND, its source code is
freely available. So, in this implementation, we look after
the IP address of the domain name ’example.ma’ and we
use RSA algorithm for encryption. The different steps of

our implementation are described below:

DNS ——> DNSSEC ——> E-DNSSEC

1) Firstly, we implement a simple DNS server with the
domain name ’example.ma’ and we interrogate it
with ’dig’ command:

Figure 6: Result of Dig command using DNS

Figure 6 represents the result of this interrogation
of a simple DNS server by ’dig’ command. The re-
sponse reflects a typical positive response to a dig
command and includes the following items: Ques-
tion Section, Answer Section, Authority Section and
Additional Section. In this paper, we are interested
only to the Question Section. Figure 7 shows that
this section transit in clear across the network and
could be intercepted by a malicious person [6].

2) We implement DNSSEC protocol. This implemen-
tation is done following several steps [6]: creating
keys (ZSK, KSK), including the keys in the zone
files, signature of the zone and reconfiguration of
the ’named.conf’ using DNSSEC. The results of ’dig’
command are illustrated in Figure 8.

As shown in Figure 8, after implementing DNSSEC
protocol, the output of ’dig’ command is changed es-
pecially in the Answer Section; the response is signed
but the Question Section is still unchanged.

3) Based on DNSSEC architecture, we enhanced BIND
source files by implementing the query encryption.
We interrogate the server by ’dig’ command as shown
in Figure 9.

Figure 9 indicates that the Question Section is dif-
ferent compared to the previous result; the query
’server.example.ma’ is encrypted.

4 Analysis Of E-DNSSEC Proto-
col

In this section, we aim to compare the new E-DNSSEC
protocol with existing protocols. Furthermore, having
good security results by using E-DNSSEC protocol is very
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Figure 7: DNS query captured by Tcpdump

Figure 8: Result of Dig command using DNSSEC

Figure 9: Result of Dig command using E-DNSSEC

useful to prevent our systems from different types of at-
tacks, but having good performance is also very impor-
tant. So, we present also the impact of this method in
the DNSSEC performance. The principal objective of E-
DNSSEC protocol is to enhance the DNS protocol secu-
rity. For that, we propose a new method that encrypts
DNS query and we aim to ensure confidentiality with-
out using a tunnelling protocol like IP security (IPsec).
This new method prevents DNS system from cache poi-
soning and Man in The Middle attacks. Authentication:
In E-DNSSEC, authentication can be ensured by different
ways:

Access control list: It’s the first method deployed by
BIND system in order to prevent DNS from IP spoof-
ing attack. Access control lists give a list of IP ad-
dresses that are authorized to query the resolvers.
This method is still inadequate to prevent DNS from
attacks [7].

MAC function: When a server receives a query from

another server, it calculates its MAC function and
compare it with the hash, if they are the same, it
considers that the request comes from an authorized
name server and it treats it, else it rejects the request.

DNSSEC: By using DNSSEC, resolvers can verify the
authentication of source data. Also, it uses signa-
tures to authenticate parent with child zone (chain
of trust) [2].

Confidentiality: By using E-DNSSEC, queries are
transmitted securely across the network; every query
is encrypted before being sent to the destination.
This encryption is used in order to ensure a high
level of security to data transmitted between servers.

Integrity: Deploying E-DNSSEC has a major advantage
is that it keeps DNSSEC properties. As known, by
using DNSSEC, DNS servers are required to sign the
Resource Records in zone for which they are author-
itative and answers the queries by returning the cor-
responding SIG RRs. DNSSEC uses new resource
records to ensure integrity of data. So, due to this
signed resources records, the destination is sure that
the request is not modified or changed in transmis-
sion. Finally, the higher level of authentication and
confidentiality in the encapsulation process ensure a
high level in integrity of data.

Our comparison is based essentially on the frequent
DNS attacks like IP spoofing, file corruption and cache
poisoning which are the famous attacks that make DNS
system very weak. These attacks affect all DNS commu-
nication, whether it was between two DNS servers or a
DNS server and a client.
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Table 1: Types of attacks at each point and the possible solutions

Solutions
Number Area Types of Attacks System Adm. TSIG DNSSEC E-DNSSEC

1 Zone file (local) File corruption X X
2 Dynamic update IP X

(server-server) spoofing
3 Cache Cache X X

(server-client) poisoning
4 Resolver (Remote Data interception, X X X

cache-client) IP spoofing

Table 1 below defines the position of different attacks
in each area of a DNS system and the possible solutions.

According to Table 1, we can see that no ancient so-
lution ensures data confidentiality between servers or be-
tween server and client, and the only solution that exist
now is using IPsec to secure the canal, but this solution
is still insufficient as we have explained in Section 2.

5 Conclusion

In this paper, we have proposed a new method E-
DNSSEC. E-DNSSEC keeps all security properties of
DNSSEC and encrypts the query in order to secure DNS
across the network from different type of attacks. This so-
lution adds confidentiality service to DNS system in addi-
tion to the authentication and integrity which are ensured
by DNSSEC protocol. Furthermore, we have presented
a functional implementation of E-DNSSEC protocol, we
compare this method by other existing solutions and fi-
nally we discuss the impact of this solution on the security
performance of DNS protocol.
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Abstract

With the vulgarization of Internet, the easy access to its
resources and the rapid growth in the number of com-
puters and networks, the security of information systems
has become a crucial topic of research and development
especially in the field of intrusion detection. Techniques
such as machine learning and data mining are widely used
in anomaly-detection schemes to decide whether or not a
malicious activity is taking place on a network. This pa-
per presents a new intrusion detection system (IDS) based
on information gain criterion to select relevant features
from network traffic records and a new version of support
vector domain description to classify the extracted fea-
tures and to detect new intrusions. Experimental eval-
uation on NSL-KDD, a filtered version of the original
KDD99 has shown that the proposed IDS can achieve
good performance in terms of intrusions detection and
recognition.

Keywords: Information Gain Metric; Network Intrusion
Detection System; NSL-KDD; Support Vector Domain
Description

1 Introduction

In computer science domain, an intrusion can be defined
as the attempts to compromise the confidentiality, in-
tegrity, or availability of a computer or network. Thus,
Network Intrusion Detection Systems (NIDS) are a crit-
ical defense layer of any network security architecture.
The main task of NIDS is to monitor network traffic for
suspicious contents, and to alert system administrators
when a malicious activity is taken place. The detection
of intrusions can be performed basing on analyzing the
events which occur in the monitored network. Two pri-
mary approaches are used: misuse or signature detec-
tion and anomaly detection. The first technique, exist-

ing in the majority of commercial NIDSs, aims to de-
tect known attacks by using predefined attack patterns
and signatures so it looks for a specific event that has
already been recognized and registered. The second tech-
nique detects attacks by comparing the deviation from a
model describing the normal behavior of the monitored
resource. There are advantages and disadvantages associ-
ated with each approach: Misuse detection methods can
detect malicious network traffics without generating high
false alarms but they are basically limited to known at-
tacks. This leads to the necessity for frequent updates of
the intrusions database. On the contrast anomaly detec-
tion methods based on heuristics or rules are able to de-
tect known and unknown attacks. This propriety is very
important since new kinds of vulnerabilities and intru-
sions are constantly appearing. However, new legitimate
behavior can be falsely identified as malicious, resulting in
a false positive. Recently new hybrid intrusion detection
systems that exploit benefits of both misuse and anomaly
detection techniques are developed and showed great suc-
cess [21, 28].

Anomaly detection approach is based on techniques
such as: Threshold detection, rule-based measures, statis-
tical measures, machine learning and data mining meth-
ods. The first technique expresses some attributes of user
and system behavior in terms of counts. Then it compares
the latter with a tolerance level. The second approach
tries to define a set of rules that can be used to decide
whether a given behavior is normal or not. Statistical
measures analyze the distribution of the network traffic
attributes and can be parametric or non-parametric, the
first one is assumed to fit a particular pattern while the
second is learned from a set of historical values. The
last technique based on machine learning and data min-
ing learns from a set of training data and constructs a
model able to classify new network traffic as legitimate or
malicious.

In this paper we aim to design a new intrusion detec-
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tion system based on the last technique described above.
The proposed NIDS works in three steps: At first, a data
encoding and normalization operations are performed on
the network traffic records. Then, information gain (IG)
method is applied to extract relevant features from the
preprocessed data. Finally, a new version of SVDD called
SVDD with small sphere and parametric volume (SSPV-
SVDD) [3] will be trained with the extracted features and
used as a novelty detection model able to detect unknown
attacks. Experimental evaluation of our approach will be
performed using NSL-KDD a benchmark dataset widely
used to evaluate the performance of NIDSs.

This paper is organized as follows: Section 2 presents
an overview of some previous applications of machine
learning and soft computing methods to detect network
intrusions. Section 3 describes in details our new network
intrusion detection system. This section is divided into
three parts: The first one describes the architecture of
the proposed NIDS, the second presents the techniques of
data encoding, data normalization and relevant feature
extraction and finally the third presents the application
of SSPV-SVDD to detect network intrusions. The last
section investigates empirically the performance of the
proposed NIDS using NSL-KDD. This section is divided
into two parts: The first one describes NSL-KDD dataset
and the second presents the experimental setting and the
results of applying the proposed NIDS on NSL-KDD. A
conclusion is provided in the final section.

2 Related Work

There are numerous important research papers regard-
ing the use of machine learning and soft computing tech-
niques to detect network intrusion. For example Liu et
al. [18] proposed a genetic clustering method for intrusion
detection. Their method is able to establish clusters au-
tomatically and to detect attacks by labeling normal and
abnormal groups. Javadzadeh and Azmi [13] proposed a
hybrid approach to design NIDSs. Their method is able
to generate fuzzy rules based on a fuzzy genetic machine
learning algorithm and to detect multiple attacks. Agh-
dam and Kabiri [1] focused on feature selection of net-
work traffic for intrusion detection purpose. They pro-
posed a new method based on ant colony optimization
(ACO) algorithm and nearest neighbor classifier to elimi-
nate irrelevant and redundant features from network traf-
fic records. Wang et al. [29] presented an application of
artificial neural networks (ANN) and fuzzy clustering on
intrusion detection. Their approach works sequentially:
Firstly fuzzy clustering technique was applied to create
different training subsets. Then, based on the latter,
different ANN models are trained to formulate different
base models. Finally, a fuzzy aggregation module is em-
ployed to aggregate these results. Li et al. [35] introduced
an application of multiple kernel support vector machine
(SVM) for intrusion detection. This new version of SVM
improves the standard one by calculating the weights of

kernel functions and Lagrange multipliers simultaneously
and automatically without user intervention. Mukherjee
and Sharma [20] presented an intrusion detection method
based on naive Bayes classifier with a new feature reduc-
tion method. In order to select the most relevant features
the authors investigate the performance of three standard
features selection methods, namely correlation-based fea-
tures selection, information gain and gain ratio. Then
they proposed a new features reduction method named
feature vitality. The reduced data sets are further clas-
sified using Native Bayes classifier. Li et al. [17] pro-
posed the use of K-means clustering and particle swarm
optimization (PSO) algorithm to deal with network intru-
sions. The key idea behind using PSO is to reach a good
overall convergence and to overcome falling into local min-
ima. Wankhade et al. [30] discussed the development of a
secured information system by applying various data min-
ing techniques on intrusion detection systems for the ef-
fective identification of both known and unknown attacks.
Tao et al. [24] presented one-class classification approach
to detect network intrusions based on SVDD. They used
genetic algorithm to determine the optimal parameter of
the kernel function. Then they analyzed the behavior
of the classifier basing on the selected parameters. Yu
Zhang et al. [36] proposed an optimized method of SVDD
based on particle swarm optimization algorithm (PSO).
Their method adopts PSO to eliminate the superfluous
parameters in SVDD and carries out dimension reduc-
tion to data. GhasemiGol et al. [9]. presented a novel
approach to describe the normal behavior of computer
networks using minimal hyper-ellipse instead of hyper-
sphere used by SVDD. The hyper-ellipse creates tighter
boundary around the positive examples. The boundary
was used to detect new attacks. Zhou et al. [38] pre-
sented an improved intrusion detection method based on
kernel learning. They used Kernel principal component
analysis (KPCA) as preprocessor of the dataset. Then
they applied SVDD on the preprocessed data. Kenaza
et al. [16] introduced an adaptive SVDD-based learning
for false alarm reduction in intrusion detection. In their
work they aimed to take into consideration the dynamic
aspect of a monitored environment, and they proposed
an adaptive SVDD-based learning approach that aims at
continuously enhancing the performances of the SVDD
classifier by refining the training dataset. Yang et al. [32]
proposed a new method for anomaly intrusion detection
based on SVDD. In their work they considered intrusion
detection problem as one-class classification and then they
built SVDD model for normal data. This model was used
to detect known and unknown attacks. Yang et al. [33]
introduced a new framework for adaptive anomaly detec-
tion based on SVDD classifier and change detection al-
gorithm. The proposed framework consists of four main
components: preprocessor, change detector, model gener-
ator and anomaly detector.
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Figure 1: Architecture of the proposed network intrusion detection system

3 The Proposed Network Intru-
sion Detection System

3.1 Architecture of the Proposed NIDS

Figure 1 shows the architecture of the proposed network
intrusion detection system. The proposed NIDS works in
two steps:

• Training: After preprocessing (encoding, normaliza-
tion and feature reduction) a set of network traffic
measurements having M classes describing normal
and attacks behaviors, SSPV-SVDD with Gaussian
kernel will be applied on each class. The result is a
set of M minimal hyperspheres each of which has a
center ak and a radius Rk with k = 1, · · · ,M and
encloses the samples of a specified class.

• Novelty detection: After preprocessing an unknown
network traffic measurement x with the same tech-
nique used in the training step. The decision function
expressed by Equation (5) will be evaluated. The re-
sult is either the class label of x or no one of the
learned classes which signify that x is a new type of
attacks.

3.2 Encoding, Normalization, and Fea-
ture Reduction

Network traffic contains different forms of data (continu-
ous, discrete and symbolic) with significantly varying res-
olution and ranges, in order to handel this dataset with
SSPV-SVDD a preprocessing is required. The latter is
based on 3 steps:

Step 1: Convert symbolic attributes to numeric values.
The conversion is performed using the encoding ta-
bles shown in Tables 1, 2, 3, 4.

Table 1: Encoding of symbols in the 2nd field of NSL-
KDD dataset

Symbol tcp udp icmp
Code 1 2 3

Step 2: Normalize numeric values [37]. The data
attributes are scaled to fall within the interval
[xnewmin, x

new
max] that can be [-1, 1] or [0,1].The scaling is

performed using Equation (1). Likewise, before test-
ing, the same way is applied to scale testing data.
The main advantage is to avoid attribute in greater
numeric ranges dominate those in smaller numeric
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Table 2: Encoding of symbols in the 3rd field of NSL-KDD dataset

Symbol ftp data other private http remote job name netbios ns eco i
code 1 2 3 4 5 6 7 8
Symbol mtp telnet finger domain u supdup uucp path Z39 50 smtp
code 9 10 11 12 13 14 15 16
Symbol csnet ns uucp netbios dgm urp i auth domain ftp bgp
code 17 18 19 20 21 22 23 24
Symbol ldap ecr i gopher vmnet systat http 443 efs whois
code 25 26 27 28 29 30 31 32
Symbol imap4 iso tsap echo klogin link sunrpc login kshell
code 33 34 35 36 37 38 39 40
Symbol sql net time hostnames exec ntp u discard nntp courier
code 41 42 43 44 45 46 47 48
Symbol ctf ssh daytime shell netstat pop 3 nnsp IRC
code 49 50 51 52 53 54 55 56
Symbol pop 2 printer tim i pm dump red i netbios ssn rje X11
code 57 58 59 60 61 62 63 64
Symbol urh i http 8001 aol http 2784 tftp u harvest
code 65 66 67 68 69 70

Table 3: Encoding of symbols in the 4rd field of NSL-KDD dataset

Symbols SF S0 REJ RSTR SH RSTO S1 RSTOS0 S3 S2 OTH
Codes 1 2 3 4 5 6 7 8 9 10 11

Table 4: Encoding of symbols in the 41rd field of NSL-KDD dataset

Class Sampling Rate Length Code
Non-attack 1 Normal 0
DOS 10 Back, land, neptune, pod, smurf,

teardrop, apache2, processtable, worm,
udpstorm, mailbomb

1

Probe 6 Ipsweep, portsweep, nmap, satan,
saint, mscan

2

R2L 16 Warezclient, guess passwd, ftp write,
multihop, imap, warezmaster, phf, spy,
snmpgetattack, httptunnel, snmpguess,
named, sendmail, xlock, xsnoop

3

U2R 7 Rootkit, buffer overflow, loadmodule,
perl, ps, xterm, sqlattack

4
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ranges.

xnew = xnewmin +
xnewmax − xnewmin

xoldmax − xoldmin

(xold − xoldmin). (1)

With xoldmax and xoldmin are respectively the maximum
and the minimum values of the attribute that x be-
longs to, xold is the value before normalization and
xnew is the value after normalization that will belong
to the interval [xnewmin, x

new
max].

Step 3: Extract relevant features using information gain
measure that can be expressed as follows: Let S be
a set of M classes that contains s labeled training
points where each class I includes si samples. Ex-
pected information needed to classify a given sample
is evaluated using the following equation:

I(s1, s2, ..., sM ) = −
M∑
i=1

si
s
log2(

si
s

).

An attribute A with values {A1, A2, .., Av} can split
the training set S into v subsets {S1, S2, .., Sv} where
Sj is the subset which has the value Aj for attribute
A and contains sij points of class i. The entropy of
the attribute A can be expressed as:

E(A) =

v∑
j=1

s1j + ...+ sMj

s
I(s1j , s2j , ..., sMj). (2)

Information gain for A is given by the equation:

Gain(A) = I(s1, s2, , sM )− E(A). (3)

3.3 Application of SSPV-SVDD to De-
tect Network Intrusion

Support Vector Domain Description is a relatively new
classification method inspired by Support Vector Machine
(SVMs). SVDD was originally developed by Tax and
Duin [26, 27] and then improved by many researchers.
This classifier aims to enclose the data of interest through
the smallest hypersphere where its boundary serves to
classify new unknown samples. Due to its high generaliza-
tion capability, SVDD have been applied successfully to
a wide range of problems, such as: Biometric authentica-
tion [10], novelty detection [7, 31], fault diagnosis [6, 34],
credit ratings [8, 22], disease diagnosis [5, 15], digital in-
vestigations and computer security [4, 19], financial fraud
detection [2, 14], etc. SVDD inherits many of the advan-
tages of SVMs, including SVDD has a solid mathemat-
ical foundation based on the statistical learning theory.
Also, it benefits from kernel functions that maps a lin-
early inseparable data points represented in the original
space into a high dimensional feature space in which they
become separable. In addition, training a given dataset
with SVDD implies solving a constrained quadratic prob-
lem (QP) with a single minimum which avoids the risk

of becoming trapped by local minimum solutions. More-
over, the classification of a new unknown sample requires
checking the sign of a decision function basing only on a
small subset of the training data known as support vectors
(SVs) which reduces the time required to classify new un-
known instances. Furthermore, training SVDD requires
setting a small number of parameters which limits the
intervention of users.

The proposed NIDS is designed with an improved ver-
sion of SVDD called SSPV-SVDD [3]. The latter aims to
improve SVDD by introducing a new regularization pa-
rameter that offers the following advantages: 1) It allows
user to customize the hyperspherical boundary between
different classes; 2) It plays a compromise between the
acceptance of negative data and the rejection of target
data; 3) It allows to distinguish between the set of sam-
ples existing on the boundaries.

SSPV-SVDD considers a dataset S = {(x1, y1),
(x2, y2), · · · , (xN , yN )} with i = 1, · · · , N and xi ∈ Rd.
The label yi equals +1 for the target samples, and −1 for
the negative ones. The objective of SSPV-SVDD is to find
the smallest hypersphere, with a center a and a radius R
that includes the maximum number of target samples and
excludes the majority of negative ones following the value
of a regularization parameter called p. This problem is
formulated as follows:

Minimize:

R2 + C

N∑
i=1

εi

Subject to:

‖xi − a‖2 ≤ R2 − p.yi + εi,∀i = 1, .., N,

with yi = +1

‖xi − a‖2 ≥ R2 − p.yi − εi,∀i = 1, .., N,

with yi = −1.

Where ‖.‖ is the Euclidean norm. p is a strictly positive
real number. εi are slack variables that measure the vio-
lation amount of the constraints. To allow the presence of
outliers a positive parameter C was introduced, the latter
gives the tradeoff between the volume of the sphere and
the rejection of target samples.

It’s an optimization problem with constraints that may
be solved by Lagrange’s method. The primal problem of
SSPV-SVDD can be written as follows:

L(R, ε, a) = R2 + C

N∑
i=1

εi −
N∑
i=1

εiyi

−
N∑
i=1

αiyi(R
2 − ‖xi − a‖2 − pyi).

Where αi and µi are Lagrange multipliers, Annulling the
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partial derivatives of L with respect to R, a, εi yields:

∂L

∂R
= 0 ⇒

N∑
i=1

αiyi = 1.

∂L

∂a
= 0 ⇒ a =

N∑
i=1

αixiyi

∂L

∂εi
= 0 ⇒ αi = C − µi.

The dual optimization problem can be written as:

Maximize:

L(α) = −
N∑
i=1

N∑
j=1

αiαjyiyjxixj +

N∑
i=1

αi(yixixi + p)

Subject to:

0 ≤ αi ≤ C and
N∑
i=1

αiyi = 1. (4)

In multi-classes case, each class k = 1, ..,M is represented
with a small sphere (ak, Rk). To classify a new unknown
sample z we have simply to evaluate the decision function
given bellow:

class of z = argmaxk=1,...,M (1−

√
‖z − ak‖2

R2
k

)

with ‖z − ak‖ ≤ Rk.

The radius Rk that corresponds to the kth class (minimal
sphere), can be expressed as follows:

R2
k = ‖xs − ak‖2 + ysp. (5)

Where xs is a training point that belongs to the set of
Support Vectors of the kth class having 0 < αs < C.

4 Experimental Setup and Perfor-
mance Evaluation

4.1 Description of KDD CUP 99 Dataset

In order to evaluate the performance of our new intrusion
detection system, we propose to perform several experi-
ments basing on KDD99 database. The latter is a ver-
sion of the 1998 DARPA intrusion detection evaluation
data set prepared and managed by MIT Lincoln Labs [12].
KDD99, widely used by NIDS researchers, includes a wide
variety of intrusions simulated in a network environment.
In this dataset, each record is composed by 41 fields and
categorized into one of 5 classes that are normal and 4
types of attacks: DoS (denial of service), R2L (root to
local), U2R (user to root) and Probing (surveillance).

As the number of records in the original KDD99 is
very large and contains redundant data, we propose to
work with the new filtered version of the original. This
new dataset, called NSL-KDD, was created by Tavallaee

et al. [25] after a statistical analysis of KDD99. NSL-
KDD has the following major advantages over the origi-
nal KDD99 [11]. It eliminates redundant records to which
the classifier will be biased towards during the training.
and it contains a reasonable number of records. There-
fore, experiments can be achieved using the whole dataset
without the need to randomly select a reduced subset.

Similar to KDD-99, NSL-KDD has the same number of
attributes with a reduced number of samples. For KDD99
the training dataset contains 494021 records, and the test-
ing dataset consists of 311029 records while NSL-KDD
contains 125973 patterns for training and 22544 patterns
for testing.

Figure 2 shows a random record taken from NSL-KDD.
It can be seen that each attribute can take one of the
following forms: continuous, discrete, or symbolic. The
before last attribute in each record describes the class
label that can take 40 values normal and 39 attacks that
can be classified in 4 main intrusions DoS, R2L, U2R and
Probing.

Figure 2: Random record taken from NSL-KDD dataset

4.2 Experimental Results

The intrusion dataset NSL-KDD is divided on two sub-
sets training and testing. In the experiment the classifier
SSPV-SVDD will be trained by the first subset, and then
tested by the second. The parameter C is fixed at 100 and
the kernel is Gaussian with σ ∈ {0.15, 0.30, ..., 1.5}. Gaus-
sian kernel was chosen because of its wide uses in pattern
recognition problems and its good generalization capa-
bility. Since we are using the whole NSL-KDD dataset
having 125973 records the traditional QP solvers can ’t
be applied directly because they need to store Gram ma-
trix of size N×N (125973×125973). To deal with this
problem we propose to solve the QP of SSPV-SVDD
with the algorithm called Sequential Minimal Optimiza-
tion (SMO) [23], SMO is an iterative algorithm that de-
composes the Quadratic Problem given by Equation (4)
to the extreme in such a way that the working set only has
two samples and their optimal Lagrange multipliers can
be solved analytically. The recognition rates are calcu-
lated for the training and testing sets using the following
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Figure 3: Classification accuracy of NSL-KDD using SSPV-SVDD with 41 attributes

equations:

%(Normal) =
#of normal records well classified

Total number of records
×100

%(DoS) =
#of attacks DOS well classified

Total number of records
×100

%(R2L) =
#of attacks R2L well classified

Total number of records
×100

%(U2R) =
#of attacks U2R well classified

Total number of records
×100

%(Probing) =
#of attacks Probing well classified

Total number of records
×100

Global recognition rate = %(Normal) + %(DoS)

+%(R2L) + %(U2R)

+%(Probing).

Figure 3 shows the classification accuracy of NSL-KDD
dataset using the entire 41 attributes. The figure is di-
vided into two parts: The left side shows the global recog-
nition rate of the training dataset with different values of
σ. It can be seen that the recognition rate grows with σ
until a maximum value that reaches 98%. This signifies
that relatively 123454 training instances out of 125973 are
well enclosed by the minimal five hyperspheres. The right
side illustrates the generalization capability of our NIDS.
It can be observed that the recognition rate increases with
the kernel width until a maximum of 72.5% which means
that 16344 of records out of 22544 are well classified. To
increase further the recognition rate next experiment will
be performed with the most significant attributes instead
of the all ones.

Figure 4 shows the 41 attributes of NSL-KDD dataset
sorted in descending order of their information gain mea-
surement, the latter is evaluated using Equations (2)

and (3). The main objective of this experiment is to re-
duce the number of NSL-KDD attributes by selecting the
most relevant ones. This will decrease the space and time
complexities required to solve the QP of SSPV-SVDD ex-
pressed by Equation (4) and could obtain a tight descrip-
tion of NSL-KDD dataset. By analyzing the histogram,
we observe that the IG differs from an attribute to another
and the last IGs are practically nulls. We will choose to
eliminate the attributes with IG<0.001.

Figure 5 shows the classification accuracy of NSL-KDD
dataset using the attributes having IG≥0.001. Also, the
figure is divided into two parts: The left side describes
the recognition rate of the training dataset. It can be
seen that the recognition rate is better than the previous
experiment and it reaches 99%. The right side represents
the novelty detection capability of our NIDS. It can be
observed that the recognition rate grows with σ until a
maximum value which outperforms the previous experi-
ment and reaches a maximum of 77.5%. This means that
the selection of the most significant attributes of NSL-
KDD using information gain metric was performed suc-
cessfully and have improved the classification accuracy of
our NIDS.

5 Conclusions

In this paper, we have presented a new network intru-
sion detection system based on anomaly detection ap-
proach. The proposed system includes: Data transforma-
tion where symbolic attributes of network traffics are con-
verted to numeric, normalization operation where the nu-
merical attributes are scaled in a small specified range, rel-
evant attributes selection where information gain method
was applied as a measure to estimate the quality of the
attributes, and finally a novelty detection model based
on SSPV-SVDD as classifier and SMO as solver to decide
whether a network traffic is an attack or normal.In con-
trast to numerous IDSs researchers who use just a small
random subset of NSL-KDD in the experimental evalu-
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Figure 4: The 41 attributes of NSL-KDD shorted in descending order of IG

Figure 5: Classification accuracy of NSL-KDD using SSPV-SVDD with the attributes having IG≥ 0.001

ation which gives good but inexact results, in this work
we have tested our IDS with the whole NSL-KDD which
contains 125973 of samples for training and 22544 sam-
ples for testing. The experimental results have shown
that with the most significant attributes of NSL-KDD,
the proposed IDS can learn 124713 network traffics and
can classify successfully 17471 of unknown network be-
haviors which gives 77.5% of novelty detection rate. This
proves that the proposed NIDS is efficient and accurate
in detecting different kinds of attacks..
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Abstract

Systems that have a complex technical implementation
usually contain many vulnerabilities which cannot be
found at the development stage. Security of complex sys-
tems can be improved by protecting them from external
research. When the operating algorithm of a system re-
mains concealed then it will be more difficult to compro-
mise the system. The present paper reviews a method of
modeling information systems, which allows formalizing
the amount of information obtained by a researcher. Two
methods of establishing systems protected from research
are presented. One method is related to complicating the
algorithms and the other one is related to their multi-
plication. Implementation in encryption systems proves
fulfillment of cipher security conditions with their mod-
ification. Experimental study of the obtained encryptor
demonstrated its effectiveness in protecting from many
existing types of attacks aimed at block cipher algorithms.

Keywords: Block Ciphers; Cryptography; Indistinguisha-
bility; Researcher Model

1 Introduction

Recently methods and technologies for ensuring security
of information systems more and more frequently address
the objectives to complicate the system research process
for an adversary. Evidently, the less information an at-
tacker obtains the less opportunities it has to compromise
the system as well as for unauthorized use of the system.

The current trend is also determined by constant in-
creasing complexity of information systems. The com-
plexity of modern information systems does not allow
eliminating all potential vulnerabilities and errors at the
design stage. The requirement to release a functionally
complete application limits time for testing the completed
systems. Whereas for an attacker the time for analyzing
an application is nominally unlimited. This creates infor-

mation asymmetry and requires new solutions to be found
in information security, solutions to cover the undetected
vulnerabilities and errors. Technologies for protecting in-
formation systems from external research are the solutions
for those problems. One of the prominent trends in that
area is, for example, Moving Target Defense [7] technolo-
gies. Recently over 150 different MTD techniques [14] re-
lated to LAN security [2], protection from program code
injection [9], protection from XSS attacks [15], protection
from DDoS attacks [10], etc.

The present paper considers protection of a system
from research at the level of algorithms which is imple-
mented in encryption algorithms. This area was chosen
because currently requirements to encryption algorithms
are the most formalized ones. The problem we have stud-
ied is about whether it is possible to formalize a system
researcher and to conclude that system research security
problem can be solved by using the model obtained.

Security of ciphers themselves is not a new problem.
It seems obvious that with an unobservable encryption
algorithm it will be more difficult for an adversary to ac-
complish a ciphertext attack [5, 11]. For instance, pa-
pers [6, 12, 19] consider modifications of symmetric en-
cryption algorithms performed by changing rules of per-
mutation and substitution. Paper [20] considers mod-
ification of the mode of operation so that the method
for presentation of the next cipher block depends on the
parameters obtained at the previous step. Cipher mod-
ification is also effective in security against side-channel
attacks [17] which remain effective also for existing sym-
metry encryption standards such as AES.

The drawback of all the studied cipher modification
solutions is that the cipher variation method is strictly
defined. The knowledge of the method simplifies system
analysis. A completely research secure system shall not
disclose any information related to the methods of cipher
text generation.
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2 Formalization of a System Re-
searcher

The researcher model is assumed as in paper [18]. The
research target remaining to be a black box, the sufficient
modifications shall be made as follows.

Take a tuple of three values (x, y, z). Value x stands for
the number (share) of observable input values, value y is
the observable number of functions of the black box and z
is the number of observable output values. A completely
observable box is (1, 1, 1), a completely unobservable box
is (0, 0, 0). When the black box’s output can be observed
then it is denoted as (0, 0, 1). Whereas the set of different
input values and function values consists of N elements
and the system researcher has a function for one of them
with which it transforms into the required output value
then the box is denoted as (1/N, 1/N, 1).

An encryption system which does not disclose any in-
formation can be conceived as two boxes:

(0, 0, 1)→ (1, 0, 0).

The first block is denoted as A, hence the second block
being reverse to the first one is denoted as A−1. The
notation for the obtained system is AA−1.

In order to find the possibilities for researching the
system the second level of variables can be introduced,
which indicates that the researcher has the data presen-
tation method. For example, one-time pads will have the
following notation:

(01, 01, 1)→ (1, 01, 01).

That implies that even without having the final transfor-
mation function we know that it is denoted as c = m⊕ k.
Hence, having the only one value and one function for
one-time pad will enable to disclose all information about
the system

((1/N)1, (1/N)1, 1) = (1, 1, 1).

For box (0, 0, 1) in which the function’s construction prin-
ciple is unobservable (for example when the transforma-
tion implements a purely random function), then the at-
tempt to obtain information on the only input value and
the function will not enable to obtain any additional data:

(1/N, 1/N, 1) 6= (u, v, 1), where u, v > 1/N.

Similarly when the system’s function is an instance of
a more general functionality then the following tuple can
be defined:

(001 , 001 , 1).

By the analogy to the encryption in that notation we
obtained the algorithm for algorithm generation.

3 Algorithm Research Security by
Blurring

When the state of the researched system (..., 1, ...) is un-
acceptable then the system can be transferred into state
(..., 01, ...). In case the latter state is also unacceptable
then the system can be transferred into state (..., 001 , ...).
The above procedure shall be called ”blurring” of the
box’s properties.

Absolute ciphers in cryptography are not always a
practical structure therefore information obtained by a re-
searcher can be expressed as negligibly small values ε(n),
which depend on some parameters as key length n, for
example.

A symmetric cipher can be denoted as the following
scheme:

(ε(n)1, ε(n)1, 1)→ (1, ε(n)1, ε(n)1).

Algorithm of the above cipher can be ”blurred” by
defining the algorithm for selecting the encryption algo-
rithm. Then the following scheme is obtained:

(..., ε(n)ε(n)1 , 1)→ (1, ε(n)ε(n)1 , ...).

Let us consider an example. Given an AES algorithm, Al-
gorithm 1 shall be used instead of the typical substitution
table.

Algorithm 1 Substitution function

1: Function SubBytes (t: 0...28 − 1, k:integer)
2: a = t− 1 mod 28;
3: bi = a(k+i) mod 8 ⊕ a(k+i+4) mod 8 ⊕ a(k+i+5) mod 8 ⊕
a(k+i+6) mod 8⊕a(k+i+7) mod 8⊕(k(k+i) mod 8 mod 28);

4: result = b;

The above function substitutes an input value t for
value b. It performs the substitution based on key k. De-
pending on the key value the SubBytes function generates
28! (factorial) substitution tables. That number is so high
that we can effectively use keys of 128 bits or 512 bits as
input with a negligibly small probability that substitution
tables may repeat. Hence, now the system has two keys.
One of the keys is used for generating substitution tables
and the other one is a regular AES key. When the length
of the key for selecting substitution tables equals m then
upon analyzing the ciphertexts an adversary is not able to
distinguish a substitution table with an accuracy greater
than a negligibly small value ε(m).

Similarly the cipher can be blurred further by intro-
ducing the function for a function’s modification:

(..., ε(n)ε(m)ε(h)1
, 1)→ (1, ε(n)ε(m)ε(h)1

, ...).

According to the Kerckhoffs’ principle [8] a system’s oper-
ation algorithm shall be open. In our case the principle is
maintained, but the adversary’s knowledge of the system
is always moved to the last level of the scheme (Figure 1).
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Value

Algorithm

Algorithm for algorithm selection

Algorithm for algorithm selection for algorithm selection

...

Figure 1: ”Blurring” of the box’s properties

Following the Kerckhoffs’ principle requires that each
tuple shall end with 1. Violation of the Kerckhoffs’ princi-
ple, i.e. when the tuple ends with 0. Then the parameter
is defined as absolutely unobservable.

Theorem 1. When random variables k1, k2, ..., km with
a bit length of ‖k1‖ = n1, ‖k2‖ = n2, ..., ‖km‖ = nm are
used for creating an encryption algorithm and the cipher
scheme is (..., ε(n1)...ε(nm)1

, 1) → (1, ε(n1)...ε(nm)1
, ...),

then the probability for distinguishing the input state is
less or equals to negligible value ε(n1) · ε(n2) · ... · ε(nm).

Proof. For proving the above statement we should con-
sider the fact that to find the required algorithm at step q,
ε−1(nq+1) operations at step q+ 1 must be performed for
the algorithm for selecting an algorithm. As operations
are performed consecutively, hence the total number of
operations would be ε−1(nq)ε

−1(nq+1). Thus, using the
method of mathematical induction it is proved that the
statement, which declares that the probability of distin-
guishing input in one operation would be less or equal to
ε(n1) · ε(n2) · ... · ε(nm), is true.

4 Research Security by Multipli-
cation of Algorithms

Besides blurring a specific algorithm, multiplication of al-
gorithms can also be implemented. The multiplication
would be a sequence of direct and reverse boxes. The
previous sections of the paper only simple schemes were
considered, which are denoted as A for a separate algo-
rithm and AA−1 for encryption systems.

Algorithm multiplication would be a consecutive
recording of ABCD..., where every following algorithm
has the output of the previous algorithm as its input as
well as some set of properties. It is assumed that all al-
gorithms are executed in polynomial time.

When one of the algorithms in the sequence has some
indistinguishability property, then the whole sequence has
the indistinguishability property provided that the parame-
ters must not be reused. The statement can be formalized
and proved by separate examples. Below are the examples
as applied to cipher area.

Theorem 2. When encryption scheme AA−1

has the indistinguishability parameter with re-

spect to input data, then the parameter is included
in any scheme where notation is in the form of
A1...AuAAu+1...AmA

−1
m ...A−1

u+1A
−1A−1

u ...A−1
1 provided

that the parameters used in A are not used in the other
algorithms of the scheme.

Proof. The indistinguishability definition for encryption
algorithms is applied as presented in [13]. An attacker
provides a pair of messages m0 and m1 of equal length.
The encryption algorithm gets a random number of mes-
sage b ← {0, 1} and the message with the number is en-
crypted c ← Enck(mb). The obtained ciphertext is sent
to the attacker (I) in it shall find the number of the en-
crypted message b′ and in case b′ = b then the experiment
is considered to be accomplished PrivKeav

I,Π (n) = 1, oth-
erwise PrivKeav

I,Π (n) = 0. The encryption scheme is indis-
tinguishable when there is such a negligibly small function
negl for all probabilistic polynomial time attackers I so
that the following condition is fulfilled:

Pr[PrivKeav
I,Π (n) = 1] ≤ 1

2
+ negl(n).

It is evident that operation of algorithms A1...Au will
have no impact on the indistinguishability condition as
their output is input for algorithm A, for which the indis-
tinguishability condition is fulfilled.

For algorithms Au+1...Am it shall be noted that ac-
cording to the theorem’s conditions they have parameters
that are different from the parameters of A. A proof by re-
duction shall be performed. Assume there are algorithms
Au+1...Am that are such that in conjunction with algo-
rithm A, i.e. withAAu+1...Am a distinguishable scheme
will be obtained for which the following is fulfilled

Pr[PrivKeav
I,Π (n) = 1] >

1

2
+ negl(n).

As a result a probabilistic-polynomial time algorithm
Au+1...Am was obtained. The algorithm can distinguish
output of algorithm A, which contradicts the indistin-
guishability condition of algorithm A.

Similar conditions can be established for the other ci-
pher indistinguishability requirements as well.

Theorem 3. When encryption scheme AA−1 is CPA-
secure, then every other scheme that has notation in
the form of A1...AuAAu+1...AmA

−1
m ...A−1

u+1A
−1A−1

u ...A−1
1

also has that property on condition that parameters used
by A shall not be used by the other algorithms of the
scheme.

Proof. The proof is similar to Theorem 2.

Theorem 4. When encryption scheme AA−1 is CCA-
secure then every other scheme that has notation in
the form of A1...AuAAu+1...AmA

−1
m ...A−1

u+1A
−1A−1

u ...A−1
1

also has that property on condition that parameters used
by A shall not be used by the other algorithms of the
scheme.
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Proof. The proof is similar to Theorem 2.

Multiplication of cracking difficulty of ciphers in con-
sequent implementation of their algorithms can be con-
sidered.

Theorem 5. When encryption scheme AA−1 ful-
fils the indistinguishability condition which is expressed
in the requirement Pr[PrivKeav

I,A(n) = 1] ≤ 1
2 +

negl(n) and encryption scheme BB−1 fulfils the in-
distinguishability condition which is expressed in the
requirement Pr[PrivKeav

I,B(m) = 1] ≤ 1
2 + negl(m)

then encryption scheme ...A...B...B−1...A−1... shall ful-
fill the indistinguishability requirement expressed as fol-
lows Pr[PrivKeav

I,...A...B...B−1...A−1...(n,m) = 1] ≤ 1
2 +

negl(n)negl(m)

Proof. Proof similar to Theorem 1.

The section below presents a practical implementation
of algorithms with blurring and multiplication.

5 Establishing Research Secure
Systems

Let us review at a practical example. Assume that a
symmetric encryption scheme should be established for
message exchange between two users. It is possible to
generate a random sequence of 128 to 2048 bit for one ses-
sion and provide the random sequence to both users. The
classic symmetric encryption scheme requires a strictly set
key size and a predefined algorithm. However, we want to
establish an encryption system to generate a different al-
gorithm every time by efficiently using the whole random
sequence. Then the practical impossibility for an adver-
sary to distinguish either the encrypted message or the
algorithm implemented, does not allow performing any
computational attacks or side-channel attacks.

Assume that the encoder program can be a C ∈ C
algorithm. Then the cardinality of set C has to be large
enough to use the provided random sequence. When it is
possible to generate a 4096 bit sequence then the number
of elements in set C shall be greater than 24096. It was
demonstrated above that it is easy to accomplish by only
correcting the encoder’s substitution tables.

A basic requirement to a research secure algorithm. An
adversary shall not be able to compute the implemented
C ∈ C algorithm with accuracy greater than the negligibly
small function from the length of the random sequence,
which is negl(u).

In order to create an encryptor that is guaranteed to
fulfill the indistinguishability requirements, the cipher’s
research protection algorithm shall be divided in two op-
erations. The first operation implies consequent multipli-
cation of separate algorithms (boxes) with the predefined
features indistinguishable (IND), CPA-secure and CCA-
secure. At this stage a transformation sequence with the

defined requirements and guaranteed multiplication of dif-
ficulty is established. Then each box is blurred with the
operations of permutation and substitution, while the dif-
ficulty multiplication requirements are no longer applied
to them. The encryptor scheme is shown in Figure 2.

The obtained encryption algorithm complies with the
requirements of IND-CCA, IND-CPA and IND for adver-
saries that are able to perform up to 2‖k‖ operations.

Algorithm 2 is the encryptor mechanism at the pseu-
docode level. In Theorems 2, 3 and 4 above it was es-
tablished that for fulfilling the requirements applied to
the encryption algorithm the key cannot be reused in ev-
ery ”box”. Therefore, function cut is introduced which
cuts the random sequence in pieces of specified length as
required.

Algorithm 2 Cipher

1: Function cipher (k, m)
2: Cut← n bit
3: i = 0
4: while ∃kcur = cut(i, k) do
5: m = Ahash(kcur) mod m(kcur,m)
6: i = i+ 1
7: end while
8: result = m

In the above case, algorithm Aj is launched pseudo-
randomly (by function hash). Each of the algorithms
A0, ..., Am−1 is a typical box with the confirmed require-
ments of IND, CPA and CCA. Thus, function cipher per-
forms multiplication of algorithms as a sequence of boxes
A1...AuA

−1
u ...A−1

1 . Then algorithm blurring is performed
in each box to establish research security as shown below

(..., ε(n1)...ε(nm)1
, 1)→ (1, ε(n1)...ε(nm)1

, ...).

The above blurring scheme is demonstrated in the ex-
ample of the pseudocode in Algorithm 3.

Algorithm 3 An example of the pseudocode

1: Function Aj (k, m)
2: while hash(k) 6= const do
3: Gen func sub, k
4: Gen func per, k
5: m = Item(func sub, func per, k)
6: k = func sub(k)
7: k = func per(k)
8: end while
9: result = m

The above function runs until hash(k) equals the pre-
defined constant. The constant is defined by experiment,
when the number of the algorithm blurring steps can be
considered sufficient. The key is used for generating the
unique substitution function func sub(k) and the unique
permutation function func per(k). Then a block cipher
with the obtained functions is launched. After that the
function of substitutions and permutations is applied to
the key itself and the cycle is repeated.
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Figure 2: The research secure encryptor scheme

Practical implementation of the research security pro-
gram was calculated hash functions only once and then
it generated the code compliant to the algorithm’s func-
tionality to speed up the cipher execution.

6 Experimental Research

In order to perform experimental research of the research
secure algorithm, the program mentioned in the previous
paragraph has been developed to implement the multipli-
cation algorithm and blurring algorithm. The researched
algorithm was a block cipher. Advanced Encryption Stan-
dard (AES), International Data Encryption Algorithm
(IDEA) and the GOST Russian encryption standard were
used as boxes. It should be noted that while substitution
and permutation tables are strictly defined in AES and
IDEA, in GOST the algorithm blurring procedure can be
carried out with these parameters without exceeding the
limits of the standard.

All above algorithms comply with the indistinguisha-
bility requirements (IND), indistinguishability under
chosen-plaintext attack (CPA-secure) and indistinguisha-
bility under chosen ciphertext attack (CCA-secure). In
order to simplify the block assembly, key length of 128
bit was used as all the provided ciphers can operate with
that key length.

A similar function was used as generator of substitution
and permutation tables in Algorithm 1 with an input key
as the parameter. The range of permutations and sub-
stitutions is defined by the type of the block cipher used.
The generated cipher was tested for susceptibility to al-
gebraic attacks that decrease the number of enumerating
operations [1], algebraic attacks of side channels [13, 16]
and differential attacks to decrease cipher cracking diffi-
culty by many orders involving a large volume of mem-
ory [3, 4].

The obtained algorithm on a 128 bit random sequence
demonstrated failure of all the above attack classes. How-
ever, multiplication of cracking difficulty with a longer
sequence cannot be tested in practice.

7 Conclusions

The present paper provided a general approach to re-
search security of program algorithms based on two meth-
ods. The first method is algorithm blurring by constant
shifting the researcher’s visibility point. Instead of getting
the algorithm, a researcher can only get an algorithm for
algorithm generation or an algorithm for generation of an
algorithm for generation of an algorithm, etc. That shift
enables making the system more complex by introducing
additional parameters of randomness or pseudorandom-
ness. The second method is based on algorithm multi-
plication. Its special feature is that it can be used for
expanding any of the indistinguishability properties of its
individual components to the whole algorithm.

Theoretic and experimental study of the methods as
applied to encryption algorithms demonstrated their ef-
fectiveness against many existing attacks aimed at block
ciphers and involve algebraic analysis and exploitation of
side channels.
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Abstract

This paper proposes Hybrid Feature Selection Ap-
proach – Heterogeneous Ensemble of Intelligent Classifiers
(HyFSA-HEIC) for intelligent lightweight network intru-
sion detection system (NIDS). The purpose is to classify
for anomaly from the incoming traffic. This system hier-
archically integrates HyFSA and HEIC. The HyFSA will
obtain the optimal number of features and then HEIC is
built using these optimal features. HyFSA helps to de-
crease the computation time of the system and make it
lightweight to work in real time. The aim of HEIC is to
obtain accurate and robust classifier and enhance overall
performance of the system. The results demonstrate that
proposed system outperforms other ensemble and single
classifier methods used in this paper. It has true posi-
tive rate (99.9%), accuracy (99.91%), precision (99.9%),
receiver operating characteristics (99.9%), low false pos-
itive rate (0.1%) and lower root mean square error rate
(3.06%) with a minimum number of selected 6 features.
It also reduces time to build and time to test the model
by 50.79% and 55.30% respectively on reduced features
set. The results evince that detection rate, accuracy and
precision of the system is increased by incorporating fea-
ture selection approach with heterogeneous ensemble of
intelligent classifiers and significantly reduce the compu-
tation time.

Keywords: Classifier; Ensemble; Feature Selection; Net-
work Intrusion Detection System

1 Introduction

Information security has become an essential key compo-
nent in all areas with the increasing Internet connectivity
and traffic volume. Also the security of networks plays a

vital role in information security [27]. Therefore, Intru-
sion Detection Systems (IDS) for network have become an
essential component for information security to protect it
from continuous increase of network-based intrusions and
attacks. The role of Network Intrusion Detection Systems
(NIDS) is to actively monitor the function of network and
detect malicious activities in real time and raise an alert.
Network intrusion detection is a classification task that
is capable of distinguishing between normal and attack
or intrusion traffic connection i.e. two-class problem and
further classification of the different attacks type. Also
NIDS has to examine huge amount of data with high di-
mensional network traffic in real time and on-line process-
ing. Therefore, it is necessary to build accurate, intelli-
gent and lightweight NIDS to protect networks as well as
information system.

In high dimensional feature set, some features may be
redundant and some others may be irrelevant. These re-
dundant and irrelevant features can increase the compu-
tation time and degrade the performance and accuracy
of NIDS. For this reason feature selection method is used
as a pre-processing step to obtain the subset of relevant
features to construct NIDS. It selects the minimal car-
dinality feature subset that maintains the detection rate
and accuracy as the original feature set. For classification,
the main issue is to select the best classification method
as every method has its own advantages and disadvan-
tages [11]. Therefore heterogeneous ensemble of intelli-
gent classifiers has been proposed to overcome the limi-
tation of single classification method. Ensemble method
exploits the strength of each classifier of the ensemble to
acquire accurate and robust classifier. It combines differ-
ent classification method to improve the performance and
accuracy of the model.

The ultimate goal of NIDS is to achieve best possible
detection accuracy and reliability. It can be achieved by
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combining different decision-making model into one sys-
tem. This leads to the design of hybrid system. The
hybrid system integrates different decision-making mod-
els or learning techniques to boost the performance of the
system than the individual decision making or learning
technique. The primarily focus on the design of hybrid
system is integration and interaction of different learn-
ing techniques covering computational phases from data
preprocessing up to final decision making.

In an attempt to develop lightweight and efficient
anomaly based NIDS for two-class classifications, i.e., in-
trusions or attack and normal, a novel hybrid system for
network intrusion detection, HyFSA-HEIC (Hybrid Fea-
ture Selection Approach – Heterogeneous Ensemble of In-
telligent Classifiers) is proposed. The HyFSA-HEIC in-
tegrates hybrid feature selection approach (HyFSA) and
heterogeneous ensemble of intelligent classifiers (HEIC)
to make it lightweight and accurate. HyFSA proposed
in [3] has been used for the selection of optimal features
set. To increase the performance of NIDS, HEIC has
been developed. The performance of HyFSA-HEIC has
been tested on non-redundant datasets of “10% KDD”
and “Corrected Test”. True Positive Rate (TPR), Preci-
sion (PRE), Accuracy (ACC), False Positive Rate (FPR),
Receiver Operating Characteristics (ROC), Time-span to
build model (TBM), Time-span to test model (TTM) and
Root mean squared error (RMSE) have been used as per-
formance evaluation metrics.

The paper is organized as follows. Review of related
work is presented in Section 2. Section 3 introduces fea-
ture selection approaches, classification methods and en-
sembles employed in this work. Performance evaluation
measures utilized in this paper are discussed in Section 4.
The proposed system and experimental setup adopted in
this paper is presented in Section 5, experimental results
and analysis in Section 6, and conclusion and future di-
rection in Section 7.

2 Related Works

Many hybrid based systems or approaches have been pro-
posed and investigated in the literature to enhance the ac-
curacy of the IDS in the recent years. Each technique has
its own strength and weakness. As well as performance of
each technique is varies in terms of Detection Rate Accu-
racy, Precision, False Positive Rate and error rate. Panda
et al. [23] investigated novel hybrid intelligent technolo-
gies for making intelligent decision which combines the
supervised or unsupervised with classifier using data fil-
tering to detect network attacks. The approach was eval-
uated on NSL-KDD dataset for 2-class classification and
has 99.9% detection rate with 0.06% error. Agarwal et
al. [1] presented a hybrid approach which combines en-
tropy and Support Vector Machine (SVM) for anomaly
network traffic detection system. The Hybrid method
outperforms the single method in terms of accuracy with
97.25% and misclassified instances of 2.75%. Chitrakar

et al. [7] proposed two hybrid approaches for anomaly in-
trusion detection. In first approach, k-medoids clustering
is combined with classifier Näıve Bayes and in second,
k-medoids clustering is combined with classifier Support
Vector Machine. These approaches show enhancement in
the TPR and reduction in the FPR.

Sindhu et al. [26] proposed a lightweight Network IDS
employing a wrapper based feature selection approach
with neural ensemble of decision trees to maximize the
specificity and sensitivity. The average classification rate
and error of the proposed system with 16 selected fea-
tures is 98.4% and 1.62% and performed better than C4.5,
Näıve Bayes, Decision Stump, REP tree, Random Tree
and Random Forest. A reliable and efficient IDS based
on gradually feature removal method with the combina-
tion of k-mean, ant colony algorithm and support vector
machine has been developed by Li et al. [20] for normal
or attack detection in network. The system was evalu-
ated on KDD Cup 99 data set. Nineteen features were
selected by applying gradually feature removal method
with accuracy of 98.62%. Lin et al. [21] combined support
vector machine, decision tree and simulated annealing for
anomaly based intrusion detection. In this, support vec-
tor machine and simulated annealing were used to obtain
the best selected features using KDD dataset and decision
tree and simulated annealing were used to find decision
rules for new attacks which can enhance the accuracy of
the method. The performance of the proposed algorithm
outperforms other existing approaches with weighted av-
erage TPR and FPR of 98.3% and 1.4% respectively.

A new hybrid intrusion detection method which hi-
erarchically integrates a misuse detection model and an
anomaly detection model was proposed by Kim et al. [16].
The C4.5 decision tree algorithm has been used to build
the misuse detection model. This model is then used to
decompose normal training data into smaller subsets. The
one-class support vector machine (SVM) is used to build
the anomaly detection model for each decomposed subset.
NSL-KDD dataset has been used to evaluate the pro-
posed method. The experimental results demonstrated
that method was better in term of detection rate for both
known and unknown attacks and reduced the training and
testing time of the model. A hybrid approach to anomaly
detection using a real-valued negative selection based de-
tector generation in the large scale dataset is presented
in [13]. It uses k-mean clustering to reduce the size of
the training dataset to identify good starting points for
the detector generation based on multi-start metaheuris-
tic method and genetic algorithm. The results showed
that this approach outperforms other techniques by 96.1%
accuracy with time of 152 s and low false positive rate of
0.033. Vahid Golmah [14] developed a hybrid method to
improve the accuracy of the intrusion detection system
based on C5.0 and SVM. The proposed method is eval-
uated on benchmark “KDD Cup 1999” dataset with full
feature set. The average precision of classification for the
proposed algorithm is 99.96%.
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3 Related Background

3.1 Feature Selection Method

Feature selection method is commonly used to find the op-
timal feature subset to improve the system performance
by eliminating redundant and irrelevant features from
dataset. It also helps to alleviate “the curse of dimen-
sionality”. There are three approaches—filter, wrapper
and hybrid for feature selection [4]. Filter approach [22]
utilizes external classifier to assess the performance of
selected features. The wrapper approach [17] “wrap
around” the predetermined classifier to assess subset of
features. This method is computationally more expensive
than the filter method [9, 17]. The hybrid approach [9]
combines the filter and wrapper approach to achieve the
best possible performance with a specific classifier. In
this work, HyFSA [3] has been used for the selection of
optimal features set. A survey of several works on feature
selection approaches applied on “KDD Cup 1999” dataset
for IDS is presented in [2].

3.2 Classification Methods

The base classifiers selected for the ensemble are proba-
bility theory based Näıve Bayes (NB) [31], decision tree
based C4.5 [24], homogeneous ensemble of decision trees
based random forest (RF) [6], soft computing based Neu-
ral networks using Stochastic Gradient Descent (NN-
SGD) [5], instance based k-Nearest Neighbor (kNN) [28],
and rule based Repeated Incremental Pruning to Produce
Error Reduction (RIPPER) [8]. These base classifiers are
briefly discussed below.

3.2.1 Näıve Bayes Classifier

Näıve Bayes (NB) classifier [31] is a supervised classifier.
It is based on Bayes’ theorem. This classifier computes
the posterior probability for each class cj to classify an
input pattern ~xi and assigns the target class c* with the
highest posterior probability to ~xi using Equation (2).
The output of the individual classifiers as a posteriori
probability can be represented as P (cj |~xi), where ~xi is
presented to ith classifier and assigned to class cj . For two-
class classification, the posteriori probability using Bayes
theorem can be calculated as

P (cj |~xi) =
P (~xi|cj)P (cj)

P (~xi)

=
P (~xi|cj)P (cj)

P (~xi|c1)P (c1) + P (~xi|c2)P (c2)
(1)

where j=1,2;i=1,...,L

c∗ = arg maxP (cj |~xi) (2)

where P (cj |~xi), P (cj), P (~xi|cj) and P (~xi) are called the
posterior probability, prior probability, likelihood, and ev-
idence respectively. Näıve Bayes classifier can work on
symbolic as well as numerical features. It exhibits high

speed and accuracy and highly suitable for high dimen-
sional large dataset [31].

3.2.2 Decision Tree

Decision tree (DT) is a supervised learning algorithm
based on tree-like structure which consists of nodes and
branches. Each non-terminal node represents a test on
an attribute, each branch represents the outcome of the
test and each leaf node represents the class label for clas-
sification of the input pattern. The classification of input
pattern starts from the root node and follow the branch
to reach the leaf node of the DT. A well-known algorithm
for constructing decision tree is C4.5 [24]. The C4.5 algo-
rithm is also very robust for high dimensional data and
handling missing data. It works well on both numerical
and symbolic features.

3.2.3 Random Forest

Random Forest (RF) [6] is an ensemble based classifica-
tion techniques. It generates many unpruned decision tree
by inducing different bootstrap sample using random fea-
ture selection from training dataset. It is called random
forest as sampling of records is done randomly and forest
of decision trees are built in the process. Final class of
an input instance is made by aggregating the decisions of
the individual trees in the forest by majority voting for
classification. Random forest works efficiently on high di-
mensional large dataset and able to deal with unbalanced
and missing data.

3.2.4 Neural Network

Neural network or Artificial Neural network (ANN) is
computational technique that mimics the neurons of hu-
man brain. It consists of set of simple processing compo-
nents called artificial neurons that are interconnected to
other neuron by synapses or link. These neurons are or-
ganized into network in many ways known as topologies.
The neurons in ANN are grouped into layers as input,
output and hidden layer. Each link is associated with
weight. Neurons in the input layer receive stimuli from
outside the network, transform it into output and pass
the output to the subsequent hidden or output layer. The
network learns by adjusting the corresponding weight of
the link in the learning phase. It helps ANN to assign
the correct class label to the given input pattern. Most
commonly used ANN architecture is Stochastic Gradient
Descent (SGD) [5] for large scale dataset and online learn-
ing.

3.2.5 K-Nearest Neighbor

K-nearest neighbor (kNN) [28] is supervised classification
method. It is simple, non-parametric, instance-based and
lazy learning algorithm. Lazy learning signifies that the
algorithm does not build the model until the time classifi-
cation is required. This algorithm classifies the new input
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pattern by calculating the similarity measure (e.g. dis-
tance function) between the new input pattern and each
instance of training dataset and then uses the class labels
of the k most similar neighbors to assign the class of new
input pattern based on majority voting. Euclidean dis-
tance or the cosign value can be used as similarity mea-
sures to calculate the similarity between two instances.
The performance of this classifier relies on the value of k.

3.2.6 RIPPER

Repeated Incremental Pruning to Produce Error Reduc-
tion (RIPPER) [8] is supervised rule-based learning al-
gorithm. This is an extension of IREP (Incremental
Reduced Error Pruning). It improved the efficiency of
IREP by reducing errors by applying repeated pruning,
faster training time, support missing attributes and noisy
datasets. This learning algorithm searches the feature set
of the training dataset and produces concise rule-sets for
each class label. It works efficiently on numerical and
large dataset.

3.3 Ensemble of Classifiers

An ensemble of classifiers combines multiple weak or di-
verse classifiers whose individual outputs are combined in
some means to form a final decision [10]. The combined
decisions of an ensemble generally provide better perfor-
mance than the individual classifiers [25]. The main moti-
vation of using ensemble of classifiers is to get better accu-
racy of the complex problem by exploiting the strengths
of individual classifiers with the aim to obtain the best
possible collective decision accuracy than any of the indi-
vidual classifiers. Ensemble of multiple diverse classifiers
has more reliable and better decision than single classifier
as it reduces the chance of incorrect classification done by
single classifier and also overcome the limitation of single
classifier. The architectures of the ensemble of classifiers
are mainly categorized into two types, i.e., parallel and se-
rial. There are two steps for constructing an ensemble: (1)
generating the base learning algorithms or classifiers, and
(2) combining the decisions of base learning algorithms
for maximum accuracy.

3.3.1 Generating Base Classifiers

In this step, individual classifier of the ensemble known
as base classifier is generated. Methods for generating en-
semble can be categorized as Homogenous and Heteroge-
neous ensemble. Homogeneous ensemble can be generated
from the different executions of the same classifier. This
ensemble can be generated by using any method from (i)
different subset of training data with same classifier, (ii)
different set of input training parameters available with
a single classifier, (iii) different feature sets, (iv) multi-
class specialized systems, or (v) manipulation of output
labels. Examples are Bagging, Boosting, Option Trees,
Error-correcting output codes. Heterogeneous ensemble
uses different learning algorithm or classifiers on the same

data set. Different methods for generating heterogeneous
ensemble are: (i) Voting or fixed-rule aggregation, and
(ii) Stacked generalization or meta-learning.

The classifiers in ensemble should be accurate and di-
verse to improve the performance of ensemble system over
single classifier. Therefore, classifiers must be highly ac-
curate and diverse to build efficient and accurate ensem-
ble [19]. Weak classifiers in the ensemble also result in
weak ensemble and hence deteriorate the accuracy of en-
semble. The classifiers are said to be diverse or unique if
they make distinct errors on distinct instances and com-
bining their outputs can decrease the total error. Also di-
verse classifiers contribute toward uncorrelated decisions
and improve the overall accuracy of the ensemble sys-
tem. There are many methods to achieve classifier diver-
sity [18]. Any method of homogeneous or heterogeneous
described in section 3.3.1 can be used to generate diversity
among the classifiers.

3.3.2 Combining Classifiers

The second step in ensemble method is the approach
employed in combining the decision of the classifiers.
The main motivation for combining multiple classifiers
is to obtain a consensus decision by combining the in-
dividual decision of classifiers [18]. There are mainly
two approaches in combining the decisions of different
classifiers—classifier selection and classifier fusion [18].
The classifier selection approach selects a single classifier
to give the final decision for a new instance while clas-
sifier fusion approach combines the decision of all clas-
sifiers. The various combination methods have been re-
ported in [18]. The most commonly used method is ele-
mentary combiners based on algebraic combination rules.
This method combines the decisions of classifiers that can
be expressed as a posteriori probability. The major bene-
fit of using this method is its simplicity as it does not need
any training. It includes several methods as Sum, Aver-
age, Product, Majority Voting, Minimum, and Maximum
rules.

Let {D1, D2, ..., DL} be the set of L individual clas-
sifiers and {c1, c2, ..., cm} be the set of m possible class
labels. The combiner combines the decisions of all Di

to predict the final class label for the input instance ~xi.
In order to employ the Sum, Average, Product, Majority
Voting, Minimum, and Maximum methods, outputs of all
Di can be viewed as a posteriori probabilities using Bayes
theorem defined in Equation (1). Let input instance ~xi is
finally assigned to class c, where c is one of the m possi-
ble classes. The Sum, Average, Product, Majority Voting,
Minimum, and Maximum methods can be used to deter-
mine c are defined as follows:

Sum Rule: c = maxj=1...m

∑L

i=1
P (cj |~xi)
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Average Rule: c = maxj=1...m
1

L

∑L

i=1
P (cj |~xi)

Product Rule: c = maxj=1...m

L∏
i=1

P (cj |~xi)

Majority Voting Rule:c = maxj=1...m

∑L

i=1
∆ji (3)

Minimum Rule:c = maxj=1..mmini=1..LP (cj |~xi)
Maximum Rule:c = maxj=1..mmaxi=1..LP (cj |~xi)

In the decision rule in Equation (3), ∆ji = 1 if P (cj |~xi) =
maxj=1..mP (cj |~xi) and zero otherwise.

4 Performance Evaluation Mea-
sures

Several performance evaluation methods are employed to
assess the accuracy and efficiency of the HyFSA-HEIC,
classifiers and for comparison. The performance eval-
uation methods are True Positive (TP), False Positive
(FP), True Negative (TN), False Negative (FN), Receiver
Operating Characteristics (ROC) or Area Under Curve
(AUC), Time-span to Build the Model (TBM), Time-span
to Test the Model (TTM) and as follows:

True positive rate(TPR)or Recall(R) or

Sensitivity or Detection rate(DR) =
TP

TP + FN

False positive rate(FPR) =
FP

FP + TN

Accuracy (ACC) =
TP + TN

TP + TN + FP + FN

Precision (PRE) =
TP

TP + FP

RMSE =

√
1

N

∑N

i=1
(Pi − Ti)2 (4)

where Ti is the true value, Pi is the prediction, and N is
the number of observations in Equation (4).

5 Proposed System and Experi-
mental Setup

The aim of this paper is to propose a Hybrid Feature
Selection Approach – Heterogeneous Ensemble of Intelli-
gent Classifiers (HyFSA-HEIC), a hybrid system for net-
work intrusion detection for the classification of coming
input pattern into either normal or intrusion. This sys-
tem must be accurate, lightweight, low false positive rate,
high detection rate and able to work in real time. The
HyFSA-HEIC integrates the hybrid feature selection ap-
proach (HyFSA) with heterogeneous ensemble of intelli-
gent classifiers (HEIC). This is a hierarchical system in
which HyFSA selects the optimal feature set for the clas-
sification of normal or attack pattern. Then selected op-
timal feature set is provided as an input to next layer

Figure 1: Framework of proposed HyFSA-HEIC

i.e. HEIC for final decision. The overall accuracy of the
system relies on the accurate functionality of all layers in
the system. Weka 3.7.13 [15] is used as tool for classi-
fiers, feature selection approaches and ensembles utilized
in this paper. Figure 1 illustrates the architecture of the
HyFSA-HEIC. It contains following five phases:

Phase I: Construction of dataset;

Phase II: Feature Selection;

Phase III: Selection of base classifiers for ensemble;

Phase IV: Ensemble and combiner method;

Phase V: Evaluation of classifiers and ensembles.

5.1 Phase I: Construction of Dataset

The “KDD Cup 1999” dataset [29] is the benchmark
dataset for intrusion detection and derived from DARPA
1998 dataset. It is the most widely used comprehen-
sive dataset used by many researchers for NIDS. “KDD
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Cup 1999” is comprised of three independent datasets—
“Whole KDD”, “10% KDD” and “Corrected Test”. The
“10% KDD” has 494,021 connection records in which
97277 are normal and 396744 are attack whereas “Cor-
rected Test” has 311,029 connection records in which
60,593 are normal and 250,436 are attacks shown in
Table 1. Each connection record has 41 features (32
numerical and 9 categorical) numbered in an order of
1,2,3,4....,41 plus one class label. Each connection record
has label of either normal or attack, with a specific kind
of attack type. The attacks fall into one of the four main
classes—Probe, User to Root (U2R), Remote to Local
(R2L), and Denial of Service (DoS). The “Whole KDD”
dataset consists of 22 attack types and “Corrected Test”
dataset includes 17 additional attack types and hence to-
tal 39 attack types.

NSL-KDD dataset [30] is another widely used dataset
for anomaly detection in NIDS. This dataset is refined
version of “KDD Cup 1999” dataset. It consists of se-
lected and non-redundant connection records with same
number of features of “KDD Cup 1999” dataset. Data
cleaning step of data preprocessing can be skipped by us-
ing this dataset. Data preprocessing is an important step
in any decision making system. Therefore “KDD Cup
1999” dataset has been used as an experimental dataset
to make a complete system from preprocessing step to fi-
nal decision making step and more suitable for real time
and on-line processing.

The “10% KDD” and “Corrected Test” datasets are
selected as experimental dataset and preprocessed for bi-
nary class classification (normal or attack). This phase
contains 4 steps. 1) Data transforming: For binary
class classification, the label must have either normal
or attack for each connection. Therefore label of each
connection for all types of attack are transformed into
label “attack”. 2) Removal of redundant records:
The converted binary class dataset also consists of large
number of redundant connection records. These redun-
dant records will cause classifiers to be influenced to-
wards redundant records in the training dataset. It will
also influence the performance of the learning algorithms.
The “10% KDD” and “Corrected Test” datasets contain
around 70% and 75% redundant records respectively in
which the attack class has most of the redundant records
than normal class. The resultant datasets are named
as “Unique 10% KDD” and “Uni Corr Test”. 3) Dis-
cretization of dataset: Feature selection approaches
employed in this paper work on discrete data and “10%
KDD” dataset has 32 numerical features. Therefore, dis-
cretization approach presented by [12] based on Entropy
Minimization is utilized. The “Dis Unique 10% KDD”
is resultant discretized dataset. 4) Construction of
training and test dataset: “Unique 10% KDD” is
equally partitioned into two datasets: the training dataset
(“Uni Train”) and test dataset (“Uni Test”) for all 41 fea-
tures. Each dataset contains 72793 records in which each
class comprises 50% of the data of “Unique 10% KDD”.
Reduced training dataset (“Red Uni Train”) and reduced

test dataset (“Red Uni Test”) for selected 6 features in
phase II are created from “Uni Train” and “Uni Test”
datasets respectively. “Uni Corr Test” and “Reduced Uni
Corr Test” are also employed as another test datasets
for all 41 and reduced 6 features respectively. Training
datasets are utilized to build and test datasets are utilized
to assess the performance of the classifiers and ensembles.
Table 1 illustrates the statistics of the records for normal
and attack in “10% KDD”, “Unique 10% KDD”, “Cor-
rected Test” and “Uni Corr Test” datasets respectively.

5.2 Phase II: Feature Selection

The accuracy and efficiency of the IDS also depends on
the dimension of the dataset. Hybrid method for fea-
ture selection proposed in [3] has been used to obtain
the optimal number of features for binary (normal or at-
tack) classification. This method employs fusion of filter
based feature selection approaches and wrapper method
using Näıve Bayes classifier. Filter based feature selec-
tion methods used for fusion are consistency-based fea-
ture selection (CON), gain ratio (GR), correlation-based
feature selection (CFS) and information gain (IG). First,
the common features are selected from the feature sub-
sets obtained by applying CFS and CON with best first
search. Similarly, the common features are selected from
the feature subsets obtained by applying IG and GR.
Then, initial feature subset is created by adding these
two common feature subsets. Another left feature set is
created by adding the remaining features from the sets of
CFS, CON, IG and GR. Wrapper based feature selection
method employed Näıve Bayes classifier is further applied
to obtain the final optimal feature subset. Linear Forward
selection (LFS) is used in wrapper method. It starts with
the initial feature subset and then add feature one by
one from the left feature set until there is no change in
the performance of current feature subset. This feature
selection approach selects the relevant features and re-
moved redundant and irrelevant features. Finally, 6 best
features are selected from 41 features by employing Hy-
brid feature selection approach [3] on “Dis Unique 10%
KDD” dataset consisting of 41 features. These feature’s
name and number are {Service-3, Src-bytes-5, Dst-bytes-
6, Hot-10, Num-compromised-13, Same-srv-rate-29}. For
detail procedure for feature selection and performance of
selected features, refer [3].

5.3 Phase III: Selection of Base Classi-
fiers for Ensemble

In HyFSA-HEIC, a novel heterogeneous ensemble is pre-
sented that combines the decisions of diverse and accu-
rate learning algorithms or classifiers to the problem of
normal or attack detection in IDS. The main issues in the
ensemble technique are accuracy and diversity of individ-
ual classifiers in ensemble. Different learning algorithms
or classifiers for constructing an ensemble enforce a high
level of diversity [18]. This ensemble has benefit of differ-
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Table 1: Instances and percentages of division of normal and attack in “10% KDD”, “Unique 10% KDD”, “Corrected
Test” and “Uni Corr Test” datasets for all 41 and 6 features.

10% KDD Unique 10% KDD Corrected Test Uni Corr Test
Type #Instance (%) #Instance (%) #Instance (%) #Instance (%)
Normal 97277 19.69 87832 60.33 60,593 19.48 47,913 61.99
Attack 396744 80.31 57754 39.67 250,436 80.52 29,373 38.01
Total 494021 100 145,586 100 311,029 100 77,286 100

ent biases for each individual classifier and also reduces
the bias that can be occurred in a single learning algo-
rithm or classifier. Also combining weak diverse classifiers
in the ensemble will result in weak ensemble and lead to
deteriorate the accuracy of the ensemble. Therefore, dif-
ferent classifiers are compared to select accurate and di-
verse base classifiers. The base classifiers selected for the
ensemble are C4.5, Näıve Bayes (NB), Neural networks
using mini-batch stochastic gradient descent (NN-SGD),
K-nearest neighbor (kNN), Repeated Incremental Prun-
ing to Produce Error Reduction (RIPPER) and random
forest (RF). Motivation of selecting these different types
of base classifiers leads diversity in creating ensemble clas-
sifiers. Each selected classifier has different learning hy-
potheses (trees, instance-based, rules and statistics) and
also different inductive bias that make diverse set of clas-
sifiers for ensemble. Different learning hypotheses and
inductive bias generates diversity among the classifiers.
The base classifiers are briefly discussed in Section 3.2.

The performance of kNN classifier is influenced by the
suitable selection of optimal value of parameter k. In
order to select the optimal value of k for kNN classifier,
10-fold cross validation is performed on “Red Uni Train”
dataset for 6 features. The value of k is varied from 1 to
25 for odd number for two-class classification to avoid tied
votes. The empirical results are shown in Table 2. The
value of k for kNN is selected based on the value of k which
minimizes errors and maximizes predictive accuracy of the
kNN classifier. As can be seen in Table 2, the kNN for
k = 3 outperformed among all k except k = 1. The kNN
for k = 1 cannot be considered in the selection of k as
it badly overfits the classifier. Therefore, three nearest
neighbours (k = 3) is selected for each instance in kNN
classifier. Figure 2 shows performance comparison of kNN
for different values of k in terms of FPR, RMSE and ACC
respectively. Euclidean Distance as similarity measure
has been used to find the nearest neighbours. Euclidean
distance d(u, v) between two instances u and v is defined

as d(u, v) =
√∑N

i=1 δ
2
i , where δi is the difference between

the ith feature’s value of the instances u and v and N is
the dimension of the dataset. The difference δi can be
measured for numerical as well as for nominal feature as

δi =

 xi − yi, for numerical feature
0, if xi = yi for nominal feature
1, if xi 6= yi for nominal feature

(5)

These classifiers are trained on “Uni Train” training

(a) FPR

(b) RMSE

(c) ACC

Figure 2: Performance comparison of kNN for different k
in terms of (a) FPR, (b) RMSE and (c) ACC

dataset. Performance metrics used in the comparisons are
TPR, FPR, ACC, PRE, ROC, TBM, TTM and RMSE.
The results of these classifiers using 6 selected features
and all 41 features based on different performance metrics
on training datasets (“Red Uni Train” and “Uni Train”)
are depicted in Table 3.

5.4 Phase IV: Ensemble and Combiner
Method

A heterogeneous ensemble of classifiers is a collection
of multiple diverse classifiers. In this, decision of indi-
vidual classifiers is combined to classify input instance.
A heterogeneous ensemble of classifiers will combine the
strength and disagreement of all diverse classifiers and
also make individual classifier disagree with each other.
The strength and disagreement among the diverse clas-
sifiers are utilized by elementary combiners based on al-
gebraic combination rules to give accurate and reliable
final decision. To construct the heterogeneous ensemble,
a parallel ensemble structure is employed in which each
classifier is trained on “Red Uni Train” training dataset
independently. Then elementary combiners based on al-
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Table 2: Performance of kNN on ”Red Uni Training” training dataset for 6 features using 10-fold cross validation

Evaluation kNN Classifiers
Metrics k=1 k=3 k=5 k=7 k=9 k=11 k=13 k=15 k=17 k=19 k=21 k=23 k=25

TPR (%) 99.8 99.8 99.7 99.7 99.7 99.6 99.6 99.6 99.6 99.6 99.6 99.6 99.6

FPR (%) 0.2 0.2 0.3 0.3 0.4 0.4 0.4 0.4 0.5 0.5 0.5 0.5 0.5

ACC (%) 99.84 99.78 99.74 99.71 99.67 99.63 99.62 99.6 99.58 99.58 99.58 99.56 99.56

PRE (%) 99.8 99.8 99.7 99.7 99.7 99.6 99.6 99.6 99.6 99.6 99.6 99.6 99.6

ROC (%) 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9

RMSE (%) 3.88 4.09 4.42 4.68 4.98 5.26 5.39 5.53 5.68 5.8 5.8 5.99 5.99

Table 3: Performance of classifiers on “Uni Train” and “Red Uni Train” training datasets for 41 and 6 features

Evaluation Classifiers
Metrics # Features NB NN-SGD kNN(k=3) RIPPER C4.5 RF
TPR (%) 41 97.0 99.5 99.9 99.9 99.9 99.9

6 95.1 97.2 99.9 99.8 99.9 99.9
FPR (%) 41 3.8 0.5 0.1 0.2 0.1 0.1

6 6.1 3.7 0.1 0.2 0.2 0.1
ACC (%) 41 96.99 99.47 99.87 99.85 99.91 99.93

6 95.12 97.16 99.87 99.83 99.88 99.9
PRE (%) 41 97.0 99.5 99.9 99.9 99.9 99.9

6 95.2 97.2 99.9 99.8 99.9 99.9
ROC (%) 41 97.6 99.5 100 99.9 100.0 100.0

6 99.2 96.7 100 99.8 100.0 100.0
TBM (sec) 41 2.56 541.43 0.08 171.51 40.34 952.99

6 0.45 170.56 0.08 46.28 3.24 38.11
TTM (sec) 41 6.74 29.87 15781.1 0.64 0.58 146.05

6 1.61 1.61 5087.73 0.21 0.35 8.85
RMSE (%) 41 17.28 7.25 2.84 3.78 2.9 2.56

6 21.97 16.86 3.09 4.05 3.32 2.85

gebraic combination rules are utilized to fuse the deci-
sions of these base classifiers to produce final decision. In
this paper, Average, Product, Majority Voting, Minimum,
and Maximum methods of classifier fusion approach are
used to fuse the decisions of the classifiers to produce
final decision. The reason for using these methods is to
achieve good results, very fast computation and their sim-
plicity. Additionally, the heterogeneous ensemble is also
constructed using “Uni Train” training dataset (41 fea-
tures) for comparison. The 5 base classifiers—NB, NN-
SGD, RIPPER, C4.5 and RF out of 6 are utilized for the
construction of ensemble. The results of these ensembles
using reduced 6 and all 41 features based on different per-
formance metrics on training datasets (“Red Uni Train”
and “Uni Train”) are illustrated in Table 4.

5.5 Phase V: Evaluation of the Classifiers
and Ensembles

Datasets “Uni Test”, “Red Uni Test”, “Uni Corr Test”
and “Red Uni Corr Test” have been used to test the ef-
fectiveness of classifiers and ensembles used in this paper.
Performance metrics were used in the experiments are
TPR, FPR, ACC, PRE, ROC, TBM, TTM and RMSE.

The performance of these classifiers using all 41 features
and 6 selected features based on different performance
metrics were evaluated on test datasets (“Uni Test” and
“Red Uni Test”) are shown in Table 5 and on “Uni Corr
Test” and “Red Uni Corr Test” in Table 7. The per-
formance of constructed heterogeneous ensembles using
Average, Product, Majority Voting, Minimum, and Max-
imum using all 41 features and 6 selected features based
on different performance metrics were evaluated on test
dataset (“Uni Test” and “Red Uni Test”) are illustrated
in Table 6 and on “Uni Corr Test” and “Red Uni Corr
Test” in Table 8. The classifiers and ensembles were also
evaluated on training datasets (“Uni Train” and “Red
Uni Train”) for 41 and 6 features using 10-fold cross val-
idation. Table 9 illustrates the results of NB, NN-SGD,
RIPPER, C4.5, RF and HEIC on training dataset (“Red
Uni Train”) for 6 features using 10-fold cross validation.

6 Experimental Results and Anal-
ysis

To evaluate the performance of HyFSA-HEIC proposed
in Section 5 in terms of accuracy and efficiency, several
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Table 4: Performance of ensembles on “Uni Train” and “Red Uni Train” training datasets for 41 and 6 features

Evaluation Ensemble of Classifier (Vote)
Metrics # Features Average Product Majority Voting Minimum Maximum
TPR (%) 41 100.0 99.8 100.0 99.8 98.1

6 99.9 99.6 99.9 99.6 97.8
FPR (%) 41 0.0 0.2 0.0 0.2 2.8

6 0.1 0.5 0.1 0.5 3.2
ACC (%) 41 99.97 99.47 99.97 99.47 98.15

6 99.9 97.16 99.91 97.16 97.85
PRE (%) 41 100.0 99.8 100 99.8 98.2

6 99.9 99.6 99.9 99.6 97.9
ROC (%) 41 100.0 99.7 100.0 99.7 100.0

6 100.0 98.3 99.9 98.3 99.9
TBM (sec) 41 626.23 590.15 541.61 616.26 599.57

6 227.6 227.12 226.54 264.01 253.69
TTM (sec) 41 21.5 17.86 20.34 21.08 18.08

6 8.42 9.91 9.09 10.39 10.47
RMSE (%) 41 4.29 3.91 1.85 3.91 9.17

6 7.49 6.14 3.06 6.14 11.59

Table 5: Performance of classifiers on “Uni Test” and “Red Uni Test” test datasets for 41 and 6 features

Evaluation # Features Classifiers
Metrics NB NN-SGD kNN(k=3) RIPPER C4.5 RF
TPR (%) 41 97.1 99.5 99.8 99.9 99.9 100.0

6 95.2 97.2 99.9 99.9 99.8 99.9
FPR (%) 41 3.7 0.5 0.2 0.1 0.1 0.1

6 6.1 3.6 0.2 0.2 0.2 0.1
ACC (%) 41 97.06 99.48 99.81 99.92 99.87 99.96

6 95.17 97.23 99.84 99.86 99.85 99.92
PRE (%) 41 97.1 99.5 99.8 99.9 99.9 100.0

6 95.2 97.3 99.8 99.9 99.8 99.9
ROC (%) 41 97.6 99.5 99.9 99.9 99.9 100.0

6 99.3 96.8 100.0 99.9 99.9 100.0
RMSE (%) 41 17.07 7.24 3.94 2.81 3.33 2.15

6 21.87 16.64 3.67 3.62 3.63 2.54

experiments have been performed. All experiments were
conducted on an Intel (R) @ 2.13 GHz Core (TM) i3 CPU
M 330 computer with 2.87 GB memory and Windows 7
Home Premium operating system in Java Environments
Weka 3.7.13. Datasets were used in the experiments for
training are “Uni Train” and “Red Uni Train”, and for
testing are “Uni Test”, “Red Uni Test”, “Uni Corr Test”
and “Red Uni Corr Test” depicted in Table 1.

Firstly, hybrid feature selection approach (Phase II,
Section 5) was utilized to obtain the optimal features
set for the identification of normal or intrusion instances.
These features set obtained based on performance is re-
duced to 15% from 41 to 6 features. Then training and
testing were performed for 6 diverse classifiers and 5 en-
sembles built from these classifiers using reduced 6 and
all 41 features sets and then compared these models us-
ing 6 features with those using 41 features on different
evaluation metrics.

From Table 3, as can be seen, all 6 classifiers ob-
tained same or better performance on original 41 features
than reduced 6 features set on all evaluation metrics ex-
cept TBM and TTM. It is evident that classifier RF is
equally best on 41 features as well as on 6 features set
with TPR(99.9%), FPR (0.1%), PRE (99.9%), and ROC
(100.0%) and also outperforms other five classifiers in
terms of all evaluation metrics but TBM and TTM. This
classifier has ACC of 99.93% and 99.90%, and RMSE of
2.56% and 2.85% on 41 and 6 features respectively. The
classifier kNN has minimum TBM of 0.08 sec because no
explicit training step is required. Apart from this, among
all classifiers, NB has minimum TBM of 2.56 sec and 0.45
sec on 41 and 6 features respectively, C4.5 has minimum
TTM of 0.58 sec on 41 features, RIPPER has minimum
TTM of 0.21 sec on 6 features as depicted in Table 3. The
performance of the classifier kNN is same on both 41 and
6 features set in terms of TRP (99.9%), FPR (0.1%), ACC
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Table 6: Performance of ensembles on “Uni Test” and “Red Uni Test” test datasets for 41 and 6 features

Evaluation # Features Ensemble of Classifier (Vote)
Metrics Average Product Majority Voting Minimum Maximum
TPR (%) 41 99.9 99.8 99.9 99.8 98.1

6 99.9 99.6 99.9 99.6 97.8
FPR (%) 41 0.1 0.2 0.1 0.2 2.8

6 0.2 0.5 0.2 0.5 3.2
ACC (%) 41 99.94 99.45 99.94 99.45 98.15

6 99.87 97.22 99.88 97.22 97.84
PRE (%) 41 99.9 99.8 99.9 99.8 98.2

6 99.9 99.6 99.9 99.6 97.9
ROC (%) 41 100.0 99.6 99.9 99.6 100.0

6 100.0 98.4 99.9 98.4 99.9
RMSE (%) 41 4.44 4.44 2.49 4.44 9.19

6 7.5 6.27 3.42 6.27 11.6

Table 7: Performance of classifiers on “Uni Corr Test” and “Red Uni Corr Test” test datasets using 41 and 6 features

Evaluation # Features Classifiers
Metrics NB NN-SGD kNN (k=3) RIPPER C4.5 RF
TPR (%) 41 91.5 92.8 94.2 94.5 94.5 94.2

6 90.4 91.8 95.4 95.2 92.6 94.6
FPR (%) 41 12.3 10.7 9.0 8.5 8.6 9.1

6 15.0 12.8 6.8 7.5 11.2 7.1
ACC (%) 41 91.52 92.77 94.20 94.52 94.51 94.21

6 90.41 91.78 95.36 95.15 92.61 94.61
PRE (%) 41 91.8 93.1 94.5 94.8 94.8 94.6

6 91.3 92.4 95.5 95.4 93.0 94.6
ROC (%) 41 93.3 91.0 93.9 93.1 94.6 99.3

6 97.9 89.5 94.6 93.8 94.0 97.1
RMSE (%) 41 29.02 26.88 23.19 23.41 23.26 19.73

6 30.91 28.67 20.89 22.08 25.41 20.64

Table 8: Performance of ensembles on “Uni Corr Test” and “Red Uni Corr Test” test datasets using 41 and 6 features

Evaluation # Features Ensemble of Classifier (Vote)
Metrics Average Product Majority Voting Minimum Maximum
TPR (%) 41 94.3 93.7 94.3 93.7 91.0

6 93.5 93.2 93.6 93.2 92.1
FPR (%) 41 8.9 9.5 8.9 9.5 13.7

6 10.3 11.0 10.1 11.0 12.7
ACC (%) 41 94.31 92.66 94.31 92.66 90.99

6 93.48 91.12 93.60 91.19 92.06
PRE (%) 41 94.7 93.9 94.7 93.9 91.6

6 93.9 93.8 94.0 93.8 92.8
ROC (%) 41 99.2 91.7 92.7 91.7 99.0

6 97.9 90.3 91.8 90.3 98.0
RMSE (%) 41 21.94 25.19 23.84 25.19 21.26

6 22.74 25.98 25.31 25.98 21.78

(99.87%), PRE (99.9%), ROC (100.0%) and TBM (0.08
sec) but TTM is reduced by 67.76% from 15781.1 sec to
5087.73 sec (Table 3). The classifiers kNN, C4.5 and RF
achieved same ROC of 100.0%, the classifier C4.5 achieved

same TPR (99.9%), PRE (99.9%) and ROC (100.0%) on
original and reduced features set. Performance of NB
and NN-SGD is slightly higher for original features set,
whereas performance of RIPPER on reduced 6 features
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Table 9: Performance of classifiers on “Red Uni Train” training dataset for 6 features using 10-fold cross validation

Evaluation Classifiers
Metrics NB NN-SGD RIPPER C4.5 RF HEIC
TPR (%) 95.1 97.1 99.8 99.8 99.9 99.8
FPR (%) 6.1 3.7 0.2 0.2 0.1 0.2
ACC (%) 95.12 97.14 99.83 99.83 99.9 99.83
PRE (%) 95.1 97.2 99.8 99.8 99.9 99.8
ROC (%) 99.3 96.7 99.8 99.9 100 99.8
TBM (sec) 0.22 105.87 42.57 3.12 32.68 184.91
RMSE (%) 21.97 16.92 4.05 3.82 2.85 4.09

Figure 3: Performance comparison of classifiers in terms
of TPR, ACC, PRE and ROC on 41 & 6 features

set is near to that of original one. Comparative graph of
the performance of classifiers for 41 and 6 features set are
shown in terms of TPR, ACC, PRE, and ROC in Fig-
ure 3, FPR and RMSE in Figure 4. As can be seen from
Table 3, TBM and TTM for original 41 features set are re-
markably higher than that of reduced 6 features set. The
TBM is reduced by approximately 68-96% except for kNN
and TTM is reduced by approximately 40-94% for 6 fea-
tures set. The Figure 5 and 6 show comparative graph
for TBM and TTM on 41 and 6 features respectively.
The performances of classifiers were evaluated using test
datasets(“Uni Test” and “Red Uni Test”) are illustrated
in Table 5. As can be seen, performances of NB and NN-
SGD classifiers in testing phase (Table 5) are little bit
higher with comparison to the performance of these clas-
sifiers in training phase (Table 3), whereas classifiers kNN,
C4.5, RIPPER and RF performed near to equal in train-
ing and testing phase. From Figure 3, 4, 5 and 6, it can
be observed that selection of optimized features set con-
sume less computation time in training and testing phase
and also maintain the same classification performance as
of original features set. Therefore, feature selection ap-
proach helps to build lightweight NIDS suitable for real
time and on-line processing by selecting non-redundant,
informative and relevant features.

Among six classifiers, kNN yielded highest TTM
(5087.73) which is remarkably very high and will increase
the computation time of the ensemble and in turn degrade
the performance of HyFSA-HEIC. It is also not suitable
for high volume network traffic for real time and on-line
processing. Therefore, it was not selected as base clas-
sifier in ensemble. As a result, 5 base classifiers—NB,

Figure 4: Performance comparison of classifiers in terms
of FPR, RMSE on 41 & 6 features

Figure 5: Comparison of TBM for 41 & 6 features in sec

NN-SGD, RIPPER, C4.5 and RF were selected to form
the ensemble based on the evaluation. The decision of
these 5 classifiers in ensemble is combined by using 5 al-
gebraic combination rules of classifier fusion approach—
Average, Product, Majority Voting, Minimum, and Max-
imum to produce final decision. Finally, five ensembles
were formed. Table 4 illustrates the results of these 5 en-
sembles on training datasets (“Uni Train” and “Red Uni
Train”).

Among all 5 ensemble models, ensembles with average
and majority voting combiners achieved equally best per-
formance in terms of TPR (100.0%), FPR (0.0%), ACC
(99.97%), PRE (100.0%), and ROC (100.0%) on origi-
nal dataset and TPR (99.9%), FPR (0.1%), and PRE
(99.9%) on reduced dataset. Majority voting combiner
outperformed in ACC (99.91%), average combiner out-
performed in ROC (100.0%) on reduced dataset, major-
ity voting combiner has lowest RMSE among all ensemble
models as 1.85% and 3.06% for 6 and 41 features respec-
tively from the results of Table 4. Maximum combiner
has lowest performance on all evaluation metrics except
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Figure 6: Comparison of TTM for 41 & 6 features (kNN
in min)

Figure 7: Performance comparison of ensembles in terms
of TPR, ACC, PRE and ROC on 41 and 6 features set.

ROC (100.0%) on 41 features and TBM (253.69 sec) on
6 features. Whereas performances of product and mini-
mum combiners degraded due to unclassified instances of
275 (0.38%) and 1800 (2.47%) on 41 and 6 features re-
spectively but achieved lowest error rate except majority
voting combiner (Table 4). Therefore the best perform-
ing combining rule for ensemble model is majority vot-
ing based on overall performance. TBM and TTM for
all combiners of ensemble models are almost the same
on 41 as well as on 6 features set. From Table 4, it is
observed that TBM and TTM of ensembles are drasti-
cally reduced by approximately 58-64% and 42-56% re-
spectively for 6 features set. Figure 7 shows performance
comparisons of ensembles in terms of TPR, ACC, PRE,
and ROC, Figure 8 for FPR and RMSE, Figure 9 for TBM
and Figure 10 for TTM for 41 and 6 features. The per-
formances of ensembles in testing phase on test datasets
(“Uni Test” and “Red Uni Test”) as illustrated in Table 6
are almost the same to the performances in the training
phase (Table 4). The performances of product and mini-
mum combiners degraded due to unclassified instances of
255 (0.35%) and 1745 (2.40%) on 41 and 6 features re-
spectively but achieved lowest error rate except majority
voting combiner (Table 6) in the testing phase also.

The experiments were also conducted to measure the
performance of classifiers and ensembles on “Uni Train”
and “Red Uni Train” training datasets for 41 and 6 fea-
tures using 10-fold cross validation. It was found that
the performance of classifiers and ensembles using 10-fold
cross validation were almost same to the performance in
the training and testing phase for 41 and 6 features. As
can be seen from the results of Tables 3, 4, 5, 6 and 9 of
NB, NN-SGD, RIPPER, C4.5, RF and HEIC for 6 fea-

Figure 8: Performance comparison of ensembles in terms
of FPR and RMSE on 41 and 6 features set.

Figure 9: Comparison of Time-span to Build the Model
(TBM) for ensembles on 41 and 6 features in seconds.

tures.

The performance of classifiers and ensembles also
tested on “Red Uni Corr Test” test dataset for reduced 6
features are near to same the performance on “Uni Corr
Test” for original 41 features on all evaluation metrics as
illustrated in Tables 7 and 8. Hence the proposed system
also achieves near to equal performance on reduced 6 fea-
tures on this test dataset. The performance of classifiers
and ensembles in training phase (Tables 3 & 5) on “Uni
Train” and “Red Uni Train” training datasets and testing
phase (Tables 4 & 6) on “Uni Test” and “Red Uni Test”
for 41 and 6 features are at the higher side than that of
testing phase (Tables 7 & 8) on “Uni Corr Test” and “Red
Uni Corr Test” test datasets for 41 and 6 features. The
reason for this is the test dataset (“Corrected Test”) is
not from the same probability distribution as the training
dataset (“10 % KDD”) as it includes additional 17 novel
attack types that are not present in training dataset. It
makes the system more realistic to perform on real time
data.

On the comparison of results of 5 ensemble models (Ta-
bles 4 & 6) and 6 classifiers (Tables 3 & 5) based on differ-
ent evaluation metrics with selected 6 features has shown
that ensemble with majority voting combiner outper-
formed other ensemble models and individual classifiers
and thus more reliable and capable for NIDS and hence
chosen as ensemble model for HyFSA-HEIC. The perfor-
mance comparison of individual classifiers NB, NN(SGD),
RIPPER, C4.5, RF and HyFSA-HEIC in terms of TPR,
ACC, PRE, ROC is shown in Figure 11 and in terms of
FPR and RMSE in Figure 12. The results strongly indi-
cate that by employing feature selection approach as pre-
processing step and heterogeneous ensemble of intelligent
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Figure 10: Comparison of Time-span to Test the Model
(TBM) for ensembles on 41 and 6 features in seconds.

Figure 11: Performance comparison of classifiers NB, NN-
SGD, RIPPER, C4.5, RF and HyFSA-HEIC.

classifiers in model building enhance the performance of
HyFSA-HEIC. It has been enhanced in terms of TRP
(99.9%), ACC (99.91%), PRE (99.9%), ROC (99.9%),
with extremely low FPR (0.1%) & RMSE (3.06%) and
has faster building and testing time than the ensemble
with full features set.

7 Conclusion and Future Work

The aim of this work is to propose Hybrid Feature Selec-
tion Approach – Heterogeneous Ensemble of Intelligent
Classifiers (HyFSA-HEIC) for network intrusion detec-
tion and to demonstrate that this system can enhance
the accuracy and efficiency of the system as well as re-
duce the false positive rate, error rate, training and testing
time. It hierarchically integrates hybrid feature selection
approach (HyFSA) with heterogeneous ensemble of intel-
ligent classifiers (HEIC). The main challenging issues arise
in IDS are to handle large-scale high dimensional dataset
and maximizing overall accuracy and less false alarm.
The HyFSA-HEIC addresses these issues by incorporat-
ing hybrid feature selection approach (HyFSA) and het-
erogeneous ensemble of intelligent classifiers (HEIC). The
heterogeneous ensemble built in this work employed five
diverse accurate intelligent classifiers—NB, NN (SGD),
RIPPER, C4.5 and RF and their decisions were combined
by utilizing majority voting of elementary combiner based
on algebraic combination rule. This ensemble was built
on using only 6 selected features i.e. only 15% of origi-
nal 41 features. Several experiments were performed to
compare the HyFSA-HEIC with other ensembles and in-
dividual classifiers with and without applying feature se-
lection approach. “KDD Cup 1999” and “Corrected Test”

Figure 12: Performance comparison of NB, NN-SGD,
RIPPER, C4.5, RF and HyFSA-HEIC.

datasets have been utilized to train, and test the meth-
ods and HyFSA-HEIC used in this work. The results
show that HyFSA-HEIC outperforms other methods with
true positive rate (99.9%), accuracy (99.91%), precision
(99.9%), receiver operating characteristics (99.9%), and
low false positive rate (0.1%) and root mean square error
rate (3.06%) with minimum number of selected 6 features.
It also reduces the training time by 50.79% and testing
time by 55.30% on reduced features set. The classifiers
used in proposed HEIC are applicable to both numerical
and categorical features as well as on large dataset, which
is practically advantageous for real time intrusion detec-
tion. In conclusion, integrating feature selection approach
to the heterogeneous ensemble of intelligent classifier im-
prove the detection rate, accuracy, precision, and receiver
operating characteristics and reduce the false alarms and
error rates with minimum computation time.

Due to continuous increase of intrusion or attack and
ever-growing network traffic in computer networks, there
has been an endless requirement for improvement in the
performance of NIDS especially in terms of low false rate
and minimum computation time. Therefore, we antici-
pate enhancements in the performance of the proposed
heterogeneous ensemble method in terms of high accu-
racy, low false rate, low error rate and minimum computa-
tion time. This can be achieved by inducing higher diver-
sity among the classifiers in ensemble as well as by investi-
gating other classifiers for ensemble or ensemble methods.
The proposed system is capable of classifying between at-
tack and normal traffic connection, but lack in dealing
with further classification of specific attack type. The ex-
tension of this work is to further classification of attack
into four classes—DoS, Probe, U2R and R2L i.e. multi-
class classification and determination of optimal features
set for each attack type for network intrusion detection.
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Abstract

Intrusion Detection Systems (IDS) are systems to protect
the network resources against the attacks. Considering
the extent of the attacks in the internet environment and
the change in the form and type of the attacks from the
centralized to the distributed strategy, such systems also
tend to move towards the distributed architecture. In
this paper, a mobile agent based method working as sus-
picious movements detection sensors has been proposed.
The attack detecting White Globule Agents (WGA) scat-
ter in the network; moving from a node to another, they
build a Security Overlay Network at a time and using a
kind of collaborative game and communication, and af-
ter reaching to the desired Shapley value, they can detect
and report the origin and level of the attack. The pro-
posed method in this study includes a scenario in which
the WGA in a non-cooperative game against the attacker
element tries to develop a negotiation to calculate the
Nash equilibrium point and attain maximum utility, so
that meanwhile separating the attacks from the real re-
quests, the security level of the attack is obtained with
the aid from other WGAs.

Keywords: DIDS; Game Theory; Mobile Agents; Multi-
Agent Systems; Nash Equilibrium; Network Security;
Shapley Value

1 Introduction

The attacks and vulnerability of computerized networks
are evolving and spreading day by day both from the com-
plexity and technology perspectives, to the extent that
some attacks might pull the E-commerce companies out of
the business cycle [2, 21]. The intrusion detection systems
must be able to propose suitable solutions in mitigating
the harms and attacks to the computing networks [6, 15].
To achieve this aim the public and private organizations

and businesses have taken steps towards establishment of
security operation centers for analyzing and monitoring
the intrusion reports and incidents.

For example, one of the security tools developed by
Symantec called the ’Threat con warning sys’, measuring
the Security Risk value and reports the threat scale to the
network manager [9, 20]. The network manager then may
predict the necessary measures to control the attack based
on the Security Risk value. Besides, the measurement is
not configured based on the transmitted data between the
attacker and defender.

The recently IDSs can be divided into two groups:

1) Reactive (signature based authentication or en-
try/exit permission).

2) Proactive (Secure Overlay Network, proxy network,
etc.).

Secure Overlay Network systems have an architecture
designed to preventing from the attacks and preparation
against the distributed DOS attacks. But the method
used in this architecture for establish communication be-
tween the nodes is based on permanent connection which
imposes heavy burden on the network, a drawback im-
peding the further progress of this architecture. Although
the proactive method is a more efficient and advantageous
method than the reactive method, yet abundant problems
remain unsolved as to implementation of total efficiency
of the method.

The centralized IDS systems are highly susceptible to
Single Point of Failure and can be discovered by the in-
vaders to attack. To remove this problem a higher num-
ber of IDS systems can be used to diminish the num-
ber of undiscovered attacks; albeit requiring higher ex-
penses [18, 22].

The power of an intrusion detection system lies in es-
tablishing equilibrium between the number of defenders
and the number of detected and/or undetected errors.
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For this purpose, employing a distributed intrusion de-
tection system seems necessary for modeling the attacks
and measuring Security Risk Value (attack threat) to fa-
cilitate decision making ability in response to the attacks.
Mobile agents can be considered as defenders in network
nodes that autonomously move among the nodes and a
collection of them can make an overlay network from a
multi-agent system. A mobile agent can enter into an
interaction with the attacker to create a better under-
standing of a security attack and assessing the risk level.

In order to escalate the decision making accuracy and
detecting the attack a game theoretic method can be used
in interaction between the detecting agent and the at-
tacker. Afterwards each one of the detecting agents may
-in an another game- enter into negotiation with other
agents inside the Overlay Network to evaluate the accu-
racy rate of the obtained results. This game is of the
collaborative type to reach an agreement concerning the
security risk value of the attack.

In the first game between the mobile WGA1 as the
defender and an attacker, a Reciprocal interaction is es-
tablished which is a non-cooperation two players game.
Both parties of the game seek maximization of their own
utility and payoff. The attacker intends to penetrate into
the network and destruct it through gathering informa-
tion and the defender seeks to counter and detect greater
number of attacks to the network. Both of the players
have a utility function and reach equilibrium at a point
where both players play in a way pretending not willing
to change the game. At this point, the defending mobile
agent attains at a value showing the security risk value.

To make sure whether or not an attack has taken place
and to avoid issuing false alerts, the mobile agent in an-
other collaborative game negotiates with other defender
agents in a multi-agent environment. In this game the
agents can form coalitions out of multiplayer groups to
avoid overburden of the network. In each coalition formed
for an attack issue, the agents after negotiation reach a
shared compromised value called Shapley Value which de-
termines the final network security value and the mea-
sures available for decision making against the attack is-
sue. Considering the obtained value, the severity and level
of the counterattack could be specified [9, 10].

2 Multi Agent Overlay Network

The distribution type of the mobile agents and their ar-
ray of position in each time to cover the best part of the
network is one of the crucial issues in establishing Over-
lay Network and a significant criterion for each agent’s
decision as regards to its mobility in the network.

For example: In Figure 1 it is assumed that an in-
truder intents to send a packet from the host α (intruder)
to the host t (target) and a multi agent overlay network
consisting of MA2 = {MA1,MA2} has been constituted.

1White Globule Agent
2Mobile Agent

Each of these nodes is the host of a mobile agent. These
agents at any moment must take position in the network
nodes in a way that the maximum security coverage is
established, and considering their mobility, the protec-
tive agent’s movement domain must be configured so that
the accumulation of the agents or vacuum in the network
could be avoided. For this reason and in order to re-
duce/increase the error detection rate and controlling the
network bandwidth, such factors as the number of pro-
tective agents, the area covered by each of them and their
security sensitivity level must be determined, corrected
and announced throughout the time. In this study, aim-
ing at increasing the network protection and dealing with
the Overlay Network Architecture intruders and admin-
istering the agents’ mobility as well as the security game
to reach the agent sensitivity value (Shapley value) has
been investigated and proposed.

Figure 1: Overlay network

3 Architecture of the Proposed
Multi-agent System

Given the extent of computer networks and inner net-
work growth of data exchange and communication vol-
ume, establishing and maintaining perennial communica-
tion can cause overburden of the network, disturbing the
main function of the institutions’ application software.
Security and monitoring systems must be able to fulfill
their tasks with minimal turbulence in the network and
functional overburden.

Mobile agents are one of the agent types. A mobile
agent is an autonomous, active and movable software ca-
pable of relocation inside the network without the need
for continuous control by the main server. It can perform
its duties including gathering information, combating the
attacks, buy and sell or negotiating with other agents,
and ultimately reporting the results to the dispatching
server without the requirement to return to the server
and occupying the bandwidth or even sending all the in-
formation [12, 13, 14].

The agents can through constituting multi-agent com-
munities and establishing synergistic communications
with each other attain fast results with lowest human in-
volvement possible. The agents also can learn, change
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shape and improve the initial strategy. In this study the
negotiating feature of the agents has been used to intro-
duce the proposed architecture.

In order to prevent agents from getting enlarged and
their involvement in examining the computerized pack-
ages, one of the renowned and open source IDSs, namely
the SNORT has been used [19]. SNORT is a perfect and
widely used IDS which through investigating the network
packages and comparing them with the attack scenarios
existing in its knowledge bank can detect the attacks and
issue the appropriate alert message. But as was men-
tioned before, this system is a central IDS, and in order
to detect a set of attacks to different nodes of the network,
it must be installed in different points of the network and
be able to communicate with each other. Currently this
system lacks this capability and to achieve this objective,
all the logs of the attacks must be relocated to the central
IDS and be merged so that totality of the attack could be
correctly recognized, something that is not accessible at
the moment.

In the proposed model (Figure 2) which is a combina-
tion of mobile agents, a central server has been used to
produce the agents. A number of mobile agent as White
Globules have been deployed to the network nodes which
can move in specified periods. The server composition in-
cludes the following parts: White Globule Agent Factory;
Lymphocyte Agent Factory; SNORT; and IDS Knowledge
Base.

• White Globule Agent Factory
This WGAF agent is tasked with producing the new
defender agents. At the beginning of the system op-
eration a number of locations peculiar to the WGAs
that are to be produced are identified by the network
administrator and this agent sends each WGA to the
specified node after its creation. The type of travel of
the WGA to the network nodes is of the strong mo-
bility type, accompanying any time the status of all
previous events and their consequences. Each WGA
agent periodically communicates with this agent and
announces a report of its observations. At any mo-
ment the agent knows where the WGA is. The dif-
ferences of the produced WGAs in this agent lie in
that a WGA agent includes in itself a summary of
the attack scenarios in the network and with the aid
from the intrusion detection tool SNORT, it can iden-
tify the suspicious behaviors in the network. After
identifying a suspicious behavior, it negotiates with
other WGA agents and complements its knowledge
or makes corrections to it. This agent has been com-
prised of several other agents, each tasked with a
particular duty:

– AMS3 agent: It is the chief manager of the
agents and allocates a dedicated number to each
agent. It is responsible for the creation, dele-
tion, relocation, etc. of the agents.

3Agent Management System

– DF4 agent: This agent has the full informa-
tion of all the created and implemented agents.
It knows the name, location, specifications and
history of the agent. When a WGA agent wants
to communicate with other agents, it sends its
request to this agent.

• Lymphocyte Agent Factory (LAF)
One of the duties of Network Intrusion Detection sys-
tems is the accumulation of information and identi-
fication of the attacks for reporting the attack pre-
vention systems or IPSs5. In this model a kind of
agent has been considered having been tasked with
the attacks and removing of the attacker. After iden-
tification and confirmation of an attack by a coalition
of the WGAs, a report is sent to the WGAF including
the assessed security risk value.

The WGA uses this security risk value and sends a
request to this agent and the mentioned agent detects
the number of agents and the locations they must be
sent to.

• SNORT
SNORT is an open source IDS which through con-
sidering the exchanged packets in the network and
sniffing of the network enables the user to implement
of some rules. In this tool a number of rules for iden-
tifying the attacks are used and when the scenario
embedded in the rules is achieved, it shows the suit-
able reaction. In this paper the SNORT package has
been used for comparing the scenario with the net-
work packets.

• IDS Knowledge Base
In this Knowledge base the scenarios relating to the
security attacks in the network is depicted so that
each agent to know what to do in the event a secu-
rity attack occurs. Since a WGA agent should inter-
act with the attacker when it senses a threat, using
the information gathered in this Knowledge, it knows
what measure it must use in the next step to compel
the attacker for implementing the next stage of the
attack; so by simulation of a Vulnerability it could
detect the threat.

4 Methodology of the Proposed
Model

As was mentioned before, this security model is com-
prised of different components. This section deals with
the model function and method of implementation. The
WGAF agent creates a number of WGA agents and dis-
patches them to the network nodes. In the advent of an
attack from an exterior agent, the WGA positioned in
that node starts interacting with the attacker. This is a

4Directory Facilitator
5Intrusion Prevention System
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Figure 2: The proposed distributed intrusion detection
system

non-collaborative type of game. The WGA agent with
the help of the information obtained from the interaction
with the intruder chooses a mixed strategy to reach a
Nash equilibrium point. This Nash equilibrium point is
considered as the risk value of that attack.

To increase in the accuracy of the risk value and de-
termining whether or not an attack similar to this one
has been identified in other nodes of the network, the
WGA takes measure as to formation of a coalition with
a number of other WGAs and negotiates with them in
collaborative game until eventually they reach an agreed
value called the Shapley value from computing the risk
values obtained from other WGAs. After calculating the
Shapley value, the WGA agent sends this value to WGAF.
This figure is considered as a security risk of the network
agreed upon by a coalition of WGAs, and the WGAF
reports it to LAF and also it can decide to increase or
decrease the number of WGAs or relocation of them.

The LAF agent upon receiving the new security risk
of the network creates the Lymphocyte Agents (LA) and
sends them to the threatened nodes. An LA agent will
be sent to each threatened group and informs it of the
number of its own reproductions. To prevent from occu-
pying the network bandwidth, each LA after arriving at
its destination reproduces itself to the required number so
that it could suitably counter the attack considering the
reported security value.

Given the new security value obtained, the number and
location of the WGAs will be reviewed by the WGAF and
the new number and locations is announced; in the end
an overlay network consisting of the mobile agents and
a new multi-agent environment is built. The criteria for
this decision making are based on a number of parameters
including: The threatened nodes, the threat value of each
node, the traveled path of an intruder, changes of the
security risk value compared with the past, etc.

5 Security Risk Game

In a general sense, by the security risk it is meant the
number of the penetrations for which the possibility of
occurrence exists (breach of security ratio). The security
intrusion occurs when an intruder manages to enter into
the system through security gaps [16, 17].

Security risk = Ratio of security breach ∗ Average cost
of each intrusion

The main aim of this paper is determining the secu-
rity risk value so that it could be used to adjust the Dis-
tributed IDS. In the proposed security game the following
roles are defined: Attacker and WGAgent.

• Attacker: A network continually provides differ-
ent users with the requested services, some of which
could be the attacker requests. The purpose of an
attacker is intruding the network to fulfill the prede-
fined objectives (shaw, 1999). If the attack of an at-
tacker is not detected, an expense of equal to b2 is due
to be paid by the attacker. If the attack is detected
the due cost shall be equal to b1. Also if b1 − b2 <

= 0
then it means that in case the attacker is detected it
will gain a positive payoff, and if we have b1− b2 >

= 0,
then the attacker will gain a negative payoff. In case
an attacker invades a WGA numbered i which re-
sides on one of the network’s nodes, two parameters
of i1, i2 are assumed, the first one representing the
attacker’s spread and the second relates to the band-
width the attacker occupies to invade the i-th agent.
This parameter has been introduced by [1]. It can be
concluded that an expanded attack will occupy λfi
of the bandwidth.

• WGAgents: is a set of WGA detecting agents
that are represented as N = {WGA1 − WGA2 −
· · ·WGAn}. These agents are positioned on the net-
work nodes and constitute a Multi Agent overlay net-
work for detecting the intrusion and formation of a
distributed IDS. Such agents are tasked with screen-
ing the ordinary users from the attackers through ex-
amining the transferring packets inside the network.
Suppose the mi indicates the mobility ratio of the
WGAi agent in travel from one host to the other.
The WGAi normally may commit two types of er-
rors: Classifying the attacker as the normal user and
classifying the normal user as the attacker. In this
model we seek to establish an equilibrium between
such false alarms and true alarms.

For the WGAi agent the intrusion detection ratio (de-
tection probability) and non-detection ration are indicted
by pd and (pd − 1) respectively, considering the pf as the
false detection probability. The −C1 cost for detecting
an attack by WGA2 and C2 and C3 respectively are as-
sumed as the costs the IDS must pay for false detection
and non-detection cases.

On the other hand the attacker in case of intruding
the system obtains the cost −b1 and in case of failure, it
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Table 1: Intrusion detection probabilities by the agent

IDS cost
−C1 True detection pd

WGAi
C3

Non-detection 1− pd
probability

C2
False detection pf

probability

must pay the cost b2. Issuing false alarm costs zero for
the attacker.

Table 2: The cost the attacker gains

Result Cost
AttackerIntrusion −b1

Not-intrusion b2

Finally, each of the two players (WGAi, attacker) shall
be allocated a payoff value in Formula (1) which is cal-
culated for each one of them as follows. For the attacker
the result will be as follows:

payoffatt = r1[pdb2 − b1(1− pd)] (1)

where r1 is the probability by which an attacker may show
destructive behavior, intending to intrude into the system.
The expected utility value WGA in IDS may also be
calculated as Formula (2):

payoffWGA = r1c3 + pdc2 − r1pd(c1 + c2 + c3) (2)

Now we model the non-cooperative game using the mixed
strategy between the (WGA, attacker). The set of strate-
gies both players may choose is as follows:

Sattacker = {u1, u2, u3}
SWGA = {d1, d2},

u1 represents a full attack by the attacker with r1 prob-
ability. u2 is considered as the reproduction strategy of
an attack in such a way that with r2 probability it begins
expansive reproducing itself.
u3 shows that with 1 − r1 − r2 probability an attack

will not occur. As for the agent also the strategy d1 is
indicative of detecting an intrusion with q probability and
issuing the necessary alert. The strategy d2 represents a
state in which the agent is showing no reaction toward the
attack. The d2 probability is shown by 1 − q. Given the
above assumed strategies the expected utility of payoff for
attacker and the agent is expanded as follows: The reason
for expanding of the utility is the type of game for which
the mixed strategy has been selected. In order to include
the probability of all the assumed strategies in the final
utility, the following table containing the q-mix (agent’s

expected utility) and r-mix (attackers expected utility) is
considered [4].

This table shows the utility matrix of the two players
in different strategy profile. The assumption is that each
player has such a matrix and is able to calculate the other
player’s strategy. In other words the defender has a Belief
of its strategy and the counter response from the attacker.
In this stage, each player must play in a mode as if not
willing to change its strategy and the competitor player
also must reach to this same point (NASH equilibrium).
This point that is represented by (r∗, q∗) is obtained from
the matrix 3 ∗ 2 shown in Table 3 and Formula (3).

q∗[−c1(1 + pd +mi)r
∗
1 − c1(1 + pd + li +mi)(r

∗
2)

+c2(1 + pf +mi)(1− r∗2 − r∗1)] + (1− q∗)
[c3(1 + (1− pd))r∗1 + c3(1 + li + (1− pd))r∗2

≤ q[−c1(1 + pd +mi)r
∗
1 − c1(1 + pd + li +mi)(r

∗
2)

+c2(1 + pf +mi)(1− r∗2 − r∗1)] + (1− q∗)
[c3(1 + (1− pd))r∗1 + c3(1 + li + (1− pd))r∗2 ].

(3)

The above expression shows that the best strategy that
the counter-player chooses must be lower than the selected
strategy of the (main) player, q and r are both between 0
and 1.

After solving the inequality, if we assume that r2 =
1−r1, then we will have (two general modes are considered
for the attacker)

if − c1(1 + pd +mi)r − c1(1 + pd + li +mi)(1− r)
= c3(1 + (1− pd))r + c3(1 + li + (1− pd))(1− r)

and b1fiq − b2fi(1− q) = b1(1 + λfi + li)q

− b2(1 + λfi + li)(1− q) then

r∗ = {c1(1 + pd + li +mi) + c3(1 + li + (1− pd))}/
{−c1(1 + pd +mi) + c1(1 + pd + li +mi)

− c3(1 + li + (1− pd)) + c3(1 + (1− pd))}

q∗ =
−b2(1 + λfi + li) + b2fi

b1(1 + λfi + li) + b2(1 + λfi + li) + (b1 + b2)fi

if − c1(1 + pd +mi)r + c2(1 + pf +mi)(1− r)
= c3(1 + li + (1− pd))(r)

and b1fiq − b2fi(1− q∗) = 0

then r∗ = {c2(1 + pf +mi)}/{c1(1 + pd +mi)

+ c2(1 + pf +mi) + c3(1 + li + (1− pd))}

q∗ =
b2fi

(b1 + b2)fi

if c2(1 + pf +mi)(1− r)− c1(1 + pd + li +mi)(r)

= c3(1 + li + (1− pd))(r)

and b1(1 + λfi + li)q − b2(1 + λfi + li)(1− q) = 0

then r∗ = {c2(1 + pf +mi)}/{c2(1 + pf +mi)

+ c1(1 + pd + li +mi) + c3(1 + li + (1− pd))

q∗ =
b2(1 + λfi + li)

b1(1 + λfi + li) + b2(1 + λfi + li)
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Table 3: Payoff matrix

WGAi

attack d1 d2 q −mix
u1 bifi, −c1(1 + pd +mi) b2fi, c3(1 + (1− pd)) b1fiq − b2fi(1− q)

u2
b1(1 + λfi + li), b2(1 + λfi + li), b1(1 + λfi + li)

−c1(1 + pd + li +mi) −c3(1 + li + (1− pd)) −b2(1 + λfi + li)(1− q)
u3 0, c2(1 + pf +mi) 0, 0 0

r −mix −c1(1 + pd +mi)r1 − c1(1 + pd + li +mi)(r2) c3(1 + (1− pd))r1
+c2(1 + pf +mi)(1 + r2 − r1) +c3(1 + li + (1− pd))r2

After calculating the optimum strategies and NASH
equilibrium of the game, the probability vector r∗ =
{r∗(u1), r∗(u2), r∗(u3)} for the attacker when it selects
the {u1, u2, u3} strategies and the probability vector q∗ =
{q∗(d1), q∗(d2), q∗(d3)} for the strategies {d1, d2} selected
by the defender agent are obtained.

vi =
q∗i (d1)

q∗i (d2)
+
r∗i (u1) + r∗i (u2)

r∗i (u3)
i ∈ N. (4)

6 Cooperative Game Between
Agents

In this section, the collaborative game of WGAagents
for formation of a coalition and determining the Shap-
ley value using Nash equilibrium (or SRV) calculated in
the previous section will be described. The Shapley value
is a powerful indicator for cost allocation problem. The
collaborative game in which all the players (WGAs) in
a series of negotiations seek escalating the benefits of
the group and the established coalition is a suitable so-
lution for determining the security value of the overlay
network [3].

First the function R : V → R+ as a one-to-one function
of real numbers is considered in a way that each element
of v, r is defined as V = {v1, v2, · · · , vj}. The proposed
IDS security value is defined for using the L. It is defined
so that

L = {l1, · · · , ll} when 0 < k1 < k2 < · · · < kL

are considered as threshold values. The following relation-
ship illustrates the different security level states using the
agents’ output vector V :

SL =



l1 if
N∑
i=1

R(vi) > k1

lj if
N∑
i=1

R(vi) > kj

lj+1 if
N∑
i=1

R(vi) > kj+1

lL if
N∑
i=1

R(vi) > kL

where:

k1 = vmin + kin , kj = vmin + jkin,

kj+1 = vmin + (j + 1)kin, · · · , kH = vmin + Lkin

kin =
vmax + vmin

L+ 1

Using the security values obtained by each agent (kJ)
the WGAs agents are categorized in suitable groups. The
SRV of the agent can be modeled using a N-player game
with X = {1, 2, · · · , n} in which X is a set of players and
each subset can be obtained as V ⊂ N , so that ∀j ∈ V
and vj 6= 0 can be recognized as a coalition [5, 11]. The
coalition of X agent in a group with k threshold of the
security levels is indicative of the attack pattern and the
L security level in the group. The aggregate value of the
coalition is calculated as R(c) =

∑
i∈cR(vi) by sum total

of SRV values of coalition members and is called the Coali-
tion Function. Suppose R(c) =

∑
i∈cR(vi), vi ∈ V, c ⊂ X

is the C coalition value with C number of members. Then
the Shapley value is defined as Formula (5).

SP (i) =
∑

c⊂X , i∈c

(c− 1)!(n− c)!
n!

[R(c)−R(c− {i}w)]

(5)
After calculating the sp (i) for each agent obtained

from their membership in the coalition, the security risk
value of the attack to that agent can be classified in dif-
ferent security groups using different values of kj and in
accordance with each l1, lj , lj+1, lL group, a security risk
value can be determined for each agent.

7 Simulation

For the purpose of simulating the proposed model effi-
ciency a numerical example is needed. First some 20 as-
sumed numbers are randomly produced in a matrix for
20 agents. In this matrix as per each agent some other
numbers are also randomly produced as the attacker pa-
rameters such as b1, b2,etc. Next, using the GAMBIT
game simulation software the NASH equilibrium point for
each agent and attacker is obtained entered into the ta-
ble [7, 8]. In the next step MATLAB software is used for
calculating the Shapley value, through which the SRV



International Journal of Network Security, Vol.20, No.1, PP.56-64, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).07) 62

Table 4: The attacker agent parameters and their individual NASH equilibrium

Attacker and Agent’s params Nash
Agent b1 −b2 fi% −c1 c2 c3 li% mi% pd% pf% vi
N1 10 -90 0.49 -25 71 55 0.8 0.35 0.5 0.7 10.732
N2 20 -100 0.44 -81 20 10 0.3 0.9 0.8 0.2 3.97
N3 30 -50 0.5 -50 31 36 0.3 0.45 0.8 0.3 2.31
N4 40 -70 0.35 -70 40 50 0.4 0.7 0.7 0.4 2.11
N5 50 -50 0.25 -50 60 40 0.6 0.5 0.5 0.6 1.589
N6 60 -90 0.2 -60 50 60 0.5 0.6 0.6 0.5 2.547
N7 70 -40 0.6 -40 90 70 0.8 0.5 0.7 0.4 3.20
N8 80 -50 0.7 -90 60 50 0.7 0.4 0.8 0.7 1.235
N9 90 -90 0.3 -80 70 90 0.15 0.2 0.7 0.9 2.231
N10 100 -11 0.05 -5 100 90 1 0.1 0.4 0.2 0.0087
N11 5 -10 0.05 -10 100 90 1 0.1 0.5 0.2 0.96
N12 15 -85 0.44 -2 96 97 0.051 0.88 0.5 0.1 19.278
N13 25 -91 0.44 -81 15 14 0.05 0.99 0.5 0.1 5.7
N14 35 -98 0.34 -1.5 98 100 0.91 0.99 0.5 0.1 49.01
N15 45 -55 0.21 -65 33 31 0.35 0.65 0.7 0.2 2.385
N16 55 -41 0.2 -41 55 50 0.55 0.45 0.79 0.45 1.45
N17 65 -100 0.4 -10 71 85 0.8 0.21 0.5 0.3 10.02
N18 75 -25 0.7 -30 74 79 0.75 0.25 0.8 0.25 1.093
N19 85 -10 0.05 -80 15 15 0.14 0.85 0.5 0.5 0.381
N20 100 -10 0.01 -70 20 54 0.9 0.9 0.9 0.1 4.021

value of each agent is obtained and is positioned in one
of L security levels. For this purpose 4 threshold value
for L is considered and the agents are positioned in the
suitable categories (coalitions). From the calculation of
NE6 values the vector for 20 WGAs agents are obtained.
Afterwards using the kin the threshold value for 4 coali-
tion groups are calculated and using the determined figure
and the vi values, the accurate value of Shapley value is
obtained. After calculating the sp value for each agent,
it would be possible -with the aid from the kin calculated
for 4 desired security levels- to categorize the threat level
for each agent in one of these 4 groups and determine
the attack risk level. After classification of the agents
in each of the groups the system manager can make the
necessary decisions considering the obtained information.
The threshold values relevant to each security level can
be altered by the system manager so that the actual clas-
sification can be represented (See Table 4).

The threshold value for each one of the 4 groups is cal-
culated and the values {9.08, 3.02, 20.1, 40.72} for kin are
obtained, categorizing the calculated NASH values in 4
groups. In the next stage using the Shapley value formula
and the kin it would be possible to accurately calculate
the SP (i) value. Agents {n3, n4, n5, n6, n8, n9, n10, n11,
n15, n16, n18, n19}, {n2, n13, n20}, {n1, n12, n17},
{n14} are positioned in groups 1st, 2nd, 3rd, and 4th
groups respectively. Accordingly a coalition so is formed
and the security level of the groups can be considered as
identical. Considering the Shapley value, the groups can

6Nash Equilibrium

be changed and different overlay networks can be formed
to defend against the attacks.

In Figure 3, a number of Shapley values have been
considered for different states, illustrating the formation
of coalition in three states.

8 Conclusions

In this paper, a distributed model has been introduced for
detecting the DIDS network intrusion base on the games
theory. In traditional IDS the system administrators must
continuously monitor the system and investigate all the
occurrences and possible scenarios. In this study a game
theory based model in distributed form in two cooperative
and non-cooperative states has been proposed. In non- co-
operative form (competitive) the security risk value is cal-
culated using the Nash equilibrium for each of the agents
and in the cooperative game by the agents belonging to
a group, after formation of coalition and calculating the
Shapley value the coalition security value is determined.
Considering that in this model the agents WGAs have
been distributed throughout the network, they can mon-
itor the substantial transactions and exchanged data in
the network through formation of an intrusion detecting
overlay network and cover the best part of the network
in distributed form. Additionally, in the event of weak
or false detection, the agents through establishing coali-
tion and collective calculation of SRV (Shapley value)
the false detection percentage and issuing false alarms is
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Figure 3: Three states of coalition configuration for Shapley values of (a) greater than 0.7 and (b) greater than 0.8
and (c) greater than 0.9.

minimized. In this model, based on the agent diagnosis
(WGA) vi the threshold values are updated (kin) and
such values are changed upon each time of coalition for-
mation and practically the system in each instances of
SRV calculation cycles performs new categorization. For
the future continuation of this study, the researchers are
planning to calculate the kin in gradual form using Re-
inforcement Learning methods, meanwhile utilization of
the previously gathered data.
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Abstract

Recently, several reversible information hiding methods
based PVO (pixel value ordering) techniques have been
proposed, in these methods, secret data always are em-
bedded in pixels with largest or smallest value in the
block. In order to make use of the block with multi-
ple largest-valued (or smallest-valued) pixels, a PVO-K
method was proposed, which treats K largest-valued (or
smallest-valued) pixels as a unit to embed secret data,
and all K pixels are modified together to embed one bit
of information. In this paper, we propose a generalized
PVO-K method (GePVO-K) that takes full advantage of
these pixels with largest or smallest values by embedding
K bits of secret data into the K pixels. As a result, the
GePVO-K method has greater embedding capacity than
the PVO-K method. The superiority of the GePVO-K
scheme was verified by the experimental results.

Keywords: Pixel Value Ordering; Prediction Error Ex-
pansion; Reversible Data Hiding

1 Introduction

Image data hiding is the technology in which secret data,
such as authentication or, copyright information, are em-
bedded in a digital image [7, 25]. In data hiding tech-
niques, it is critically important that the recipient be able
to extract the secret data completely from the camou-
flage image, but, at the same time, any decreases in the
quality of the image should not particularly evident, and
it is especially important that, the difference cannot be
detectable by the human eye.

Information hiding processes can be divided into two
categories based on the technology they use. One tech-
nology is data hiding with distortion, and the other

technology is non-distortion data hiding, which also is
called RDH (reversible data hiding). Least Significant
Bit (LSB) [4, 23], Revisited Matching [13], and Exploit-
ing Modification Direction (EMD) [26] are well-known,
non-reversible data hiding techniques that are simple and
have high embedding capacity. Compared with an or-
dinary data hiding algorithm, RDH must take more re-
quirements into consideration. It also requires that the
original cover image be recoverable after the secret data
have been extracted from the camouflaged image. That
is to say, RDH is a special data hiding method that is
always applied for scenarios that are sensitive to image
distortion, such as processing military, medical, or remote
sensing images.

To date, many reversible data hiding techniques have
been proposed. The first kind of RDH method was based
on lossless compression [2, 3, 5], and this method acquires
embedding space through lossless compression of a spe-
cific part of the digital cover image. As a result, they
usually have low embedding capacity and produce signifi-
cant distortion of the image. In 2006, Tian et al. proposed
an important spatial data hiding algorithm called “differ-
ence expansion” (DE) [20]. They overcame the limita-
tions of embedding secret data through lossless compres-
sion, and they focused on diffusion of the difference be-
tween pixel pairs to embed secret data reversibly. Later,
several improved methods involving DE were proposed.
One method tried to decrease the size of the location
map [8, 12, 24], the second method was based on integer
transform [10, 16, 22], and the third method involved pre-
diction error expansion (PEE) [1, 6, 19]. Image data have
spatial redundancy that is caused by the correlation be-
tween adjacent pixels in the image. The PEE method has
great embedding capacity because it can take advantage
of the spatial redundancy of a digital image. The PEE
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method was first proposed by Thodi et al. [19], after which
Hu et al. [16] made some improvements by constructing
a location map that depends on the payload, thereby de-
creasing the size of the compressed location map.

In addition to the DE technique, Ni et al. proposed
another important RDH method, i.e., the histogram shift
(HS)-based technique [14]. Later, Lee et al. [9] improved
the HS method by using a histogram of the difference
between adjacent pixels, and this method improved the
embedding capacity and reduced image distortion.

Recently, Li et al. [11] proposed a new RDH method
based on pixel value ordering (PVO). This method com-
bines DE and HS with PEE and uses the PVO technique
to embed secret data in a block-by-block manner. For
each block, the pixel values are sorted in ascending order,
then, the largest-valued pixel is predicted by the second-
largest pixel, and the smallest-valued pixel is predicted by
the second-smallest pixel. Thus, the second-largest and
the second-smallest pixel values in the block remain un-
changed in the embedding phase, and the largest pixel
value may become larger since it always is increased, and
the smallest pixel value becomes smaller after being de-
creased. Therefore, the order of pixel values in the block
remains unchanged. Typically, the minimum prediction
error is non-positive, and the maximum prediction error
is non-negative, so the RDH algorithm based on PVO
regards the non-negative and non-positive values, which
occur most frequently, as the carriers of secret data. The
prediction error in the range of ”-1” to ”1” is defined as
the peak value, and the secret data are embedded in the
peaks using HS technology. Then, the smallest and largest
pixel values are modified according to the prediction error
values.

However, since the local pixel values are correlative,
there will be many prediction errors 0, which are ig-
nored by the PVO method. In view of this phenomenon,
Peng et al. [17] proposed an improved PVO method, i.e.,
IPVO, and they used the pixel location number in the
blocks before ordering the pixel values to optimize the
process of generating the prediction error. In addition
to IPVO, another method, known as PVO-K, was pro-
posed in [15], and its aim also was to improve the PVO.
The PVO-K method treats K identical largest-valued or
smallest-valued pixels as a unit to embed secret data.
Compared with PVO, when the largest pixel value and
the second-largest value (or the smallest pixel value and
second-smallest pixel value) are equal, they are treated
as a unit, so this block may be still used to embed se-
cret data. Obviously, the PVO method is a special case
of the PVO-K method, i.e., when K=1. In [15], the em-
bedding capacity was improved by using a combination
of the PVO-1 and PVO-2 methods. But in the smooth
block, there often are more identical largest or smallest
pixel values, and the PVO-K method may change all K
pixel values to embed just one bit of secret data, so there
is still room for improving the PVO-K method. Besides,
a new path of methods has been proposed in 2015, they
break the block restrictions of other PVO-based methods,

therefore make more use of the pixels that can be utilized
to embed secrete data, and significantly enhance the per-
formance of the PVO-based method, like the PPVO [18]
and the method of Wang et al. [21]. In this paper, a strat-
egy is presented concerning ways to improve the PVO-K
method so that K bits of secret data can be embedded
into K largest-valued or smallest-valued pixels. We also
proposed a new way to produce a special block and com-
pared the performance with traditional treatments.

The remaining sections of this paper are organized as
follows. Several PVO-based methods are introduced in
Section 2. In Section 3, a new generalized PVO-K scheme
is proposed. Section 4 presents relevant experiments and
the analysis of the results. Our conclusions are presented
in Section 5.

2 Related Works

In this section, two PVO-based reversible data hiding
methods are introduced briefly, i.e., PVO [11], PVO-
K [15].

2.1 RDH Method Based On PVO

The PVO method proposed by Li et al. provided a new
predictor for the prediction error expansion, with both
largest and smallest pixel values being used in a block for
embedding data. The embedding process is firstly divide
the cover image into blocks of pixels, and number the
pixels in each block, i.e.,(x1, x2, ..., xn1×n2). Then, sort
the pixels in ascending order to get an ordered sequence
(xπ(1), xπ(2), ..., xπ(n1×n2)).

After that, count two prediction errors according Equa-
tion (1), wherein, the non-negative integer dmax repre-
sents the difference between the largest pixel value and
the second-largest pixel value; and a non-positive inte-
ger dmin represents the difference between the smallest
pixel value and the second-smallest pixel value.The secret
message b ∈ {0, 1}can be embedded when the maximum
prediction error is 1 or the minimal prediction error is
-1. Prediction errors are modified according to Equa-
tion (2)and Equation (3).At last, revise the largest and
smallest pixel values using Equation (4) and proceed to
the next block until all blocks have been processed or all
secret data have been embedded.{

dmax = xπ(n1×n2) − xπ(n1×n2−1)
dmin = xπ1 − xπ2

(1)

d′max =

 dmax ifdmax=0
dmax+b ifdmax= 1
dmax+1 ifdmax > 1

, (2)

d′min =

 dmin ifdmin=0
dmin − b ifdmin=− 1
dmin − 1 ifdmin < −1

. (3)

{
x′π(n1×n2) = xπ(n1×n2−1) + d′max

x′π(1) = xπ(2) + d′min
. (4)
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Because the order of the pixel values remains un-
changed after embedding the secret data, the secret data
can be extracted in the extraction phase from the largest-
valued and smallest-valued pixels according to reverse
process of the embedding procedure. At the same time,
the pixel values can be changed back to the original val-
ues.

2.2 RDH Method Based On PVO-K

Like IPVO, PVO-K also was proposed for the purpose of
using the prediction error “0”, which is discarded in the
PVO method, but the difference is that PVO-K treats
the largest or smallest pixel values as a unit for em-
bedding secret data. Similar to these methods, we take
the procedure of embedding secret data into a maximum
number of pixels as an example; assume that the sorted
pixel values in a block are:xπ(1) ≤ ... ≤ xπ(n1×n2−K) <
xπ(n1×n2−K+1) = ... = xπ(n1×n2),where K is the num-
ber of largest-valued pixels, and the prediction error is
calculated using Equation (5).

dmax = xπ(n1×n2−K+1) − xπ(n1×n2−K). (5)

When the prediction error is “1”, one bit of secret
data can be embedded; otherwise, the K pixel values
are shifted. The prediction errors are modified by Equa-
tion (6).

d′max =

{
dmax+b ifdmax= 1
dmax+1 ifdmax > 1

. (6)

Then the largest pixel values are modified by Equa-
tion (7), where, i ∈ {n1 × n2 − K + 1, n1 × n2 − K +
2, ..., n1× n2}.

x′π(i) = xπ(i) + d′max. (7)

The common factor of PVO-K and other PVO-based
methods is that the original block sorting remains con-
stant after embedding the secret data, which makes the
extraction process more convenient.

3 Proposed Scheme

In this section, we propose a generalized scheme for the
PVO-K method with respect to embedding capacity, and
it is called GePVO-K. First, we introduce how to em-
bed one bit of secret data in each largest-valued pixel by
modifying the largest and the second-largest pixel val-
ues. Some examples are provided to demonstrate our ap-
proach. Then, the process of embedding secret data in
each smallest-valued pixel is presented. Finally, we show
the detailed steps of the embedding and extraction pro-
cedures.

3.1 Embedding Secret Data in Largest-
valued Pixels and Data Extraction
Procedure

As mentioned in the previous sections, if the PVO-K al-
gorithm embeds one bit of secret data in a block that has
K largest-valued or smallest-valued pixels, all of the K
pixels must be modified in the same way. Ou et al. [15]
indicated that when PVO-1 and PVO-2 are used together
to increase the embedding capacity of traditional PVO-
based methods; however if K > 2, the block should not be
used to embed secret data, because a larger K will lead to
a greater distortion caused by more changes in the pixels
values. In nature images, especially in the blocks of the
smooth region, K is often greater than 2, so the smooth
region always is ignored, which makes less embedding ca-
pacity. For this phenomenon, we propose an improved
method that still utilizes the largest-valued and smallest-
valued pixels in the block to embed secret data, but one
bit of secret data can be embedded in each pixel. Here,
we present the details of embedding secret data in the
largest-valued pixels as well as the extracting procedure.

3.1.1 Embedding Secret Data in Largest-valued
Pixels

First, the cover image should be divided into blocks. Let
the size of block B be n1×n2. Then, each block is visited
in a zigzag manner to establish a location map, and the
rules for establishing the map are as follows. If the block
has the pixel values that may overflow/underflow, such as
”0,” ”1,” ”254,” ”255,” the block’s position is recorded as
”2;” if all of the pixel values in the block are the same, the
block’s position is recorded as ”1;” the remaining blocks
are normal blocks, and their positions are recorded as
”0s.”

Next, we deal with each block depending on the fol-
lowing cases:

Case 1: If the position number of the block in the lo-
cation map is LM(B) = 2, the block is not used to
embed secret data, and it is skipped.

Case 2: If the position number of the block in the lo-
cation map is LM(B) = 1, i.e., all pixel values are
equal in the block B, we keep the first pixel value
unchanged and then embed the secret data in the re-
maining pixels and the pixel values are modified by
Equation (8) in a zigzag manner. It states that if a
to-be-embedded bit b = 0, do not change the pixel
value; if b = 1, increase the pixel value by one.

x′π(i) =

{
xπ(i) ifi= 1
xπ(i) + bi−1 ifi= 2, 3,...,n1× n2

. (8)

Case 3: If the position number of the block in location
map LM(B) = 0, we number the pixels in a zigzag
scanning order to get B (x1, x2, ..., xn1×n2), and then
we sort the pixel values in ascending order to obtain
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a sorted block Bπ
(
xπ(1), xπ(2), ..., xπ(n1×n2)

)
. As-

sume that the ordering result is:xπ(n1×n2−K−L) <
xπ(n1×n2−K−L+1) = ... = xπ(n1×n2−K) <
xπ(n1×n2−K+1) = ... = xπ(n1×n2). That is, there are
K largest pixels xπ(n1×n2−K+1) = xπ(n1×n2−K+2) =
... = xπ(n1×n2), and L second-largest pixels
xπ(n1×n2−K−L+1) = xπ(n1×n2−K−L+2) = ... =
xπ(n1×n2−K). Then, we calculate the maximum pre-
diction error using Equation (9).

dmax = xπ(n1×n2−K+1) − xπ(n1×n2−K). (9)

Case 3-1: If dmax > 1, this block is not fit to be
used to embed secret data, and all largest pixel
values should be increased by one as Equa-
tion (10).Where,i ∈ {n1×n2−K +1, n1×n2−
K + 2, ..., n1× n2}.

x′π(i) = xπ(i) + 1. (10)

Case 3-2: if dmax = 1, K bits secret data can be em-
bedded into the largest-valued pixels. In order
to correctly find which pixels were embedded se-
cret data during extracting process, the differ-
ence between the second-largest pixels and the
third-largest pixels need to be expanded also.
Specifically, after embedding secret data, the
original largest-valued pixels may be still kept
in the position of largest-valued pixels or some
of them may change to the second-largest pix-
els. To distinguish these two situations for the
purpose of extracting secret data and recovering
the original pixels, the difference between the
second-largest pixels and the third-largest pix-
els can be used as a judgment condition and its
detailed usage will be presented in the extract-
ing procedure. So in this embedding case, first
we increase the K largest pixel values and the L
second-largest pixel values by one; then we em-
bed the secret data, br ∈ {0, 1}(r = 1, 2, ...,K),
into the largest-valued pixels in the numbering
order. If br = 0, keep the largest pixel value
unchanged; if br = 1, increase the largest pixel
value by one. In summary, the pixel values are
modified by Equation (11). Where, bi ∈ {0, 1},
i ∈ {n1×n2−K+1, n1×n2−K+2, ..., n1×n2}
and j ∈ {n1 × n2 −K − L + 1, n1 × n2 −K −
L + 2, · · · , n1× n2−K}.{

x′π(i) = xπ(i) + bi−n1×n2+K + 1
x′π(j) = xπ(j) + 1

, (11)

3.1.2 Extracting Secret Data From Larger-
valued Pixels and Restoring the Pixel Val-
ues

As can be seen from Equation (11), for a normal block
(i.e., its recorded number in the location map is 0), the
original ordering may be changed after the secret data

have been embedded. Because some largest-valued pixel
of the original block may become the second-largest after
embedding the secret data, so, in the camouflage block,
information can be hidden only in the largest-valued or
the second-largest pixels. We can determine whether the
secret data are completely hidden in the largest-valued
pixels or in both the largest-valued and the second-largest
pixels. Therefore, we can completely extract the secret
data revise the pixel values according as follows.

First, we divide the camouflage image into blocks as
we did in the embedding procedure, then, we handle each
block depending on the following cases:

Case 1: If the position number of the camouflage block
in location map LM(B) = 2, there are no hidden
secret data, and the original block is the same as the
camouflage block.

Case 2: If the position number of the camouflage block
in location map LM(B) = 1, we extract the se-
cret data starting from the second pixel. First, we
calculate the prediction error di according to Equa-
tion (12). If di = 0, extract secret data bi−1 = 0,
keeping the pixel value unchanged; if di = 1, ex-
tract the secret data bi−1 = 1, decreasing the pixel
value by one, as shown in Equation (13). Where,
i ∈ {2, 3, ..., n1× n2}.

di = x′π(i) − x′π(1), (12)

xπ(1) = x′π(1),

xπ(i) =

{
x′π(i), bi−1= 0 ifdi=0
x′π(i) − 1, bi−1= 1 ifdi= 1

.
(13)

Case 3: If the position number of the camou-
flage block in location map LM(B) = 0, we
sort the pixels in ascending order to obtain

B′π

(
x′π(1), x

′
π(2), ..., x

′
π(n1×n2)

)
, assuming that

the ordering results are x′π(n1×n2−R−S−T ) <

x′π(n1×n2−R−S−T+1) = ... = x′π(n1×n2−R−S) <

x′π(n1×n2−R−S+1) = ... = x′π(n1×n2−R) <

x′π(n1×n2−R+1) = ... = x′π(n1×n2). Which means

there are R largest-valued pixels (m1), S second-
largest pixels (m2), and T third-largest pixels
(m3).

m1: x′π(n1×n2−R+1) = x′π(n1×n2−R+2) = ... =

x′π(n1×n2);

m2: x′π(n1×n2−R−S+1) = x′π(n1×n2−R−S+2) = ... =

x′π(n1×n2−R);

m3: x′π(n1×n2−R−S−T+1) = x′π(n1×n2−R−S−T+2) =

... = x′π(n1×n2−R−S).

Two prediction errors are calculated according to
Equation (14). If T does not equal to 0, it’s very
plain that the prediction errors d1 ≥ 1 and d2 ≥ 1 ;
if T equals to 0which means that there are not the
third-largest pixels, only one prediction error d1 ≥ 1
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Figure 1: Example of embedding secret data in largest-valued pixels and extracting procedure

is obtained. So we process the block on the basis of
the following Cases 3-1–3-3.{

d1 = x′π(n1×n2−R+1) − x′π(n1×n2−R)

d2 = x′π(n1×n2−R−S+1) − x′π(n1×n2−R−S)
(14)

Case 3-1: If d1 > 2, there are no hidden secret data,
and we decrease R largest pixel values by one,
the pixel values are revised according to Equa-
tion (15).

xπ(i) = x′π(i) − 1, i ∈ {n1× n2−R + 1,
n1× n2−R + 2, ..., n1× n2}.

(15)

Case 3-2: If d1 ≤ 2 and d2 = 1, the secret data were
embedded in the m1 and m2 zones. First, we
decrease the value of pixels in the m1, m2, and
m3 zones by one. (Notice that d1 and d2 remain
unchanged in keeping with Equation (16).

xπ(i) = x′π(i) − 1,
i ∈ {n1× n2−R− S − T + 1,
n1× n2−R− S − T + 2, ..., n1× n2}.

(16)

Then, we extract the secret data S(B) =
{bi|bi ∈ {0, 1}, i= 1, 2,...,R+S} from the pixels
in the m1 and m2 zones, depending on the num-
bering order. We count Di one by one, where
Di is the difference in the values between the
pixels in the m1 or m2 zone and the pixels in
the m3 zone, as indicated in Equation (17). If
Di = 2, decrease the pixel value by one and
extract secret data bi = 1 ; if Di = 1, let the
pixel value remain unchanged and extract secret
data bi = 0. The extraction procedure depends
on Equation (18). Where, i ∈ {n1 × n2 − R −
S + 1, n1× n2−R− S + 2, ..., n1× n2}.

Di = x′π(i) − x′π(n1×n2−R−S),

i ∈ {n1× n2−R− S + 1,
n1× n2−R− S + 2, ..., n1× n2}.

(17)

xπ(i) =

{
x′π(i), bi= 0 ifDi= 1
x′π(i) − 1, bi= 1 ifDi= 2

(18)

Case 3-3: If d1 ≤ 2 and (d2 ≥ 2||T = 0), this
means secret data were embedded in m1 zones,
and the secret data fragment S(B)is a binary
string only including 1 (in this case, d1 = 2),
or an all 0 binary string (in this case, d1 = 1
). So, first, we decrease the value of pixels in
the m1 and m2 zones by one, and then extract
the secret data from m1 in the numbering or-
der. The secret data are determined by the
value Di (Equation (19)), which is the differ-
ence between the pixels in m1 and the pixels
in m2. If Di = 2, decrease the pixel value by
one and extract secret data bi = 1 ; if Di = 1,
keep the pixel value unchanged and extract se-
cret data bi = 0. In short, we can recover the
original pixel value and extract secret data as
Equation (20). Where, j ∈ {n1 × n2 − R −
S + 1, n1 × n2 − R − S + 2, ..., n1 × n2} and
i ∈ {n1×n2−R+1, n1×n2−R+2, ..., n1×n2}.

Di = x′π(i) − x′π(n1×n2−R),

i ∈ {n1× n2−R + 1, n1× n2−R + 2, ...,
n1× n2}.

(19)

xπ(j) = x′π(j) − 1,

xπ(i) =

{
x′π(i),bi= 0 ifDi= 1
x′π(i) − 1,bi= 1 ifDi = 2

.
(20)

3.1.3 Example of Embedding and Extraction
Procedures

For a better illustration, there are several examples to
demonstrate the above steps in Figure 1. We assume that
the block size is n1 = 2 and n2 = 3. As can be seen from
Figure 1, three blocks are selected as examples. All the
pixel values in these three blocks are numbered and sorted
firstly, for instances, the original pixel sequence in first
block is (54, 52, 52, 54, 52, 54), the sorted pixel values are
(52, 52, 52, 54, 54, 54) and their numbers in the original
block are (2, 3, 5, 1, 4, 6). There are three largest pixels
and three second-largest pixels in first block, according
embedding rules Case 3 in 3.1.1 part of Section 3.1, we
calculate the prediction error dmax = x1−x5 = 2, because
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Figure 2: Example of embedding secret data in smallest-valued pixels and extracting procedure

dmax > 1, this block is not fit to be used to embed secret
data, and all largest pixel values should be increased by
one to get the pixel values (52, 52, 52, 55, 55, 55); after
that, the pixels need to be moved to their original position
according to their number (2, 3, 5, 1, 4, 6). Finally, the
pixel values of first block become to (55, 52, 52, 55, 52,
55).

The embedding procedures of the other two blocks are
similar. For the second block, the original pixel sequence
is (54, 53, 52, 54, 53, 54). After pixel numbering and sort-
ing, the pixels become (52, 53, 53, 54, 54, 54) and their
number are (3, 2, 5, 1, 4, 6). There are three largest pixels
and two second-largest pixels, we calculate the prediction
error dmax = x1 − x5 = 1. According to the embed-
ding rules in 3.1.1 part of Section 3.1, three bits secret
data can be embedded into three largest pixels, the three
largest pixels and two second-largest pixels need to be
firstly increased by one to get (52, 54, 54, 55, 55, 55),
and then three secret bits (we choose111) are embedded
into three largest pixels to get (52, 54, 54, 56, 56, 56).
Next, move them to their original position according to
the number sequence (3, 2, 5, 1, 4, 6), so the final pixel
sequence is (56, 54, 52, 56, 54, 56). For the third block, its
pixels are the same as the second block. The difference is
that we embed the secret data that has both 0 and 1 into
three largest pixels for better demonstration of different
extraction cases below.

The first step of the extraction procedures is numbering
and sorting the pixels in the block too, then the blocks
are handled according the prediction errors. As shown
in Figure 1, for the first block, the sorted pixel sequence
is (52, 52, 52, 55, 55, 55), and the prediction error d1 =
x1 − x5 = 3 > 2, which means there are no secret data
and three largest pixels need to be decreased by one to get
(52, 52, 52, 54, 54, 54), then move them to their original
position to get the original block.

For the second block, the sorted sequence is (52, 54,
54, 56, 56, 56), prediction error d1 = x1 − x5 = 2 ≤ 2.
In this case, we easily know that there are embedded se-
cret data, but we cannot determine whether it is hidden
within all the largest pixels or both the largest pixels and
the second-largest pixels. Because if the embedded se-
cret data is an all “0” string or all “1” string, all the

largest pixels remains largest after embedding procedure,
such as the second block; if the embedded secret data is
a string with both “0” and “1”, some of the largest pix-
els becomes to the second largest pixels after embedding
procedure, such as the third block. Thus, we need to cal-
culate a prediction error between the second-largest pixels
and the third-largest pixels to distinguish these two cases.
As presented in Figure 1, another prediction error of the
second block d2 = x2− x3 = 2 ≥ 2, according Case 3-3 in
B part of Section 3.1, all the secret data are embedded in
the largest pixels. Therefore, we extract the three bits of
secret data 111 and recover the pixels to get (52, 53, 53,
54, 54, 54), then we can obtain the original sequence (54,
53, 52, 54, 53, 54) by moving them to their original posi-
tions. For the third block, the sorted sequence is (52, 54,
54, 55, 56, 56), the prediction errors d1 = x1−x4 = 1 ≤ 2
and d2 = x4−x5 = 1, which means that the secret data is
in both two largest pixels and one second-largest pixels.
Therefore we can extract the secret data 101 and recover
the original pixels (54, 53, 52, 54, 53, 54), according to
Case 3-2 in 3.1.2 part of Section 3.1.

3.2 Embedding Secret Data in Smallest-
valued Pixels and Data Extraction
Procedure

Except for the special blocks ( LM(B) = 1 or LM(B) = 2
), we also used the smallest-valued pixels in the normal
block to embed secret data. In order to further demon-
strate the proposed methods, Figure 2 presents several
examples of embedding data into the smallest-valued pix-
els and the data extraction procedure. Similar to the ex-
ample in Figure 1, there are three embedding cases. Case
1: The first block is not fit to embed secret data; Case 2:
The second block embeds an all “0” or “1” string; Case 3:
The third block embeds a string with both “0” and “1”.

The specific steps of embedding secret data in the
smallest pixels and extraction procedures are significant
similar to Figure 1, in order to avoid duplication, we just
take the complex cases (the third block) as an example
to illustrate the procedure. For the third block, the orig-
inal sequence (70, 71, 72, 70, 71, 72) is numbered and
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Figure 3: The flowchart of proposed data embedding procedure

sorted to get (70, 70, 71, 71, 72, 72), where their num-
ber are (1, 4, 2, 5, 3, 6). There are two smallest pixels
and two second-smallest pixels, and the prediction error
dmin = x4−x2 = −1. Thus two bits of secret data can be
embedded in two smallest pixels. The two smallest pixels
and two second-smallest pixels need to be decreased by
one to get (69, 69, 70, 70, 72, 72), and then we embed
“10” in two smallest pixels in two smallest pixels to get
(68, 69, 70, 70, 72, 72). The last step of the embedding
procedure is to move them to their original positions to
get (68, 70, 72, 69, 70, 72). During extraction procedures,
the first step is the same as embedding procedure. After
numbering and sorting, we can get the sequence (68, 69,
70, 70, 72, 72). Next, we compute the prediction errors
d1 = x1 − x4 = −1, and d2 = x4 − x2 = −1. It is evident
that two secret data bits are embedded: one in the small-
est pixel and one in the second-smallest pixel. Then, the
extract procedure gets “10” from the smallest pixel and
the second-smallest pixel and then the recovery process
increases the smallest pixel by two, the second-smallest
pixel by one, and two third-smallest pixels are also in-
creased by one to get the sequence (70, 70, 71, 71, 72,
72). The last step is also to move the sequence (70, 70,
71, 71, 72, 72) according to their original positions; fi-
nally, we can obtain the original sequence (70, 71, 72, 70,
71, 72).

3.3 Proposed Data Embedding Proce-
dure

In this section, we describe the detailed steps of the em-
bedding phase in the proposed scheme. For the normal
block, first, we embed the information into the largest-
valued pixels, and, then, we reorder the pixels in the
block; next, the smallest-valued pixels also are utilized
to embed secret data. Like PVO-K, there also is the pos-
sibility of an overflow/underflow situation. So, we build a
location map to record the position of the pixels that may
overflow/underflow. In addition, we record some auxiliary
information, as shown in Table 1. We assume that the size
of the cover image is H ×W and that the minimal and
maximal block sizes are 2× 2 and 4× 4, respectively.

The detailed steps of the embedding phase are shown
as follows, and Figure 3 is the embedding flowchart.

Step 1. Divide the cover image into n1×n2 -sized blocks
and then visit each block in a zigzag manner to es-
tablish the location map according to the rules in
Section 3.1. After that, two binary bits are used to
represent a value in the location map and then the
location map is compressed using arithmetic coding,
a lossless data compression, to reduce its length.

Step 2. For each block B, if LM(B) = 2, skip; if
LM(B) = 1, embed secret data in the pixels except
for the first one; if LM(B) = 0, number and order
the pixels in the block, try to embed secret data in
the largest-valued pixels, and then reorder the pixel
values in the block and try to embed the secret data
in the smallest-valued pixels.

Step 3. When embedding the secret data is completed,
embed first 2× log2((H ×W )/(n1×n2)) + log2(H ×
W ) +L1 + 4 least significant bits (LSB) of the pixels
in the cover image into the remaining blocks and then
record the last embedding position.

Step 4. Use the LSB method [4] to embed extra informa-
tion and the compressed location map into the cover
image from the first pixel.

3.4 Proposed Data Extraction Procedure

The corresponding proposed data extraction procedure is
presented in this section; its flowchart is shown in Fig-
ure 4.

Step 1. First, extract the extra information and the
compressed location map by using LSB method, and
then decompress the location map to obtain LM .

Step 2. Next, divide the camouflaged image into blocks
depending on the size that was extracted from Step1.
Then, visit the blocks in reverse order, which means
the extraction procedure must start from the last em-
bedding position. For each block, if LM(B) = 2,



International Journal of Network Security, Vol.20, No.1, PP.65-77, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).08) 72

Table 1: The extra information
Extra information Purposes Memory required
The compressed location map Record the special blocks L1 bits
The length of compressed location map Correctly extract the location map 2×log2((H×W )/(n1×n2)) bits
Block size n1× n2 Divide the camouflage image 4 bits
The last position of embedding secret
data i and j

Reversely extracting the secret
data.

log2(H ×W ) bits

Figure 4: The flowchart of proposed data extraction procedure

skip; if LM(B) = 1, extract secret data from the pix-
els in zigzag order except the first one; if LM(B) = 0,
number and order the pixels and try to extract the
secret data from the smaller-valued pixels and then
reorder the pixels and try to extract data from the
larger-valued pixels.

Step 3. After extracting 2× log2((H ×W )/(n1×n2)) +
log2(H ×W ) + L1 + 4 bits of data, revise the LSB
information of the first several pixels that were modi-
fied to embed the compressed location map and extra
information. Then, continue to extract secret data
from the remaining blocks until all blocks have been
processed.

To better demonstrate the embedding and data extrac-
tion procedures, a detailed example is given in Figure 5.

4 Experimental Results

In this section, first, we describe the experimental envi-
ronment and the evaluation criteria in Section 4.1. Then,
the results are discussed in five parts. Section 4.2 is
the self-analysis of the proposed scheme in which we dis-
cuss the relationship between embedding capacity and
the image quality; Section 4.3 compares the performance
of GePVO-K with that of PVO-K by using a different
block size; in Section 4.4, we analyze two methods of
dealing with special blocks; since the proposed scheme
is aimed mainly at enhancing the embedding capacity,
several PVO-based methods were compared with the pro-
posed scheme in terms of maximum embedding capacity

in Section 4.5; Section 4.6 shows the multi-level embed-
ding performance of several PVO-based methods, includ-
ing GePVO-K.

4.1 Experimental Environment and the
Evaluation Criteria

We tested eight cover images using the MATLAB R2010a
Platform; all of the cover images were 8-bit grayscale im-
ages, and the size of each image was 512× 512. Refer to
Figure 6. During the experiment, the secret message was
a randomly-generated string composed of 0s and 1s.

In the experiment, we used EC (embedding capacity),
bpp (bits per pixel), and PSNR (peak signal-to-noise ra-
tio) to evaluate the proposed scheme. EC means the num-
ber of embedded bits in the camouflaged image; bpp rep-
resents the average embedded bits per pixel; PSNR was
used to evaluate the quality of the camouflaged image.
PSNR is defined as Equation (21), where H and W are
the image height and width, respectively, and MSE (mean
square error) is defined as Equation (22).

PSNR = 10× log10

(
2552

MSE

)
, (21)

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(CoverImage(i,j) − StegoImage(i,j))
2.

(22)
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Figure 5: A detailed example of embedding and data ex-
traction procedures

Figure 6: The test cover images

Figure 7: Performance of the proposed scheme

4.2 The Analysis of Proposed Scheme

In this section, we evaluate the proposed scheme by using
eight standard grayscale images as the cover image. Fig-
ure 7 shows the relationship between embedding capac-
ity and the quality of the camouflaged image. Figure 7
shows that, like all data-hiding algorithms, the quality of
the different images gradually declined as the embedding
capacity increased. However, comparing the graphs of the
different images, it is apparent that the effects caused by
increasing the embedding capacity for the different kinds
of images are still different. For example, from the test
results of images “Baboon” and “Airplane”, it is apparent
that the degradation of the quality of image “Airplane”
is greater than that of image “Baboon” when the embed-
ding capacity was increased from 5000 to 15,000 bits. This
occurred because there are more smooth blocks in image
“Airplane”, and the quality of the image is more sensitive
to changes in these blocks. In addition, since we embed-
ded secret data in the same largest and smallest values,
the image with more smooth blocks would have the higher
embedding capacity. From the experimental results as
shown in Figure 7, the maximum embedding capacity of
image “Baboon” was the smallest, i.e., just 15,000 bits.
Compared to image “Baboon”, smoother images, such as
images “Lena” and “Elaine” can hide between 20,000 and
30,000 more bits of secret data, and the embedding capac-
ity of smoothest image, i.e., image “Airplane”, had 51,000
more bits than that of image “Baboon”.

4.3 Comparison of the Performances of
PVO-K and GePVO-K

Similar to PVO-K, the size of the block will affect the per-
formance of the proposed scheme. Therefore, we used dif-
ferent block sizes to test the performance of the GePVO-K
and PVO-K methods. Taking the local correlation of dig-
ital image into account, block sizes that are too large will
reduce the maximum embedding capacity drastically. So,
five kinds of blocks were tested, the sizes of which were
2× 2, 2× 3, 3× 3, 3× 4, and 4× 4, respectively. Tables
2-3 show the experimental results of ”Lena”, ”Airplane”.

As can be seen from the results in the Tables 2-3, in
the process of increasing the block size, the maximum em-
bedding capacity will be reduced because the relevance of
the pixel values in the block will be reduced. However,
the image quality will be enhanced. In the case of dif-
ferent blocks, GePVO-K greatly improved the maximum
embedding capacity. The PVO-K method embeds one bit
of secret data to move K bits, so the modification to each
pixel is, at most, 1, while the GePVO-K method can em-
bed K bits of data into K largest-valued pixels, and, of
course, each pixel value may be expanded by 1 or 2; in
addition, the second-largest pixels are modified by one,
but when the block is small, the modified pixels may be
shifted to the original value in the procedure of embed-
ding secret data in the smallest-valued pixels. As shown
in Example 3.4, we embedded six bits of secret data, but
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the total modification to all pixels was only 2. Therefore,
although GePVO-K inevitably decreases the image qual-
ity while improving the embedding capacity, the negative
impact is not too high.

Table 2: Performance comparison between PVO-K and
proposed GePVO-K (Lena)

Lena PVO-K Proposed
B
size

EC PayloadPSNR EC PayloadPSNR Gain
in
EC

2x2 37000 0.14 51.36 44000 0.17 48.37 7000
2x3 28000 0.11 52.27 37300 0.14 49.32 9300
3x3 20000 0.08 54.32 31000 0.12 50.45 11000
3x4 16300 0.06 55.52 25700 0.10 51.41 9400
4x4 12700 0.05 56.87 21200 0.08 52.28 8500

In addition, we can determine from the experiment re-
sults, for different types of images, the performance in im-
proving the EC of the proposed scheme was not the same.
for the smoother images, i.e., ”Lena”, the average EC
was increased by about 5,800 bits; for the smoothest im-
age, ”Airplane,” the average EC was increased by about
21,000 bits. These experimental data indicate that the
performance of the proposed scheme was better for the
smoother images.

Table 3: Performance comparison between PVO-K and
proposed GePVO-K (Airplane)

Lena PVO-K Proposed
B
size

EC PayloadPSNR EC PayloadPSNR Gain
in
EC

2x2 47000 0.18 51.76 66000 0.25 48.01 19000
2x3 35800 0.14 53.36 58000 0.22 48.49 22200
3x3 24600 0.09 55.41 47900 0.18 49.31 23300
3x4 18900 0.07 56.15 41000 0.16 49.92 22100
4x4 14200 0.05 57.37 33500 0.13 50.71 19300

4.4 Handling Special Blocks

In all PVO-based methods, the overflow/underflow prob-
lem must be taken into consideration, because the bound-
ary pixel valued ”0” and ”255” will be beyond the gray
scope after the expansion. The usual practice is to modify
the boundary pixel values to a safe range and then con-
struct a map to record the location of the modified pixels.
In the proposed scheme, the overflow/underflow may oc-
cur in the pixels which are ”0,” ”1,” ”254,” and ”255.”
If these pixels are handled using traditional methods, we
must use two bits to record a modified pixel, which leads
to a doubling of the size of the location map. In addition,

since the block with same pixel values and the normal
block cannot be used in the same manner to embed se-
cret data, if data are embedded in the block with the same
pixel values, we must establish another location map to
record these blocks; however, this treatment often out-
weigh the benefits. In response to this phenomenon, we
proposed an alternative way of handling special blocks;
our location map is no longer constructed in a pixel unit,
but it records information of each block instead. If the
block may overflow/underflow, record it as ”2”; if all pixel
values in the block are equal, ”1” is recorded, the rest
blocks are recorded as ”0.”

Table 4 shows a comparison of the performance of using
two overflow/underflow handling methods in the proposed
scheme. The first method is to use the traditional way to
build a pixel location map, and we used two bits to record
the location of a modified pixel and abandoned embedding
secret data in the block with the same pixel values; the
second is to create a block location map, use two bits to
record a special block position, and do nothing with the
block that may overflow/underflow. Also, the block with
same pixel values is used to embed the secret information.

As can be seen from the data in Table 4, the second
method has better performance in both PSNR and max-
imum embedding capacity. Therefore, it was selected by
the proposed scheme. In addition, note that the location
map of the selected method is smaller than that of the
PVO-K scheme when the block size is greater than 2× 2.

Table 4: Performance comparison of two over-
flow/underflow handling methods

Images
Use pixel LM Use block LM
EC PSNR EC PSNR

Lena 42600 48.25 44000 48.37
Baboon 14700 49.79 15000 49.90
Airplane 63000 48.14 66000 48.13
Barbara 33000 48.85 34000 48.84
Elaine 26300 49.17 28000 49.17
Lake 29700 49.03 30000 49.14
Boat 29500 48.98 30000 49.00
Peppers 35000 48.58 36000 48.67
Average 34225 48.85 35375 48.90

4.5 Comparison of the Performances of
the Proposed Scheme and Several
PVO-based Methods

In this section, we evaluate our proposed GePVO-K
scheme by comparing it with several PVO-based meth-
ods. Because our GePVO-K scheme focuses on increasing
the maximum embedding capacity of the cover image, the
quality of the camouflaged image may be affected to some
degree. Table 5 shows the comparison result of PVO,
IPVO, PVO-K, as well as the proposed scheme by test-
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ing eight standard gray-scale images; the block size in the
experiments was 2× 2.

From Table 5, we can conclude that the proposed
scheme successfully improved the performance of the
three compared methods in embedding capacity. The av-
erage embedding capacity of the proposed scheme was
9,625 bits more than PVO, 5,625 bits more than IPVO,
and 6,375 bits more than PVO-K. Note that the improve-
ment in the embedding capacity was more obvious for the
images with more smooth area. As can be seen from the
experimental results of ”Airplane,” the maximum embed-
ding capacity increased by nearly 20,000 bits compared
with PVO-K. With this significant improvement in em-
bedding capacity, the quality of the image will inevitably
be affected. But, in the case of substantially increasing
the EC, the PSNR remained at a high level in our pro-
posed scheme. In ”Airplane,” for example, after increas-
ing the embedding capacity by nearly 20,000 bits, the
PSNR was still 48.13 dB. Moreover, compared with two
most advanced PVO-based RDH methods, PVO-K and
PPVO, the proposed scheme also shows excellent perfor-
mance in terms of embedding capacity under the premise
of ensuring the quality of the stego-image. It achieves
greatest average EC while maintaining the average PSNR
in 48.91dB.

4.6 Multilevel Embedding Analysis

Like majority of the reversible data hiding algorithms,
GePVO-K also supports multilevel embedding, that is,
treating the camouflaged image as the new cover image
to continue embedding secret data. Fig. 8 shows the
multilevel embedding performance of PVO, IPVO, PVO-
K, and the proposed GePVO-K by testing ”Lena” and
”Airplane.”

For the proposed scheme, the largest and smallest
pixel values in the block were used to embed secret data.
Since the secret data were randomly generated, assum-
ing that the numbers of ”0” and ”1” were basically the
same. Then, after embedding the secret data, the pre-
vious amount of largest-valued and smallest-valued pix-
els was halved, which means the embedding capacity of
the next level also will be halved, and because the pixels
are moved further, the quality of the camouflaged image
will decrease step by step. Since the prediction error will
be extended by embedding 1, the other three PVO-based
methods will have a similar trend.

As can be seen from Fig. 8, the GePVO-K method
was better than the embedding capacity of the other three
methods (PVO, IPVO, PVO-K) at each embedding level,
and the total EC has more obvious differences with the
increasing of the embedding level. For image “Lena”, the
proposed method embedded a total of about 10,000 more
bits of secret data than PVO-K and IPVO, and it in-
creased EC by nearly 25,000 bits compared with PVO;
for ”Airplane,” the total EC of our proposed method has
27,000 more bits than IPVO, 37,000 more bits than PVO-
K, and nearly 54,000 more bits than PVO. At the same

time, we can notice that when using multiple levels to
embed the secret data, in the case of same EC (when
EC is greater than 65,000 bits for “Lena”, 82,000 bits
for “Airplane”), the quality of the camouflaged image in
the proposed scheme was better and the degree of image
distortion did not decline sharply as it did in the other
methods.

Since our proposed scheme aims to enhance the perfor-
mance of the embedding capacity of PVO-K by embed-
ding K bits of secret data into K largest-valued/smallest-
valued pixels, the block constrains of PVO-K still not be
broken. Due to the reason that the PPVO scheme not
only breaks the block constrains but also reuses the pix-
els to embed secret data, it achieves best multilevel em-
bedding performance. However, compared with another
PVO-based scheme, i.e., Wang et al.s method, the pro-
posed scheme has better performance in each embedding
level.

(a) Lena

(b) Airplane

Figure 8: Multilevel embedding performance comparison
of proposed and other five PVO-base methods

5 Conclusions

In this paper, we presented a new PVO-based RDH
method, which is the enhancement on the basis of PVO-K
method. It is an extension of PVO-K, and it no longer
treats the largest and smallest values in the block as a unit
to embed secret data, but it embeds the data in each of



International Journal of Network Security, Vol.20, No.1, PP.65-77, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).08) 76

Table 5: Performance comparison between proposed scheme and several PVO-based methods

Images
PVO IPVO PVO-K PPVO Wang’s method Proposed

EC PSNR EC PSNR EC PSNR EC PSNR EC PSNR EC PSNR
Lena 32000 52.32 38000 52.35 37000 52.02 44000 51.25 38000 52.15 44000 48.37
Baboon 13000 51.75 13000 51.80 13000 52.00 15000 51.50 13000 51.85 15000 49.90
Airplane 38000 53.12 52000 52.50 47000 52.24 69000 50.95 52000 52.00 66000 48.13
Barbara 27000 52.24 29000 52.05 29000 52.16 33000 51.55 31000 52.45 34000 48.84
Elaine 21000 52.05 24000 52.00 23000 51.87 28000 50.00 25000 51.78 28000 49.17
Lake 23000 52.43 26000 51.79 26000 51.78 29000 52.65 26000 51.85 30000 49.14
Boat 24000 52.00 26000 51.80 26000 51.82 29000 51.20 26000 51.95 30000 49.00
Peppers 28000 52.05 30000 52.00 31000 51.92 33000 51.30 30000 52.00 36000 48.67
Average 25750

52.25
29750

52.04
29000

51.98
35000

51.30
30125

52.00
35375

48.91
(payload) (0.098) (0.113) (0.111) (0.133) (0.115) (0.135)

the largest-valued and smallest-valued pixels. Therefore,
the maximum embedding capacity has been improved sig-
nificantly. Also, since it modifies more pixel values, the
quality of the image will be subject to a certain decrease,
but because of the modified pixel values may be shifted
towards the original position in the procedure of embed-
ding secret data in smallest-valued pixels, the quality of
the camouflaged image can still be maintained at a high
level in the case of maximum embedding capacity. And
when embedding secret data with multiple levels, the pro-
posed method achieved better performance in both EC
and image quality than the other four PVO-based meth-
ods.

The proposed scheme also established a block location
map instead of a pixel-based location map, and it pro-
cessed each block in the different cases. It skipped the
blocks that may overflow/underflow, and utilized blocks
with the same pixel values, which further increased the
embedding capacity; in addition, the quality of the cam-
ouflaged image was improved to some extent due to the
reduced size of the location map and the smaller modifi-
cation of the amplitudes of the pixel values.
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Abstract

Certificateless public key cryptography with bilinear pair-
ing needs costly operations, which is not appropriate for
a practical application. In this paper, we present a cer-
tificateless public key encryption scheme without bilinear
pairing. This encryption scheme achieves Girault’s trust
Level 3 as in traditional public key infrastructure based
cryptography, and which is proved to be secure in the
random oracle model under the hardness assumption of
computational Diffie-Hellman problem. Compared with
the related schemes, the performance analysis and simu-
lation show that our scheme is more efficient than others.
It takes account of security and efficiency.

Keywords: Certificateless Public Key Encryption; Wire-
less Sensor Networks; IND-CCA Secure; Without Pair-
ing

1 Introduction

In a traditional public key cryptography (PKC), anyone
who wants to communicate over a public channel does not
share any secret key to each other. A public key infras-
tructure (PKI) is used to provide an assurance between a
public key and the holder of the corresponding private key
through the certificates issued by a certification author-
ity (CA). However, a PKI is responsible for managing the
certificate, including revocation, storage, distribution and
the computational cost of certificate verification, which
places a computational burden on the entity.

To simplify the key management and avoid the digital
certificates, Shamir [24] proposed the notion of identity
based public key cryptography (ID-PKC) which alleviates

the existing problems in PKI by getting rid of certificates.
In ID-PKC, a user’s public key is derived directly from its
identity information, such as E-mail address and IP ad-
dress. The corresponding private key is fully generated by
a trusted third party called private key generator (PKG).
Nevertheless, there is an obvious drawback that the user
must trust the PKG unconditionally (even if a malicious
one), which leads to the key escrow problem. Therefore,
the hostility PKG could impersonate a user and decrypt
the corresponding ciphertext.

In order to resolve the inherent key escrow problem
while preserving the advantages of ID-PKC, Al-Riyami
and Paterson [2] introduced a new paradigm called certifi-
cateless public key cryptography (CL-PKC). Compared
with ID-PKC, CL-PKC not only inherits the advantages
of it but also resolves the key escrow problem. Specifically,
the user combines a secret value picked by itself with the
partial private key obtained from the trusted authority
(called key generation center, KGC) to generate the full
private key. Consequently, the KGC can not obtain the
user’s private keys to decrypt his ciphertext any more,
which has a certain practical application value.

Wireless sensor networks (WSNs) [1] are typically com-
posed of a large number of inexpensive, small and battery-
powered sensor nodes [13]. In WSNs, all sensor nodes col-
laborate together to collect and process certain informa-
tion such as environment monitoring, health monitoring,
military sensing tracking, etc. [9, 14, 17]. In practical ap-
plication, many situations require the sensor node to be
employed in unprotected and even hostile environments,
and therefore bring lots of research challenges. One of the
important issues is security.

Unfortunately, due to the inherent characteristics of
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WSNs mentioned above, adversaries can eavesdrop and
distort the transmitted information and disseminate mis-
leading messages into the networks [11]. Hence, encryp-
tion mechanisms need to be implemented to protect the
message from the malicious attack.

1.1 Related Works

In Al-Riyami and Paterson’s work [2], a certificateless
public key cryptography was introduced firstly. Based
on this work, several certificateless public key encryption
(CL-PKE) schemes were proposed in [6, 8, 15, 25, 26, 30].
Cheng and Comley [6] proposed a more efficient encryp-
tion scheme on the bases of Al-Riyami and Paterson’s
work [2]. An interesting feature of this scheme compared
with the original CL-PKE is that it can verify the legiti-
mate of the ciphertext in the process of decryption. Libert
and Quisquater [15] fixed the model of Al-Riyami and Pa-
terson and gave a method to achieve generic CL-PKE con-
structions which are provably choose-ciphertext attacks
secure (CCA-secure) in the random oracle model. Based
on the algebraic properties of Weil pairing, Shi and Li [25]
proposed a CL-PKE scheme worked in a kind of parallel
model. In [30], Yum and Lee provided a generic secure
construction of CL-PKE. In order to resist the strong ad-
versaries in the standard model, Dent et al. [8] presented
the first strongly secure CL-PKE scheme in 2008. In
2010, Sun and Li [26] constructed a short-ciphertext CL-
PKE scheme in standard model, which achieved adaptive
chosen ciphertext security (CCA2-secure). However, the
above schemes suffered low efficiency due to the bilinear
pairing [5]. Being aware of the above problem of the cur-
rent constructions of CL-PKE scheme, Baek et al. [3] pro-
posed a CL-PKE scheme without pairing firstly in 2005.
In 2011, Lai et al. [12] modified Baek et al.’s scheme to
get a Girault’s trust Level 3 [10].

Encryption in WSNs is an important mechanism to
guarantee the confidence of the transmitted information.
Earlier research mainly focused on designing symmetric
key based encryption schemes, such as AES-CCM∗ [31],
RC6 [21], Skipjack [19] and so on. There are common
issues of key storage and distribution in these schemes,
which causes some security threats for WSNs. Consider-
ing the security of these symmetric key based encryption
schemes, several public key based schemes [4, 7, 20, 29]
in WSNs have been proposed to avoid these drawbacks.
In 2008, Baek et al. [4] introduced a technique called “in-
dexing”, whose performance in WSNs in terms of compu-
tation and communication costs is significant superior to
normal public key encryption. Watro et al. designed a
public key encryption protocol that allows authentication
and key agreement between a sensor network and a third
party as well as between two sensor networks in [29]. Chu
et al. and Oliveria et al. [7, 20] supposed the identity-
based encryption scheme for WSNs respectively, which
eliminated the problem of certificate management and re-
duced the costly computation and communication obvi-
ously in the public key encryption schemes. Nevertheless,

public key based encryption scheme also has a general
shortcoming that it is more complicated than symmetric
key based one. Therefore, it becomes vitally important to
construct the efficient public key based encryption scheme
in WSNs for data computation while preserving the level
of its security.

1.2 Our Contributions

In this paper, for the reason of applying in WSNs, we
propose a CL-PKE scheme that avoid the use of bilinear
pairing. Provided that the computational Diffie-Hellman
(CDH) problem is intractable, we also prove that the
proposal is secure in the random oracle model. Com-
pared with the existing related schemes by simulation,
our scheme offers better performances on running time,
energy consumption and communication bandwidth. Fur-
thermore, this work promotes the trust level of KGC to
the highest Level 3, which strengthen the security of the
whole system.

The remainder of this paper is organized as follows. In
Section 2, we give some preliminaries such as the defini-
tion of the Girault’s trust level, the model and the security
definitions of CL-PKE and some computational problems.
In Section 3, we propose a CL-PKE scheme without bilin-
ear pairing. In Section 4, we analyze the security of our
proposal. In Section 5, we make a performance analysis of
this scheme. Finally, we conclude the paper in Section 6.

2 Preliminaries

In this section, we review the definition of the Girault’s
trust level, the model and the security definition of CL-
PKE as well as some computational problems which form
the basis of the security in our scheme.

2.1 Girault’s Trust Level

The Girault’s trust level [10] provides the trust hierarchy
for public key cryptography, which can be used to evaluate
the creditability of the authority.

Level 1. The authority (e.g. the CA in a PKI, the KGC
in an identity-based or certificateless cryptography)
knows (or can easily compute) users’ secret keys.
Therefore, the authority can impersonate any user
at any time without being detected.

Level 2. The authority does not know (or cannot eas-
ily compute) users’ secret keys. Nevertheless, it can
still impersonate users by generating false guarantees
(e.g. false certificates in a PKI, false public keys in a
certificateless cryptography).

Level 3. The authority cannot compute users’ secret
keys, and it can be proven that it generates false
guarantees of users if it does so.
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According to these definitions, we can easily find that
the original certificateless cryptography falls into Level 2,
and a traditional PKI achieves Level 3.

2.2 Definition of CL-PKE

The model of CL-PKE in our proposal is similar to that
of [3] but with a crucial difference which makes the scheme
reach Girault’s trust Level 3.

A CL-PKE scheme consists of seven probabilis-
tic, polynomial time (PPT) algorithms: Setup,
User-Key-Generation, Partial-Key-Extract, Set-
Private-Key, Set-Public-Key, Encrypt and De-
crypt.

Setup: Taking security parameter k as input, the KGC
returns a randomly chosen master secret key msk
and a list of public parameters param.

User-Key-Generation: Taking a list of public param-
eters param as input, the user returns a secret key
sk and a public key pk.

Partial-Key-Extract: Taking param,msk, a user’s
identity ID and pk received from the user as input,
the KGC returns a partial private key DID and a
partial public key PID.

Set-Private-Key: Taking param,DID and sk as input,
the user returns a private key SKID.

Set-Public-Key: Taking param,PID and pk as input,
the user returns a public key PKID.

Encrypt: Taking a plaintext M , a list of parameters
param, a receiver’s identity ID and PKID as inputs,
the sender returns a ciphertext C.

Decrypt: Taking param, SKID and the ciphertext C as
input, the receiver runs this deterministic algorithm
and returns a decryption δ, which is either a plaintext
message or a “Reject” message.

The algorithm of User-Key-Generation is similar
to the algorithm of Set-Secret-Value in Baek et al.’s
definition [3]. However, the User-Key-Generation in
this definition must be run prior to the Partial-Key-
Extract algorithm. According to this operation model,
the scheme enjoys the same trust level as the traditional
PKI.

2.3 Security Model for CL-PKE

In CL-PKE scheme, as defined in [2], there are two types
of adversary with different capabilities. We assume Type I
adversary, AI acts as a dishonest user who does not have
the KGC’s master secret key msk but it can replace pub-
lic keys of arbitrary identities with other public keys of
its own choices. While Type II adversary, AII acts as
a malicious KGC who knows the master secret key msk
(hence it can compute partial secret key by itself) and is

allowed to obtain full secret keys for arbitrary identities
but cannot replace any user’s public key.
Definition 1. A CL-PKE scheme Π is said to be secure
against adaptive chosen ciphertext attack (IND-CCA se-
cure) if no polynomially bounded adversary A of Type I
and Type II has a non-negligible advantage in the follow-
ing game played against the challenger:

Setup: The challenger C takes a security parameter k as
input and runs the Setup algorithm in Section 2.2,
then sends the resulting system parameters param
to A. If A is of Type I, C keeps the master secret key
msk to itself. Otherwise (e.g. if A is of Type II), it
gives msk to A.

Phase 1: A is given access to the following oracles:

1) Public-Key-Request-Oracle: Upon receiv-
ing a public key query for a user’s identity ID,
C computes (sk, pk) and (PID, DID), then com-
putes PKID and returns it to A.

2) Partial-Key-Extract-Oracle: Upon receiv-
ing a partial key query for a user’s identity ID
and pk, C computes (PID, DID) and returns
them to A. (Note that it is only useful to Type I
adversary.)

3) Private-Key-Request-Oracle: Upon receiv-
ing a private key query for a user’s identity ID,
C computes (sk, pk) and (PID, DID), then com-
putes SKID and returns it to A. It outputs
⊥ (denotes failure) if the user’s public key has
been replaced (in the case of Type I adversary).

4) Public-Key-Replace-Oracle: For identity ID
and a valid public key, A replaces the associ-
ated user’s public key with the new one of its
choice (this is only for Type I adversary). The
new value will be recorded and used by C in the
coming computations or responses to the adver-
sary’s queries.

5) Decryption-Oracle: On input a ciphertext
and an identity, return the correct decryption of
ciphertext using the private key corresponding
to the current value of the public key associated
with the identity of user, even if the correspond-
ing public key for the user ID has been replaced.

Challenge Phase: Once A decides that Phase 1 is
over, it outputs and submits two messages (M0,M1),
together with a challenge identity ID∗ of uncorrupted
secret key. Note that A is not allowed to know the
private key of ID∗ in anyway. The challenger C picks
a random bit β ∈ {0, 1} and computes C∗, which is
the encryption of Mβ under the current public key
PKID∗ for ID∗. If the output of the encryption is
⊥, A immediately losses the game. Otherwise, C∗ is
delivered to A.

Phase 2: Now A issues the second sequence of queries
as in Phase 1. A decryption query on the challenge
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ciphertext C∗ for the combination of ID∗ and PKID∗

is not allowed.

Guess: Finally, A outputs its guess β′ for β. The
adversary wins the game if β′ = β and the
advantage of A in this game is defined to be
Adv(A) = |Pr(β′ = β) − 1

2 |. The adversary A
breaks an IND-CCA secure CL-PKE scheme Π with
(t, qHi

, qpar, qpub, qprv, qD, ε) if and only if the guess-
ing advantage of A that makes qHi

times to ran-
dom oracles Hi, qpar times Partial-Key-Extract-
Oracle, qpub times Public-Key-Request-Oracle,
qprv times Private-Key-Request-Oracle and qD
times Decryption-Oracle queries is greater than
ε within running time t. The scheme Π is said to
be (t, qHi

, qpar, qpub, qprv, qD, ε)- IND-CCA secure if
there is no attacker A that breaks IND-CCA secure
scheme Π with (t, qHi , qpar, qpub, qprv, qD, ε).

2.4 Computational Problems

Now, it will be introduced the Discrete Logarithm (DL)
problem and Computational Diffie-Hellman (CDH) prob-
lem that are needed in the security analysis of our scheme.

Definition 2 (DL problem). Let G be a cyclic additive
group of prime order p and P be a generator of G. Define
Q = xP for uniformly chosen x ∈ Z∗p . Given (P,Q),
adversary A tries to find the value of x.

Definition 3 (CDH problem). Let G be a cyclic additive
group of prime order p and P be a generator of G. Define
Q = xP,R = yP for uniformly chosen x, y ∈ Z∗p . Given
(P,Q,R), adversary A tries to find the value of xyP .

Let A be a CDH adversary. A’s advantage to solve the
CDH problem is defined as Adv(A) = |Pr[A(P, xP, yP ) =
xyP ]| and the probability is measured over random
choices of x, y ∈ Z∗p and the point P . A solves the CDH
problem with (t, ε) if and only if the advantage of A is
greater than ε within running time t. The CDH problem
is said to be (t, ε)-intractable if there is no adversary A
that solves the CDH problem with (t, ε).

3 Our Construction

In this section, we propose a new CL-PKE scheme without
pairing in a cyclic additive group G which performs well.

The notations used throughout this paper are listed in
Table 1. Our proposed CL-PKE scheme consists of the
following seven PPT algorithms.

Setup: Generate a large prime p, which makes the CDH
problem in the cyclic additive groupG with generator
P of order p be intractable. Pick x ∈ Z∗p uniformly at
random and compute X = xP . Choose hash function
H1 : {0, 1}∗×G∗×G∗ → Z∗p , H2 : {0, 1}l0×{0, 1}l1 →
Z∗p , H3 : G∗ ×G∗ → {0, 1}l, where l = l0 + l1 ∈ N .

Table 1: Notation defined and used in this scheme

ID the public identity of the entity
Hi(·) the collision-resistant hash function (i=1, 2, 3)
p the large prime
G the cyclic additive group
P the generator of G
x the master secret key
X the master public Key
PID the entity ID’s partial public key
DID the entity ID’s partial secret key
PKID the entity ID’s public key
SKID the entity ID’s secret key
‖ the concatenation operation
⊕ the bitwise XOR operation
N the set of positive integer

Return param = {p, P,G,X,H1, H2, H3} and master
secret key msk = {x}.

User-Key-Generation: Pick y ∈ Z∗p at random and
compute Y = yP . Return (sk, pk) = (y, Y ).

Partial-Key-Extract: Pick s ∈ Z∗p at random and com-
pute ω = sP and d = (s+xH1(ID‖ω‖pk)), where ID
is a user’s identity. Return (PID, DID) = (ω, d).

Set-Private-Key: Set SKID = (sk,DID) = (y, d). Re-
turn SKID.

Set-Public-Key: Set PKID = (pk, PID) = (Y, ω). Re-
turn PKID.

Encrypt: Let the bit-length of M be l0. Parse PKID

as (Y, ω), pick σ ∈ {0, 1}l1 at random and compute
r = H2(M‖σ). Compute

QID = H1(ID‖ω‖pk)X + PID,

C = (c1, c2) = (rQID, H3(z1‖z2)⊕ (M ||σ)),

where z1 = rY , z2 = QID (Note that the bit-length
of (M ||σ) is equal to l = l0+l1). Return C = (c1, c2).

Decrypt: To decrypt C = (c1, c2), compute

M ||σ = H3(d−1yc1‖dP )⊕ c2.

If H2(M‖σ)dP = c1, return M . Else, return “Re-
ject”.

The above decryption algorithm is consistent if and
only if (c1, c2) is the valid ciphertext of M , then we have:
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H3(d−1yc1‖dP )⊕ c2

= H3(d−1yrQID‖dP )⊕ c2
= H3(d−1yr(H1(ID‖ω‖pk)X + PID)‖dP )⊕ c2
= H3(d−1yr(H1(ID‖ω‖pk)xP + sP )‖dP )⊕ c2
= H3(d−1yrdP‖QID)⊕ c2
= H3((ryP )‖QID)⊕H3(z1‖z2)⊕ (M ||σ)

= H3((rY )‖QID)⊕H3(z1‖z2)⊕ (M ||σ)

= M ||σ.

The intuition behind this construction is as follows.
According to the key issuing technique of the Schnorr sig-
nature [22], our scheme only requires addition and scalar
multiplication instead of transforming the addition group
into multiplication group, which avoids the use of the bi-
linear pairing and raises efficiency of this protocol. Si-
multaneously, the User-Key-Generation algorithm op-
erates prior to the Partial-Key-Extract algorithm. In
this way, the Partial-Key-Extract algorithm includes
pk generated by the user as input, and the creditabil-
ity of the authority achieves to Girault’s trust Level 3.
Specifically, provided that KGC replaces a user’s key pk,
there will exist two working keys pk and pk′ for this user.
Furthermore, two working public keys PKID and PK ′ID
binding an identity ID can result from two partial private
keys, and only the KGC has the ability to generate these
two partial private keys. Therefore, the KGC’s forgery is
easily detected.

4 Security Analysis

In this subsection, we will show that the scheme described
in the previous is secure in the random oracle model.

Theorem 1. The CL-PKE scheme is IND-CCA secure in
the random oracle model, assuming that the CDH problem
is intractable.

Proof. In order to prove this theorem, we prove that our
CL-PKE scheme is secure against the Type I and Type II
attackers (AI and AII) whose behaviors are as described
in Definition 1.

Assuming there exists an adversary A. Suppose that
another PPT B can make use of A to solve the CDH
problem with probability at least ε′ and in the time at
most t′.

Stage 1: Suppose that A in this stage is the Type I ad-
versary AI and B is given (p, P, aP, xP ) as an in-
stance of the CDH problem. In order to solve the
problem by using of AI , B needs to simulate a chal-
lenger to execute each phase of IND-CCA game for
AI as follows:

Setup: B sets X = xP , where x ∈ Z∗p is the master
secret key which is unknown to B, then gives AI

(p, P,X,H1, H2, H3) as param, where H1, H2, H3 are
random oracles. Adversary AI may make queries of
all random oracles at anytime during its attacks as
follows:

H1 queries: On receiving a query (ID, ω, Y ) to H1:

1) If 〈(ID, ω, Y ), e〉 exists in H1 List L1, re-
turn e as answer.

2) Otherwise, pick e ∈ Z∗p at random, add
〈(ID, ω, Y ), e〉 to L1 and return e as answer.

H2 queries: On receiving a query (M,σ) to H2:

1) If 〈(M,σ), r〉 exists in H2 List L2, return r
as answer.

2) Otherwise, pick r ∈ Z∗p at random, add
〈(M,σ), r〉 to L2 and return r as answer.

H3 queries: On receiving a query (z1, z2) to H3:

1) If 〈(z1, z2), R〉 exists in H3 List L3, return
R as answer.

2) Otherwise, pick R ∈ {0, 1}l at random, add
〈(z1, z2), R〉 to L3 and return R as answer.

Phase 1: AI can issue the following oracle queries.

Partial-Key-Extract: On receiving a query ID:

1) If 〈ID, (ω, d)〉 exist in PartialKeyList, return
(ω, d) as answer.

2) Otherwise, pick d, e ∈ Z∗p at random and com-
pute ω = dP − eX. Add (ID, ω, e) to L1

(That is, e is defined to be H1(ID‖ω‖Y ).) and
〈ID, (ω, d)〉 to PartialKeyList, return (ω, d) as
answer.

Note that we have ω + XH1(ID‖ω‖pk) = dP in the
above simulation which holds in the real attack too.

Public-Key-Request: On receiving a query ID:

1) If 〈ID, (ω, Y ), coin〉 exists in PublicKeyList,
return PKID = (ω, Y ) as answer.

2) Otherwise, pick coin ∈ {0, 1} at random so that
Pr[coin = 0] = δ. (δ will be determined later.)

3) If coin = 0, do the following:

a. If 〈ID, (ω, d)〉 exists in PartialKeyList,
pick y ∈ Z∗p at random and compute Y =
yP , add 〈ID, (y, d)〉 to PrivateKeyList
and 〈ID, (ω, Y ), coin〉 to PublicKeyList,
return PKID = (ω, Y ) as answer.

b. Otherwise, run the above simulation al-
gorithm for partial key extraction taking
ID as input to get partial key (ω, d), pick
y ∈ Z∗p at random and compute Y =
yP , add〈ID, (y, d)〉 to PrivateKeyList
and 〈ID, (ω, Y ), coin〉 to PublicKeyList,
return (ω, Y ) as answer.
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4) Otherwise (if coin = 1), pick y, s ∈ Z∗p
at random and compute ω = sP, Y = yP ,
add 〈ID, (y, ∗), s〉 to PrivateKeyList, and
〈ID, (ω, Y ), coin〉 to PublicKeyList, return
PKID = (ω, Y ) as answer.

Private-Key-Request: On receiving a query ID:

1) Run Public-Key-Request on ID to get a tuple
〈ID, (ω, Y ), coin〉 ∈ PublicKeyList.

2) If coin = 0, search PrivateKeyList for a tuple
〈ID, (y, d)〉 and return SKID = (y, d) as answer.

3) Otherwise, return “Abort” and terminate.

Decryption: On receiving a query (ID, PKID, C),
where C = (c1, c2) and PKID = (ω, Y ):

1) Search PublicKeyList for a tuple
〈ID, (ω, Y ), coin〉.

2) If such a tuple exists and coin = 0,

a. Search PrivateKeyList for a tuple
〈ID, (y, d)〉. (Note that 〈ID, (ω, Y ), coin〉
must exist in PublicKeyList and when
coin = 0, 〈ID, (y, d)〉 exist in Pri-
vateKeyList.)

b. Compute M ||σ = H3(d−1yc1‖dP )⊕ c2.
c. If c1 = H2(M‖σ)dP , return M and “Re-

ject” otherwise.

3) Else if such a tuple exists and coin = 1,

a. Run H1 queries to get a tuple
〈(ID, ω, Y ), e〉.

b. If there exist 〈(M,σ), r〉 ∈ L2 and
〈(z1, z2), R〉 ∈ L3 such that c1 =
rQID, c2 = R⊕(M ||σ), z1 = rY , z2 = QID,
return M and “Reject” otherwise. The
pair 〈(M,σ), r〉 satisfies the above condition
uniquely exists in L2 as the encryption func-
tion is injective with respect to 〈ID, ω, Y 〉.

4) Else if such a tuple does not exist (This is the
case when the public key of a target user is re-
placed by AI),

a. Run H1 queries to get a tuple
〈(ID, ω, Y ), e〉.

b. If there exist 〈(M,σ), r〉 ∈ L2 and
〈(z1, z2), R〉 ∈ L3 such that c1 =
rQID, c2 = R⊕(M ||σ), z1 = rY , z2 = QID,
return M and “Reject” otherwise.

Challenge: Once AI decides that Phase 1 is over,
then it outputs two messages (M0,M1) and a chal-
lenge identity ID∗. On receiving a challenge query
〈ID∗, (M0,M1)〉, B does the following:

1) Run Public-Key-Request on ID∗ to get a tu-
ple 〈ID∗, (ω∗, Y ∗), coin 〉 ∈ PublicKeyList.

2) If coin = 0, return “Abort” and terminate.

3) Otherwise, do the following:

a. Search PrivateKeyList for a tuple
〈ID∗, (y∗, ∗), s∗〉. (In this case, we know
that Y ∗ = y∗P, ω∗ = s∗P .)

b. Pick σ∗ ∈ {0, 1}l1 , c∗2 ∈ {0, 1}l and β ∈
{0, 1} at random.

c. Set c∗1 = aQID∗ , Ω = aω∗ and e∗ =
H1(ID∗‖ω∗‖Y ∗).

d. Define a = H2(Mβ‖σ∗) and H3(aY ∗‖ω∗ +
XH1(ID∗‖ω∗‖Y ∗)) = c∗2 ⊕ (Mβ ||σ∗). (Note
that B does not know “a”.)

4) Return C∗ = (c∗1, c
∗
2) as a target ciphertext.

Phase 2: In this phase, B answers AI ’s queries in the
same way as it have done in Phase 1. Note that
there is no Partial-Key-Extract query or Private-
Key-Request query on ID∗ to be issued. Also, no
Decryption query should be made on C∗ for the
combination of ID∗ and PKID∗ that encrypted plain-
text Mβ .

Guess: AI outputs a guess β′. Now B returns the set

S = { 1
e∗ (az2i − Ω)|z2i is the second component

of queries to H3 for i ∈ [1, qH3 ] such that e∗ =
H1(ID∗‖ω∗‖Y ∗) }.
Then, B will be able to solve the CDH problem by
picking 1

e∗ (az2i − Ω) from S.

Analysis: From the construction of H1, it is clear that
the simulation of H1 is perfect. As long as AI does
not query (Mβ , σ

∗) to H2 nor aY ∗ and ω∗ +Xe∗ to
H3 where e∗ = H1(ID∗‖ω∗‖Y ∗), the simulations of
H2 and H3 are perfect. By AskH∗3 we denote the
event that (aY ∗, ω∗ +Xe∗) has been queried to H3.
Also, by AskH∗2 we denote the event that (Mβ , σ

∗)
has been queried to H2. If it happens, B will be
able to solve the CDH problem by choosing a tuple
〈(z1, z2), R〉 from L3 and computing 1

e∗ (az2i−Ω) with
the probability at least 1

qH3
. Hence, we have ε′ ≥

1
qH3

Pr[AskH∗3 ].

It is easy to notice that if B does not abort, the simula-
tions of Partial-Key-Extract, Public-Key-Request,
Private-Key-Request and the simulated target cipher-
text is identically distributed as the real one from the
construction.

Now, we evaluate the simulation of the decryption ora-
cle. If a public key PKID has not been replaced or PKID

has not been produce under coin = 1, the simulation is
perfect as B knows the private key SKID correspond-
ing to PKID. Otherwise, simulation error may occur if B
runs the decryption oracle simulation specified above. Let
DecErr be this event. Suppose ID, PKID and C, where
C = (c1, c2) and PKID = (ω, Y ), have been issued as a
valid decryption query. Even if C is valid, there is a possi-
bility that C can be produced without querying (rY,QID)
to H3, where r = H2(M‖σ). Let Valid be an event that
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C is valid, AskH3 and AskH2 respectively be events that
(aY, ω+Xe) has been queried to H3 and (M,σ) has been
queried to H2 with C = (c1, c2) = (rQID, H3(rY ‖QID)⊕
(M ||σ)) and PKID = (ω, Y ), where r = H2(M‖σ). Since
DecErr is an event that Valid|¬AskH3 happens during the
entire simulation and qD decryption oracle queries are
made, we have Pr[DecErr]=qDPr[Valid|¬AskH3]. How-
ever,

Pr[Valid|¬AskH3] ≤ Pr[Valid ∧ AskH2|¬AskH3]

+ Pr[Valid ∧ ¬AskH2|¬AskH3]

≤ Pr[AskH2|¬AskH3]

+ Pr[Valid|¬AskH2 ∧ ¬AskH3]

≤ qH2

2l1
+

1

p

The event (AskH∗3 ∨(AskH∗2 |¬AskH∗3 )∨DecErr)|¬Abort
be denoted by E, where Abort denotes an event that B
aborts during the simulation. The probability ¬Abort
that happens is given by δqprv (1− δ) which is maximized
at δ = 1− 1

qprv+1 . Hence, we have Pr[¬Abort]≤ 1
e(qprv+1) ,

where e denotes the base of the natural logarithm.
If E does not happen, it is clear that AI does not gain

any advantage greater than 1
2 to guess β due to the ran-

domness of the output of the random oracle H3. Namely,
we have Pr[β′ = β|¬E] ≤ 1

2 .
By definition of ε, we have

ε < |Pr[β′ = β]− 1

2
|

= |Pr[β′ = β|¬E]Pr[¬E] + Pr[β′ = β|E]Pr[E]− 1

2
|

≤ |1
2
Pr[¬E] + Pr[E]− 1

2
| = |1

2
(1− Pr[E]) + Pr[E]− 1

2
|

=
1

2
Pr[E]

≤ 1

2Pr[¬Abort] (Pr[AskH
∗
3 ] + Pr[AskH∗2 |¬AskH∗3 ] + Pr[DecErr])

≤ e(qprv + 1)

2
(qH3ε

′ +
qH2

2l1
+
qDqH2

2l1
+
qD
p
).

Consequently, we obtain ε′ > 1
qH3

( 2ε
e(qprv+1) −

qH2

2l1
−

qDqH2

2l1
− qD

p ). The running time of the CDH adversary B
is t′ > t+ 2(qpub + qprv)tsm + qpartsm + 2qDqH2

qH3
tsm +

3tsm, where tsm denotes the time for computing scalar
multiplication on the cyclic addition group G.

Stage 2: Suppose that A in this stage is the Type II
adversary AII and B is given (p, P, aP, bP ) as an in-
stance of the CDH problem. In order to solve the
problem by using of AII , B needs to simulate a chal-
lenger to execute each phase of IND-CCA game for
AII as follows:

Setup: B picks x ∈ Z∗p at randomly and computes
X = xP , where x is the master key, then
gives AII (p, P,X,H1, H2, H3) as param, where
H1, H2, H3 are random oracles. Adversary AII
may make queries of all random oracles at any-
time during its attacks as Stage 1.

Phase 1: AII can issue the following oracle queries.

Public-Key-Request: On receiving a query ID:

1) If 〈ID, (ω, Y ), coin〉 exists in PublicK-
eyList, return PKID = (ω, Y ) as answer.

2) Otherwise, pick coin ∈ {0, 1} at random, so
that Pr[coin = 0] = δ. (δ is the same as it
in the proof of Stage 1.)

3) If coin = 0, pick y, s ∈ Z∗p at random
and compute Y = yP , ω = sP and
d = s + xH1(ID‖ω‖pk), add 〈ID, (y, d)〉 to
PrivateKeyList and 〈ID, (ω, Y ), coin〉 to
PublicKeyList, return PKID = (ω, Y ) as
answer.

4) Otherwise (if coin = 1), pick y, s ∈ Z∗p
at random and compute Y = yP , ω =
s(bP ), add 〈ID, (y, ∗)〉 to PrivateKeyList
and 〈ID, (ω, Y ), coin〉 to PublicKeyList,
return PKID = (ω, Y ) as answer.

Private-Key-Request: On receiving a query ID:

1) Run Public-Key-Request on ID to get a
tuple 〈ID, (ω, Y ), coin〉 ∈ PublicKeyList.

2) If coin = 0, search PrivateKeyList for a
tuple 〈ID, (y, d)〉 and return SKID = (y, d)
as answer.

3) Otherwise, return “Abort” and terminate.

Decryption: On receiving a query (ID, PKID, C),
where C = (c1, c2) and PKID = (ω, Y ):

1) Search PublicKeyList for a tuple
〈ID, (ω, Y ), coin〉. If coin = 0, search Pri-
vateKeyList for a tuple 〈ID, (y, d)〉 (Note
that 〈ID, (ω, Y ), coin〉 must exist in Pub-
licKeyList and when coin = 0, 〈ID, (y, d)〉
exist in PrivateKeyList). Then, set
SKID = (y, d) and run Decrypt. Finally,
return the results of Decrypt algorithm.

2) Otherwise (if coin = 1), run H1 queries
to get a tuple 〈(ID, ω, Y ), e〉. If there exist
〈(M,σ), r〉 ∈ L2 and 〈(z1, z2), R〉 ∈ L3 such
that c1 = rQID, c2 = R⊕ (M ||σ), z1 = rY ,
z2 = QID, return M and “Reject” other-
wise.

Challenge: AII then outputs two messages
(M0,M1) and a challenge identity ID∗. On
receiving a challenge query 〈ID∗, (M0,M1)〉:
1) B runs Public-Key-Request taking

ID∗ as input to get a tuple 〈ID∗, (ω∗,
Y ∗), coin〉 ∈ PublicKeyList.

2) If coin = 0, return “Abort” and terminate.

3) Otherwise, do the following,

a. Search PrivateKeyList for a tuple
〈ID∗, (y∗, ∗), s∗〉.(In this case, we know
that Y ∗ = y∗P, ω∗ = s∗bP .)

b. Pick σ∗ ∈ {0, 1}l1 , c∗2 ∈ {0, 1}l and β ∈
{0, 1} at random.



International Journal of Network Security, Vol.20, No.1, PP.78-87, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).09) 85

Table 2: Comparison of the related schemes

Schemes Enc Dec Sec-Lev Sec-Ass
[2] 3P+1S+1E 1P+1S IND-CCA GBDHP
[6] 1P+2S+1E 1P+2S IND-CCA BDH
[25] 3S+1E 1P+3S IND-CCA K-BDHI
[8] 1P+3S+1E 4P Strong Type I/II 3-DDH
[26] 2P+2S+2E 2P+1S IND-CCAII BDH
[3] 4E 3E IND-CCA CDH
[12] 2S+3E 2E IND-CCA CDH
[27] 6E 3E IND-CCA CDH
Ours 4S 3S IND-CCA CDH

c. Set c∗1 = aQID∗ , e∗ = H1(ID∗‖ω∗‖Y ∗).
d. Define a = H2(Mβ‖σ∗) and

H3(aY ∗‖ω∗ + XH1(ID∗‖ω∗‖Y ∗))
= c∗2 ⊕ (Mβ ||σ∗). (Note that B does
not know “a”.)

4) Return C∗ = (c∗1, c
∗
2) as a target ciphertext.

Phase 2: B repeats the same algorithms that it op-
erated in Phase 1 of Stage 2.

Guess: AII outputs a guess β′. Now B returns the
set

S = { 1
s∗ (az2i − (aP )xe∗)|z2i is the second com-

ponent of queries to H3 for i ∈ [1, qH3
] such that

e∗ = H1(ID∗‖ω∗‖Y ∗) }.
Then, B will be able to solve the CDH problem
by picking 1

s∗ (az2i − (aP )xe∗) from S.

Analysis: Similar to Analysis in the proof of
Stage 1.

Consequently, we obtain ε′ > 1
qH3

( 2ε
e(qprv+1) −

qH2

2l1
−

qDqH2

2l1
− qD

p ). The running time of the CDH adversary B
is t′ > t+ 2(qpub + qprv)tsm + 2qDqH2

qH3
tsm + 3tsm.

To sum up the two stages above, we complete the proof
of Theorem 1.

5 Performance Analysis

In this subsection, we compare the proposed scheme
with other existing CL-PKE schemes on the computation
complexity of encryption(Enc), decryption(Dec), secu-
rity level(Sec-Lev) and security assumption(Sec-Ass).
Without considering the additional of two points and hash
function in the cyclic additive group, each scheme has
three major types of operation, i.e., Pairing(P), Scalar
Multiplication(S) and Exponentiation(E). From Table 2,
we can see that our scheme calculates four scalar multi-
plications in Encrypt and three scalar multiplications in
Decrypt, which denotes that it needs a lower computa-
tion cost than others.

We simulate the cryptographic operations by using of
MIRACL (version 5.6.1, [23]) on a laptop using the Intel
Core i5-2400 at a frequency of 3.10 GHz with 3GB mem-
ory and a Windows XP operation system, and then obtain

the average running time in Table 3. For pairing-based
schemes, considering to be implemented in practice effi-
ciently, we use the Fast-Tate-Pairing in MIRACL, which
is defined over the MNT curve E/Fq [18] with embed-
ding degree 4 and q is a 160 bits prime, and its security
level achieves the difficulty of discrete log problem in 640
bits. For ECC-based scheme, we employed the param-
eter secp192k1 [28], where p = 2192 − 232 − 212 − 28 −
27 − 26 − 23 − 1. Moreover, the length of an element in
multiplication group is set to be 1024 bits.

Table 3: Cryptographic operations time (in millisecond)

Fast-Tate Exponentiation Scalar
-Pairing Multiplication
2.65 3.91 0.78

Based on these settings above, we can simulate the
total running time of one round of Encrypt-Decrypt in
different schemes respectively as shown in Table 4. As for
energy consumption, it can be calculated as W = U ×
I × t based on the execution time (t), the voltage (U)
and current draw (I). Suppose that the voltage is 3v and
the current draw is 8mA in sensor platform MICAz [16],
the energy consumption of one round in every protocol is
also demonstrated in Table 4. For instance, in Al-Riyami
and Paterson’s work [2], it needs 4 pairing operations,
2 scalar multiplications and 1 exponentiation altogether,
then the total running time in MICAz is 4 × 2.65 + 2 ×
0.78 + 1× 3.91 = 16.07 ms, and the energy consumption
is 3× 8× 16.07 = 385.68 µJ.

The communication cost of different schemes are com-
pared in terms of bandwidth of transmitted ciphertext.
Assuming the output of one way Hash function is 192
bits and the symmetric cipher is 128 bits (such as AES).
In our protocol and [25], each ciphertext contains one
point and one Hash value, thus the bandwidths of our
protocol and [25] are (192+192)/8=48 bytes respectively.
In [2] and [6], each ciphertext contains one point and
two Hash values, thus the bandwidths of [2] and [6] are
(192+192×2)/8=72 bytes respectively. In [8], the cipher-
text contains one pairing and three modular exponentia-
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tions, thus the bandwidth of [8] is (160+1024×3)/8=404
bytes. In [26], the ciphertext contains one point and
one symmetric cipher, thus the bandwidth of [26] is
(192+128)/8=40 bytes. In [3], [12] and [27], each ci-
phertext contains one modular exponentiations and one
Hash value, thus the bandwidths of [3], [12] and [27] are
(1024+192)/8=152 bytes respectively. The detailed com-
parison results are listed in Table 4.

Table 4: Comparison of the CL-PKE Schemes

Schemes Running
Time
(ms)

Energy
Consump-
tion (µJ)

Bandwidth
(byte)

[2] 16.07 385.68 72
[6] 12.33 295.92 72
[25] 11.24 269.76 48
[8] 19.5 468 404
[26] 20.76 498.24 40
[3] 27.37 656.88 152
[12] 21.11 506.64 152
[27] 35.19 844.56 152
Ours 5.46 131.04 48

To sum up, our protocol is more suitable to be ap-
plied in WSNs with the characteristics of low cost and low
power sensor nodes that are small in size and communi-
cate wirelessly with each other nodes in short distances.

6 Conclusions

In this paper, we propose a CL-PKE scheme that does
not depend on the pairing and prove that the scheme is
IND-CCA secure in the random oracle model, relative to
the hardness of the CDH problem. Besides, this scheme
can achieve the highest trust Level 3. The comparison
and simulation in Section 5 illustrate that our proposed
scheme is advantageous over the related schemes on com-
putation cost, communication overhead and energy con-
sumption. Due to the appealing properties, the proposal
could be applied in WSNs.

Acknowledgments

This study was supported by the National Nature Science
Foundation of China under grant NSFC 11501343, and
the Open Foundation of State key Laboratory of Network-
ing and Switching Technology (Beijing University of Posts
and Telecommunications) under grant SKLNST-2016-2-
11. The authors gratefully acknowledge the anonymous
reviewers for their valuable comments.

References

[1] I. Akyildiz, W. Su, Y. Sankarasubramaniam and E.
Cayirci, “A survey on sensor networks,” IEEE Com-
munications Magazine, vol. 40, pp. 102–114, 2002.

[2] S. S. Al-Riyami and K. G. Paterson, “Certificate-
less public key cryptography,” in Advances in Cryp-
tology (ASIACRYPT’03), LNCS 2894, pp. 452–473,
Springer, 2003.

[3] J. Baek, R. Safavi-Naini and W. Susilo, “Certificate-
less public key encryption without pairing,” in 8th
International Conference on Information Security,
LNCS 3650, pp. 134–148, Springer, 2005.

[4] J. Baek, H. C. Tan, J. Zhou and J. W. Wong, “Real-
izing stateful public key encryption in wireless sensor
network,” in The IFIP TC-11 23rd International In-
formation Security Conference, vol. 278, pp. 95–107,
2008.

[5] P. S. L. M. Barreto, H. Y. Kim, B. Lynn
and M. Scott, “Efficient algorithms for pairing-
based cryptosystems,” in Advances in Cryptology
(CRYPTO’02), LNCS 2442, pp. 354–368, Springer,
2002.

[6] Z. H. Cheng and R. Comley, “Efficient certifi-
cateless public key encryption,” IACR Cryptology
ePrint Archive, 2005. (http://eprint.iacr.org/
2005/012.pdf)

[7] C. K. Chu, J. K. Liu, J. Zhou, F. Bao and R. H. Deng,
“Practical ID-based encryption for wireless sensor
network,” in Proceedings of the 5th ACM Symposium
on Information, Computer and Communications Se-
curity, pp. 337–340, 2010.

[8] A. W. Dent, B. Libert and K. G. Paterson, “Cer-
tificateless encryption schemes strongly secure in the
standard model,” in 11th International Conference
on Theory and Practice in Public-Key Cryptography,
LNCS 4939, pp. 344–359, Springer, 2008.

[9] T. H. Feng, W. Li and M. S. Hwang, “A false data
report filtering scheme in wireless sensor networks: A
survey,” International Journal of Network Security,
vol. 17, pp. 229–236, 2015.

[10] M. Girault, “Self-certified public keys,” in Advances
in Cryptology (EUROCRYPTO’91), vol. 547, pp.
490–497, Springer, 1992.

[11] M. Kumar, K. Dutta, I. Chopra, “Impact of worm-
hole attack on data aggregation in hieracrchical
WSN,” International Journal of Electronics and In-
formation Engineering, vol. 1, no. 2, pp. 70–77, 2014.

[12] J. Lai, W. Kou and K. Chen, “Self-generated-
certificate public key encryption without pairing and
its application,” Information Sciences, vol. 181, pp.
2422–2435, 2011.

[13] C. T. Li, M. S. Hwang, “A lightweight anonymous
routing protocol without public key en/decryptions
for wireless ad hoc networks”,Information Sciences,
vol. 181, no. 23, pp. 5333–5347, Dec. 2011.

[14] G. Li, Q. Jiang, Y. Shi and F. Wei, “Anonymous
network information acquirement protocol for mo-
bile users in heterogeneous wireless networks,” In-



International Journal of Network Security, Vol.20, No.1, PP.78-87, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).09) 87

ternational Journal of Network Security, vol. 18, pp.
193–200, 2016.

[15] B. Libert and J. Quisquater, “On constructing
certificateless cryptosystems from identity based
encryption,” in 9th International Conference on
Theory and Practice in Public-Key Cryptography,
LNCS 3958, pp. 474–490, Springer, 2006.

[16] A. Liu and P. Ning, “TinyECC: A configurable li-
braty for elliptic curve cryptography in wireless sen-
sor networks,” in 2008 International Conference on
Information Processing in Sensor Networks, pp. 245–
256, 2008.

[17] Y. Lu, X. Yang and X. Wu, “A secure anonymous
authentication scheme for wireless communications
using smart cards,” International Journal of Network
Security, vol. 17, pp. 237–245, 2015.

[18] A. Miyaji, M. Nakavayashi and S. Takano, “New
explicit conditions of elliptic curve traces for FR-
reduction,” IEICE Transactions on Fundamentals
of Electronics, Communications and Computer Sci-
ences, vol. E84-A, no. 5, pp. 1234–1243, 2001.

[19] NIST, SkipJack and KEA Algorithm Specifications,
National Institute of Standards and Technology,
May 29, 1998. (http://csrc.nist.gov/groups/
ST/toolkit/documents/skipjack/skipjack.pdf)

[20] L. B. Oliveira, R. Dahab, J. López, F. Daguana and
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Abstract

The need for Quantum Key Distribution (QKD) is
strengthening due to its inalienable principles of quantum
mechanics. QKD commences when sender transforms bits
into qubits or quantum states by applying photon polar-
ization and sends to the receiver. The qubits are altered
when measured in incorrect polarization and cannot be
reproduced according to quantum mechanics principles.
BB84 protocol is the primary QKD protocol announced
in 1984. This paper introduces a new regime of secure
QKD using Hadamard quantum gate named as PVK16
QKD protocol. Applying quantum gate to QKD makes
tangle to the eavesdroppers to measure the qubits. For
a given length of key, it is shown that the error rate is
negligible. Also, the authentication procedure using dig-
ital certificates prior to QKD is being performed which
confers assurance that the communicating entities are le-
gitimate users. It is used as a defensive mechanism on
man in the middle attack.

Keywords: Authentication; Quantum Cryptography;
Hadamard Gate; QKD; Qubits

1 Introduction

In 1969, Stephen Wiesner identified that quantum me-
chanics has the prospective to play a vital role in the field
of cryptography [26]. This has become a breakthrough
idea to recommend a new research field known as Quan-
tum cryptography. It is a promising research area where
the secure communications happens by means of prin-
ciples of quantum mechanics and quantum computing.
The central unit of information in quantum computing is
quantum bit in short known as qubit. The idea of Quan-
tum cryptography was put forward to project a process for

QKD by Wiedemann [25]. In 1984, Bennet and Brassard
proposed first QKD and popularly known as BB84 pro-
tocol [2]. It requires two communication channels specif-
ically a classical channel and a quantum channel. The
classical information is communicated by classical chan-
nel and qubits by quantum channel [6].

The two key principles of quantum mechanics are: 1)
the principle of Heisenberg Uncertainty; 2) the principle of
photon polarization. The Heisenberg Uncertainty princi-
ple states that the simultaneous measurement of physical
properties which are related, cannot be made [2]. The
principle of photon polarization states that the qubits
cannot be replicated according to the theorem of no-
cloning [27]. Hence, the accomplishment of principles of
quantum mechanics is one of the reasons why quantum
cryptography is so powerful.

In this paper, a new paradigm of quantum key distribu-
tion scheme using quantum gates named as PVK16 QKD
protocol with authentication of two communicating enti-
ties prior to key distribution is proposed. Authentication
implies secure communication. A noteworthy characteris-
tic of any protocol is that the information is authenticate,
if authenticate entities participate in the communication.
Without authentication, there is always scope of an eaves-
dropping attack and the entities are fooled by imperson-
ation.

The quantum gate applied on one-qubit can be illus-
trated by 2 by 2 matrix [19]. Hence, the time complex-
ity of quantum gates is 2n which is exponential. It is
proved that the exponential complexities are secure. By
embodying quantum gate into QKD protocol it becomes
cumbersome for an eavesdropper to measure the qubits.
Besides QKD, this scheme has also adopted the process
of authentication to detect man in the middle attack.

Section 2 will brief about the related work in QKD and
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authentication. The implementation of proposed protocol
is elucidated in section 3. Section 4 explicates the anal-
ysis of results. Section 5 highlights on security analysis.
Section 6 presents conclusions.

2 Related Work

The last two decades has marked the evolution of Quan-
tum cryptography in productive ways. With various the-
oretical proposals and demonstrations using experiments,
the Quantum cryptography was applied in distributing
secret key. Since then, QKD has been used as a solution
to the problem of key distribution. A quantum channel
was developed using an optical fiber in order to imple-
ment QKD in a secure fashion for over different distances
like 14 kms, 24 kms [3, 7, 18]. In 2015, a highly secured
network switches with QKD systems was developed [5].

In recent years, Quantum cryptography is attracting
substantial attention among researchers due to major the-
oretical and practical research projects related to the im-
plementation of QKD. The QKD was successfully demon-
strated to resist eavesdropping attacks, photon number
splitting attacks, etc. using diverse protocols like Ekert’s
entanglement, weak coherent pulses, decoy states and op-
tical fiber [8, 13, 21, 22, 29, 30].

The process of authentication was also carried out to
ensure that the communicating entities are alleged users
from past years. It was accomplished using several con-
cepts of quantum mechanics namely entanglement, one
qubit, Bell states and unitary transformations [1, 14, 28].
Also the authentication process was performed by means
of classical XOR operation [4]. In 2009, by using quan-
tum superposition states the authentication protocol was
proposed [9]. The public key authentication scheme with
trusted server based on discrete logarithms for cryptosys-
tems was also implemented [10, 11].

3 Implementation

PVK16 QKD protocol is introduced to fulfill quantum
key distribution using Hadamard gate. It is implemented
using MatLab R2014a [15]. The authentication procedure
is carried out through digital certificate using OpenSSL
tool [20] to detect man in the middle attack.

3.1 Authentication

Authentication avoids Sender and Receiver being fooled
from illicit user. In order to provide authentication, we
use the notion of digital certificate. It embodies the
hashed user’s public key which is encrypted with the pri-
vate key of a trusted certification authority (CA) to form
digital signature. The CA issues certificate to the commu-
nicating entities upon request. They verify each other’s
certificate by decrypting signature with CA’s public key.
With this they will get assurance that each other is com-
municating with legitimate user. We have implemented

authentication using OpenSSL tool which provides X.509
authentication service. X.509 is an important yardstick
to grant authentication because the pile of certificate and
authentication protocols stated are used in wide range of
applications. It is being formed on the use of public key
cryptography and digital signatures which entail the use
of a hash function [12, 23, 24]. Figure 1 depicts the gen-
eration of digital certificate.

Figure 1: Digital certificate

The authentication process is carried out as shown in
the following steps and described in Figure 2.

Step 1. Sender and Receiver requests digital certificate
from Trusted CA before the commencement of com-
munication.

Step 2. CA issues digital certificates to Sender and Re-
ceiver.

Step 3. Sender sends certificate to the Receiver for ver-
ification.

Step 4. Receiver sends certificate to the Sender for ver-
ification.

Step 5. Sender verifies Receiver’s certificate whether
he/she is alleged user or not by using CA’s public
key and also Receiver verifies Sender’s certificate.

3.2 PVK16 QKD Protocol - Quantum
Key Distribution Using Hadamard
Gate

Hadamard gate is a one-qubit quantum gate. It takes
either qubit |0〉 or |1〉 as input and gives 1/

√
2(|0〉 +

|1〉) or 1/
√

2(|0〉 − |1〉) as output respectively [2].

The Hadamard gate is denoted as — H —.
The matrix representation of quantum gates is derived

using tensor product. The tensor product combines two
vector spaces to form a larger one. If U and V are vector
spaces of dimensions m and n respectively then U ⊗ V is
a space on mn. The elements of U ⊗ V are linear combi-
nations of tensor products |u > ⊗|v > of elements of |u >
of U and |v > of V . Suppose A is a m by m matrix and
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Figure 2: The process of issuing and verifying digital certificate

B is a p by q matrix, then the matrix representation is
given as

A⊗B =


A11B A12B . . . A1nB
A21B A22B . . . A2nB

...
...

...
...

Am1B Am2B . . . AmnB


Hence, to represent Hadamard gate which is one-qubit

gate, a 2 by 2 matrix is needed as shown below [2, 17].

H = 1/
√

2

[
1 1
1 −1

]

|0〉 → H = 1/
√

2(|0〉+ |1〉)

|1〉 → H = 1/
√

2(|0〉 − |1〉)

The procedure of new protocol of QKD using
Hadamard gate namely PVK16 QKD protocol is depicted
in Figure 3.

Step 1. Sender’s preparation of qubits.
Sender selects random bits ’b’ in sequence manner
where b ∈ ({0, 1}n), n is the original length of the
secret key. Then he/she prepares qubits for those
bits individually in one of the four states of BB84
protocol using rectilinear ’+’ and diagonal ’X’ bases
shown in Figure 4. The BB84 protocol states are de-
noted as |φ〉(0,+), |φ〉(0, X), |φ〉(1,+) and |φ〉(1, X)
symbolized to photons polarized at 0, 45, 90 and 135
degrees respectively [2, 16] which is depicted in Fig-
ure 5. For a given string of random bits b ∈ ({0, 1}n)
and string of random bases θ ∈ ({+, X}n), |φ〉(b, θ)
is denoted as a state for n photons that encodes the
bits b[x] in the bases θ[x] for every x ∈ n.

To carry out the procedure we acquire the following
notation:

• b({0, 1}n): Sender’s bit string, n is the original
length of the secret key.

• d({0, 1}m)|m ≤ n: Receiver’s bit string.

• θa({+, X}n): Sender’s bases in string.

• θb({+, X}m)|m ≤ n: Receiver’s bases in string.

• R{0, 1, θb}m|m ≤ n: Receiver’s measurement
string.

• U : Undetected positions.

Figure 4: Rectilinear and diagonal bases

Figure 5: Four states of BB84 protocol

Step 2. Sender applies Hadamard gate.
Sender encodes the qubits |φ〉(b, θa) using Hadamard
gate. The outcome is qubits which is denoted as H
and sends to Receiver.

Step 3. Receiver’s measurement of basis.
Receiver receives H and applies Hadamard gate on
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Figure 3: PVK16 QKD protocol

H to get qubits. To restore a qubit which is re-
ceived to its original state, two Hadamard gates in
series fashion are applied [17] which is shown in Fig-
ure 6. He/she measures each photon |φ〉(d, θb) us-
ing either the rectilinear basis {|φ〉(0,+), |φ〉(1,+)}
and diagonal basis {|φ〉(0, X), |φ〉(1, X)}. If Re-
ceiver detects a photon i.e. qubit at position x with
|φ〉(d, θb) matches with |φ〉(b, θa) i.e. same basis as of
Sender’s, then the associated outcome is denoted as
R, if he/she could able to decode the same Sender’s
bits for the corresponding basis.

Figure 6: Two Hadamard gates in series restore a quit to
its original state

Step 4. Receiver chooses tested basis.
Receiver randomly selects subset of outcome from R
and reports to the Sender which is Q i.e. Q = R∩U .

Step 5. Sender says the correctness of basis.
Sender checks Q[x] with θa[x] as well as b[x]. If it

is correct, gives the confirmation of basis denoted
as K otherwise he/she will come to conclusion that
eavesdropping/error E has occurred for those basis
in position x. E = U ∪R− k.

Step 6. Sifted key.
Then both Sender and Receiver shares sifted key K ∈
({0, 1}m)|m ≤ n which is the secret key.

3.3 Error Detection and Calculation

The error is detected when Sender checks Q[x] with θa[x]
and b[x]. If bits are unmatched, they are discarded. And
these bits do not fall under the set of sifted key.

The probability of error is given by Pe = Pdx/Pbx.

• Pe - probability of error.

• Pdx - probability of Receiver’s measuring bit in x
position.

• Pbx - probability of Sender’s bit position.
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Table 1: The comparison of rate of error in key distribution between BB84 and PVK16 QKD protocol

No. of qubits transmitted 16 32 64 128
Rate of error (in %) BB84 QKD Protocol 56 52 46 43

PVK16 QKD Protocol 37 33 28 26

4 Results

The results are analyzed by carrying out comparison be-
tween BB84 QKD protocol and PVK16 QKD protocol
which is displayed in Table 1.

The length of qubit is considered as parameter. The
error rate is calculated for qubit sizes 16, 32, 64 and 128.
From the observation it is noted that the error rate is less
in PVK16 QKD protocol. It is less than 40% in all cases.
Therefore, with the obtained sifted key, it is sufficient to
carry out further communication using proposed protocol.
The retransmission of qubits is certainly not necessary. It
is plotted in Figure 7.

The basis for less error rate is that PVK16 QKD proto-
col is being realized with quantum gates. The complexity
of quantum gate is 2n which is exponential. It is deter-
mined that the exponential complexities are secure. It
becomes tangle for an eavesdropper to know the exact
qubit by measuring with random basis and also becomes
a challenge to know the sifted key even with high compu-
tational resources.
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Figure 7: Rate of error in key distribution between BB84
and PVK16 QKD Protocol

5 Security Analysis

The security is analyzed for authentication as well as
Quantum key distribution. Authentication is carried out
to avoid eavesdropping attack and impersonation. The
OpenSSL tool [20] is implemented to ensure that the com-
municating entities are alleged and both knows that they

are communicating with each other, the one whom they
have claimed. It was proven that OpenSSL tool [20] is
a framework to issue and verify digital certificates. It
is used as a defensive mechanism on man in the middle
attack and grants trouble free communication.

It is shown that the new regime of protocol that is
PVK16 QKD protocol is provably secure in distributing
the secret key. The parameter considered is length of
qubits. The time complexity of quantum gates is 2n and
which is exponential. Hence, we can convey that PVK16
QKD protocol is more secure. The devised scheme is tai-
lored by reducing few steps from existing. By this the
processing period is also reduced as well. It also ensures
that it encounters eavesdropping attack. The length of
sifted key is more as that of existing scheme which is suf-
ficient to endure further communication. Hence, it avoids
retransmission of key.

6 Conclusions

The authentication process through digital certificate is
used as a measure for man in the middle attack which
is becoming a cumbersome in the path of communica-
tion. The fact that the quantum gate has complexity
of 2n assisted in rendering secure communication. It is
evidently depicted that PVK16 QKD protocol had essen-
tially encountered man in the middle attack, eavesdrop-
ping attack. It is shown that the rate of error is less than
40% and as a result the key size is sufficient to undergo
further communication avoiding retransmission of qubits.
We thus ascertained the security of using a sifted key dis-
tributed by our PVK16 QKD protocol will endow a basis
for future systems.
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Abstract
Nowadays, more and more users store their data in cloud
storage servers for great convenience and real benefits of-
fered by the service, so cloud data storage becomes one of
the desirable services provided by cloud service providers.
Multi-Authority Ciphertext-Policy Attribute-Based En-
cryption (MA-CP-ABE) is an emerging cryptographic so-
lution to data access control for large-scale collaborative
cloud storage service, which allows any data owner to out-
source the data to cloud data storage in order to enable
users from collaborating domains or organizations to ac-
cess the outsourced data. However, the existing MA-CP-
ABE schemes cannot be directly applied to collaborative
cloud storage services as data access control due to the key
escrow problem and the absence of dual revocation mech-
anism (user revocation and attribute revocation). By ad-
dressing these issues, this paper presents a Key-Escrow-
Free Multi-Authority Ciphertext-Policy Attribute-Based
Encryption Scheme with Dual-Revocation by introducing
“the essential attribute” and making use of a certificate
authority apart from attribute authorities. Compared
with the existing MA-CP-ABE schemes, the proposed
scheme is the most suitable one to enable data access con-
trol for collaborative cloud storage systems. Furthermore,
the security and performance analysis indicates that our
scheme is more secure and reasonably efficient to be ap-
plied to practical scenarios as collaborative cloud storage
systems.

Keywords: Access Control; Attribute Revocation; Col-
laborative Data Storage; Key Escrow; Multi-authority
Ciphertext-policy Attribute-based Encryption; User Revo-
cation

1 Introduction

Cloud storage is one of the popular services offered by
cloud service providers, which allows data owners to store

their data in third party storage servers for great conve-
nience and real benefits offered by the service. However,
this service introduces a great challenge to data access
control which addresses how data owners ensure that their
data stored in the third party storage servers are accessed
by only authorized users [1, 9, 23, 30]. Since data stor-
age servers are not in the same domain with data owners,
they can not be fully trusted by data owners to be in
charge of making data access decisions on behalf of the
data owners.

Ciphertext-Policy Attribute-Based Encryption (CP-
ABE) scheme is a great achievement to solve the challenge
of data access control over data stored in cloud storage;
it is a public key encryption technique designed for one-
to-many communications, where data owners hold direct
control on their access policies and the access policies are
enforced cryptographically [2, 17, 25, 39]. In CP-ABE,
each user is entitled to a set of attributes which are asso-
ciated with the user’s secret key. The data owner chooses
an access policy over a set of attributes and encrypts the
data under the access policy. A user is able to decrypt
the ciphertext as long as the set of attributes associated
with the user’s secret key satisfies the access policy of the
ciphertext. This desirable property of CP-ABE makes it
suitable for data access control for cloud storage. Since
its first introduction [4], there have been extensive re-
search [7, 11, 15, 21, 33] regarding its various aspects.
In all these schemes, one trusted central authority is re-
quired to handle all attributes in the system and issue
a secret key for each user in the system. These schemes
thus can be utilized as a data access control for cloud stor-
age where data is encrypted under an access policy over
attributes issued by a domain or an organization. How-
ever, in large-scale collaborative cloud storage systems,
where data owners want to share their data according to
the access policies described over attributes issued across
different domains and organizations, the trusted central
authority may become the bottleneck in the system per-
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formance. Furthermore, it is not proper from the point of
security due to the single point of trust.

Multi-Authority CP-ABE (MA-CP-ABE) scheme is in-
troduced to overcome the issues mentioned above. In
MA-CP-ABE schemes, users may hold attributes issued
by multiple attribute authorities and data owners may
also encrypt their data under access policies defined over
attributes from different attribute authorities. Since, in
MA-CP-ABE schemes, attributes are independently man-
aged by different attribute authorities, both the work-
load and trust are distributed over multiple attribute au-
thority instead of being centralized on a single authority.
Since the introduction of MA-ABE [6] , researchers have
done wide-ranging research on multi-authority CP-ABE
schemes [8, 10, 18, 19, 20, 24, 26, 35, 36] by considering
various challenges facing to it.

However, the existing MA-CP-ABE schemes cannot be
directly applied to a collaborative cloud storage as data
access control due to the key escrow problem and the
absence of dual revocation mechanism (user revocation
and attribute revocation). Although the existing MA-
CP-ABE schemes overcome the issue of the single point
of trust, they still hold the key escrow problem in the
scope of any attribute authority. Consequently, any at-
tribute authority could decrypt any data which encrypted
under an access policy over a set of attributes from only
the attribute authority, and the failure or corruption of
any attribute authority also raises security issue for the
data that encrypted under an access policy described by
a set of attributes from one attribute authority. The con-
sequences of these issues are not acceptable for collabora-
tive cloud storage where data owners would like to make
their data only accessible to designated users. Moreover,
the existing MA-CP-ABE schemes lack dual revocation
mechanism dealing with the invalidation of users’ access
privilege at either attribute level and system level. The
mechanism invalidating a user’s access privilege at the
system level is called user revocation, which addresses the
problem of revoking a user’s full access privilege from the
system when the user is detected as malicious, or the user
leaves the system. Whereas the mechanism invalidating
a user’s access privilege at the attribute level is called at-
tribute revocation, which concerns the issue of revoking
a user’s partial access privilege when the user’s attribute
set can be changed dynamically due to the user’s role
change in the system. Several works [16, 22, 29, 32, 34]
have been proposed by solely concerning user revocation
issue but in single-authority CP-ABE since the first dis-
cussion on user revocation in [4]. However, they are not
directly applicable to collaborative cloud data storage sys-
tems due to the following drawbacks: vulnerable against
collusion attack, scalability problem, and security degra-
dation. Only considering attribute revocation issue, CP-
ABE schemes with immediate attribute revocation mech-
anisms [13, 14, 31, 37, 38] and CP-ABE schemes with
time-based attribute revocation mechanisms [27, 31] have
been proposed in single-authority CP-ABE settings. Nev-
ertheless, the time-based approaches cause the security

degradation problem in terms of forward secrecy until the
next expiration time, and the immediate revocation ap-
proaches except for the scheme in [37] make the system
impurely CP-ABE-based such that it requires the server
to be fully trusted. Moreover, the scheme in [37] cannot
resist collusion attack from the server and non-revoked
users since the updated ciphertexts are transformable to
their old versions if the server misuses the update key,
and also this scheme results in the stateless user prob-
lem. Later on, the similar attribute revocation solutions
as those in [13, 31, 37] have been used in the MA-CP-ABE
schemes [10, 20, 36], respectively, but these schemes in-
herit the drawbacks from the corresponding attribute re-
vocation solutions. To the best of our knowledge, there is
no MA-CP-ABE scheme which overcomes the key escrow
problem and supports secure and scalable dual revocation
mechanism (user revocation and attribute revocation).

In this paper, we propose a Key-Escrow-Free Multi-
Authority CP-ABE Scheme with Dual-Revocation to en-
able a secure and scalable data access control for collab-
orative cloud storage systems. To accomplish the goal of
this study, we encounter the following major challenges:
(a) how to tie a user’s secret keys together to prevent
the collusion attack, (b) how to overcome the key escrow
problem, (c) how to achieve dual revocation mechanism
in which the trust of the cloud server must be reduced. In
the proposed scheme, we thus overcome these challenges
by introducing a dummy attribute called “the essential
attribute” and user-central-key. In addition, our scheme
makes use of a certificate authority apart from attribute
authorities. The user-central-key is used to tie user’s se-
cret keys issued by different authorities; which is issued by
the certificate authority. The essential attribute, which is
handled by the certificate authority, is used in our con-
struction for the dual-purpose of overcoming the key es-
crow problem and achieving user revocation mechanism.

For these purposes, in our scheme, each user holds an
additional user-attribute-key associated with the essential
attribute, and each data is encrypted under an access pol-
icy formed from a boolean formula that is expressed as a
binary access tree which has two subtrees connected to an
AND root gate. While one subtree consists of only leaf
node associated with the essential attribute, the other
subtree is formed from an access policy defined by the
data owner over a set of meaningful attributes. That is to
say, in our scheme, an access policy is defined over a set of
attributes from at least two authorities: one must be the
certificate authority and the other can be any attribute
authority from which some attributes are involved in the
access policy. Therefore, a data owner uses the public
keys of those authorities together as a message encapsu-
lation key, which results in that our scheme overcomes the
key escrow problem. To achieve dual revocation mecha-
nism, we assign an attribute secret for each attribute in
the system including the essential attribute. Note that
certificate authority is the revocation controller in user
revocation mechanism, while attribute authorities are the
charge of the revocation controller in attribute revoca-
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tion mechanism. When either of user revocation or at-
tribute revocation event takes place, the corresponding
revocation controller redefines the attribute secret for the
involved attribute. Accordingly, the attribute secret for
the corresponding component in the public parameters,
ciphertexts, and non-revoked users’ secret keys must be
updated in order to guarantee backward secrecy and for-
ward secrecy.

To do so, we must consider the following practical
problems that exist in the existing revocable CP-ABE
schemes: the frequent update of public parameters, pres-
ence of a fully trusted cloud server, collusion attack that
might be triggered by partially revoked or fully revoked
user, and stateless user problem. The frequent update of
the public parameters that exists in the revocation mech-
anisms of the previous works is not practical because it
requires data owners to be aware of each revocation event
and get the updated public parameters to avoid generat-
ing an invalid ciphertext no one could decrypt. To solve
this impracticality, we introduce ill-formed ciphertext and
ciphertext-heal-key components in our construction. The
fully trusted cloud server that is considered in revocation
mechanism of the previous works makes the system not
purely CP-ABE based as well as vulnerable to the collu-
sion attack from the cloud server and any revoked users.
Although in our scheme, the cloud server is delegated to
update ciphertexts upon any revocation event as similar
as in previous works, we must prevent any unauthorized
decryption by any fully revoked or partially revoked user
with colluding with cloud server which is provided with
a ciphertext-update key. Our solution for this challenge
is that the ciphertext-update key generated by the re-
vocation controller cannot be misused to transform the
updated ciphertext to its old version. Moreover, the re-
vocation controller generates a unique key-update-key for
each non-revoked user, which cannot be used by any other
user, such that our scheme can resist the collusion attack
from any revoked user and non-revoked user. However,
key-update-key generation for each user and its distribu-
tion to each non-revoked user bring more overhead on the
revocation controller upon each revocation event.

In addition, it might result in stateless user problem
such that authorized users can not decrypt the cipher-
texts to which they authorized to access if the non-revoked
users miss some key-update-keys due to some reasons. By
simultaneously considering the overhead and the state-
less user problem, our scheme uses a system-wide version
number for each attribute in the system including the es-
sential attribute to indicate the evolution of the attribute
secret of the attribute. As a result, the revocation con-
troller generates a unique key-update-key with the lat-
est version number for the non-revoked user on demand
whenever the user requests. The user request is triggered
by the detection of the fact that any attribute component
of his/her secret key is stateless by checking the corre-
sponding version values in the both ciphertext and user-
attribute-key upon a decryption process.

The main contributions of this work are summa-

rized as follows. We provide the first construction of
Key-Escrow-Free Multi-Authority CP-ABE Scheme with
Dual-Revocation and summarize the comparisons be-
tween the proposed scheme and the existing MA-CP-
ABE schemes regarding their functionalities, as in Ta-
ble 1. Dual revocation mechanism of the proposed scheme
guarantees both backward and forward secrecy, resists the
potential collusion attacks and deals with practical prob-
lems that exist in the existing revocable CP-ABE schemes
such as frequent update of the public parameters, the
presence of a fully trusted cloud server, and the stateless
user problem. Furthermore, we prove that the proposed
scheme is selectively secure in the standard model under
the q-parallel BDHE assumption as well as provide secu-
rity and performance analysis compared with the existing
works. The security and performance analysis show that
our scheme is more secure and reasonably efficient to be
applied to practical scenarios as collaborative cloud stor-
age systems.

We organize the rest of the paper as follows. In Sec-
tion 2, we provide some preliminary knowledge used in
this work. The system model, algorithm definitions, se-
curity model and security properties are described in Sec-
tion 3. The proposed Key-Escrow-Free Multi-Authority
CP-ABE Scheme with Dual-Revocation is presented in
Section 4 as a data access control for collaborative cloud
storage. The security and performance analysis of the
proposed scheme is provided in Section 5. Finally, a con-
clusion is given in Section 6.

2 Preliminaries

2.1 Access Structures

Definition 1. (Access Structure [3]) Let {P1, P2, ..., Pn}
be a set of parties. A collection A ⊆ 2{P1,P2,...,Pn} is
monotone if B ∈ A and B ⊆ C implies C ∈ A. An ac-
cess structure is a monotone collection A of non-empty
subsets of {P1, P2, ..., Pn}, i.e., A ⊆ 2{P1,P2,...,Pn} \ {∅}.
The sets in A are called the authorized sets, and the sets
not in A are called the unauthorized sets.

In our context, the role of the parties is taken by the
attributes. Thus, the access structure A will contain the
authorized set of attributes. We only consider monotone
access structures.

2.2 Linear Secret Sharing Scheme

Definition 2. (Linear Secret Sharing Scheme
(LSSS) [3]). A secret-sharing scheme

∏
over a set

of parties P is called linear over Zp if

1) The shares of each party form a vector over Zp.

2) There exists a matrix an M with l rows and n
columns called the secret-generating matrix for

∏
.

For all i = 1, ..., l, the i-th row of M is labeled by a
party ρ(i), where ρ is a function that maps a row to a
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Table 1: Comparison of multi-authority CP-ABE schemes

Properties [26] [18] [24] [36] [28] [20] [10] Our
Master Authority Free No Yes No Yes Yes Yes Yes Yes
Scalability Yes Yes No No Yes No Yes Yes
Key Escrow Free No No Yes No No No No Yes
Attribute Revocation No No No Yes No Yes Yes Yes
User Revocation No No No No No No No Yes
Bilinear Group Order Prime Composite Composite Prime Prime Composite Composite Prime
Security Model GGM ROM ROM ROM ROM SM ROM SM

* GGM: Generic Group Model, ROM: Random Oracle Model, SM: Standard Model

party for labeling. When we consider the column vec-
tor ~v = (s, r2, ..., rn), where s ∈ Zp is the secret to be
shared and r2, ..., rn ∈ Zp are randomly chosen, then
M~v is the vector of l shares of the secret s according
to
∏

. The share (M~v)i belongs to party ρ(i).

According to [3], each linear secret sharing scheme
meets linear reconstruction property defined as follows:
Suppose that

∏
is a LSSS for the access structure A. Let

S ∈ A be any authorized set, and let I ⊂ {1, 2, ..., l} be the
set of rows whose labels are in S, i.e. I = {i : ρ(i) ∈ S}.
Then there exists constants {wi ∈ Zp}i∈I such that if
{λi} are valid shares of any secret s according to

∏
, then∑

i∈I wiλi = s. Additionally, it is shown in [3] that the
constants {wi}i∈I can be found in time polynomial in the
size of the secret-generating matrix M .

2.3 Bilinear Map

Let G0 and G1 be two multiplicative cyclic groups of
prime order p. Let g be a generator of G0 and e be a
bilinear map, e : G0 ×G0 → G1 with the following prop-
erties:

1) Bilinearity : for all u, v ∈ G0 and a, b ∈ Zp, we have
e(ua, vb) = e(u, v)ab.

2) Non-degeneracy : e(g, g) 6= 1.

3) Computability : There is an efficient algorithm to
compute e(u, v) for ∀u, v ∈ G0.

2.4 Decisional q-Parallel Bilinear Diffie-
Hellman Exponent Assumption

Choose a group G0 of prime order p according to the
security parameter. Let a, s, b1, ..., bq ∈ Zp be chosen at
random and g be a generator of G0. If an adversary is
given ~y =

g, gs, ga, ..., g(a
q), , g(a

q+2), ..., g(a
2q)

∀1≤j≤qgs·bj , ..., ga/bj , ..., g(a
q/bj), , g(a

q+2/bj), ..., g(a
2q/bj)

∀1≤j,k≤q,k 6=jga·s·bk/bj , ..., g(a
q·s·bk/bj)

it must remain hard to distinguish e(g, g)a
q+1s ∈ G1 from

a random element in G1.

An algorithm B that outputs z ∈ {0, 1} has advantage
ε in solving decisional q-parallel BDHE in G0 if∣∣∣Pr[B(~y, T = e(g, g)a

q+1s) = 0
]
− Pr

[
B(~y, T = R) = 0

]∣∣∣ ≥ ε.
Definition 3. The decisional q-parallel BDHE assump-
tion holds if no polynomial time algorithm has a non-
negligible advantage in solving the q-parallel BDHE prob-
lem.

3 System and Security Models

3.1 System Model

We consider a collaborative cloud storage system as illus-
trated in Figure 1, and the system consists of the following
entities:

Certificate Authority (CA): It sets up the system. In
addition, CA is in charge of authorizing and revoking
users’ access privileges to and from the system. For
this purpose, it handles the essential attribute such
that it acts as an attribute authority handling only
one attribute.

Attribute Authorities (AA): It sets up its own do-
main. Each AA is responsible for entitling and revok-
ing attributes for and from users according to their
roles in its domain. In our system, every attribute
belongs to a single AA, but each AA manages an
arbitrary number of attributes.

Cloud Server (CS): It stores data owners’ data in en-
crypted form and provides data storage service to
data users. The CS is not involved in access control
enforcement or data decryption process. It means
that, in our system, data access decisions are made
cryptographically such that only authorized users can
obtain data without depending any decision or pro-
cess done by CS. We assume that CS is minimally
trusted such that it converts ill-formed ciphertexts to
well-formed ciphertexts upon data publication phase
and updates well-formed ciphertexts to their latest
version upon any revocation event.

Data Owners (DO): A data owner defines an access
policy over a set of attributes from the relevant AAs
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Figure 1: System architecture of collaborative cloud data
storage

including CA and encrypts his/her data under the
access policy. Then the DO publishes the encrypted
data in ill-formed way to CS. The data access de-
cision to this data is enforced cryptographically ac-
cording to the access policy in the ciphertext without
any dependence from CS. It means that any autho-
rized user who has sufficient attributes can decrypt
the ciphertext to obtain the data.

Data Users (DU): Each DU is assigned with a global
identity from CA and entitled to a set of attributes
from multiple AAs including the essential attribute
from CA. Any DU can freely get any ciphertext from
CS and can decrypt the ciphertext if and only if the
DU’s attribute set satisfies the access policy of the
ciphertext. However, any DU’s attribute set may dy-
namically change due to his/her role change in the
different domains in the system, and this case will
be handled by the attribute revocation mechanism
of our system. Moreover, any DU can leave the sys-
tem or detected as a malicious DU, and this case will
be handled by the user revocation mechanism of our
system.

3.2 Algorithms

The proposed scheme consists of the following algorithms:

• GSetup(λ) → GP,SK, V K. This algorithm, run by
CA, takes the security parameter λ as input and out-
puts the global parameters GP for the system. In
addition, CA generates a pair of sign and verification
keys, SK, V K.

• ASetup(GP )→ MKθ, PPθ, {hk
h(verxθ )
xθ }. This algo-

rithm, run by an AA, takes the global parameters
GP as input, and it outputs the AA’s master key
MKθ and public parameters PPθ. It also outputs

a set of ciphertext-heal keys {hkh(verxθ )xθ } for all the
attributes {xθ} that the AA handles, where h(verxθ )
is the version value of the attribute xθ.

• GKeyGen(GP, gid)→ Ggid. This algorithm, run by
CA, takes the global parameters GP and a global
identifier gid of a DU as input, and it outputs a user-
central-key Ggid for the DU.

• AKeyGen(GP,MKθ, Ggid,Sgid,θ) → AKgid,θ. This
algorithm, run by an AA, takes the global param-
eters GP , the AA’s master key MKθ and a DU’s
user-central-key Ggid and an attribute set Sgid,θ that
describes the DU’s role in the domain as input. It
then outputs an user-attribute-key AKgid,θ for the
DU.

• Encrypt(m, (M,ρ), GP, {PPθ}θ∈F )→ c̃t. This algo-
rithm, run by a DO, takes data m, an LSSS access
structure (M,ρ) , the global parameters GP , and a
set of public parameters {PPθ} of the relevant AAs
including CA as input. Here, θ is index of the rele-
vant authorities including both CA and the AAs. It
outputs an ill-formed ciphertext c̃t that no one can
decrypt.

• CTConvert(c̃t, {hkxθ}
h(verxθ )

xθ=ρ(i),θ∈F ) → CT . This al-

gorithm, run by CS, takes an ill-formed ciphertext c̃t

and a set of ciphertext-heal keys {hkxθ}
h(verxθ )

xθ=ρ(i),θ∈F
for all the attributes included in the access structure
of the ciphertext as input. It then outputs a well-
formed ciphertext CT .

• Decrypt(CT,Ggid, {AKgid,θ}θ∈F ) → m|⊥. This al-
gorithm, run by a DU, takes a well-formed ciphertext
CT , a DU’s user-central-key Ggid and a set of user-
attribute-keys {AKgid,θ} of the DU as input. It then
outputs the data m when the DU’s attribute set Sgid
satisfies the access structure (M,ρ) of the CT . Oth-
erwise the decryption fails and returns ⊥.

• CKeyGen(MKθ, yθ) → hk
h(ver′yθ

)
yθ , ck

h(ver′yθ
)

yθ ,MK ′θ.
This algorithm, run by an AA, takes the AA’s master
key MKθ, an attribute yθ involved in the revocation
event as input. It then outputs a ciphertext-heal-key

hk
h(ver′yθ

)
yθ , a ciphertext-update-key ck

h(ver′yθ
)

yθ , and an
updated master key MK ′θ.

• CTUpdate(CT, ck
h(ver′yθ

)
yθ ) → CT

′
. This algorithm,

run by CS, takes a ciphertext CT and a ciphertext-

update key ck
h(ver′yθ

)
yθ as input, and it outputs an up-

dated ciphertext CT
′
.

• UKeyGen(MKθ, yθ, Ggid) → uk
h(ver′yθ

)

gid,yθ
. This algo-

rithm, run by an AA, takes the AA’s master key
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MKθ, an attribute yθ, and an user-central-key Ggid

as input. It then outputs a key-update-key uk
h(ver′yθ

)

gid,yθ
associated with the attribute yθ that a DU with the
user-central-key Ggid is requested.

• AKUpdate(AKgid,θ, uk
h(ver′yθ

)

gid,yθ
)→ AK ′gid,θ. This al-

gorithm, run by a DU, takes the DU’s user-attribute-

key AKgid,θ and a key-update-key uk
h(ver′yθ

)

gid,yθ
for

the DU as input, and it outputs an updated user-
attribute-key AK ′gid,θ for the DU.

Definition 4. The Key-Escrow-Free MA-CP-
ABE Scheme with Dual-Revocation is correct if
for any GP generated by GSetup(λ) algorithm,
for any set of {PPθ,MKθ, hkxθ} generated by
ASetup(GP ) algorithm, for any CT encrypted by
Encrypt(m, (M,ρ), GP, {PPθ}θ∈F ) algorithm on data m

and converted by CTConvert(c̃t, {hkxθ}
h(verxθ )

xθ=ρ(i),θ∈F )

algorithm, for any secret key (Ggid, {AKgid,θ})
generated by GKeyGen(GP, gid) and
AKeyGen(GP,MKθ, Ggid,Sgid,θ) algorithms, it is
true that Decrypt(CT,Ggid, {AKgid,θ}θ∈F ) = m if and
only if the attribute set Sgid = ∪θ∈FSgid,θ satisfies (M,ρ)
and the version values of the corresponding components
in the both of {AKgid,θ} and CT are match.

3.3 Security Model and Security Re-
quirements

We consider potential attackers in the collaborative cloud
storage system as follows: 1) The CA and each AA are
assumed to be honest such that each of them does not col-
lude with any other entity. However, CA or any AA can
be corrupted by attackers, and also it should be prevented
from decrypting any ciphertexts individually. 2) The CS
is assumed to be minimally trusted. It might attempt
to obtain the content of the encrypted data although it
correctly performs the tasks assigned by legitimate enti-
ties. 3) Each DU is assumed to be dishonest and mali-
cious, and he/she might attempt to obtain access to data
beyond his/her access privilege. To simplicity, we clas-
sify dishonest and malicious DUs in the system into three
categories: (a) unauthorized DU is a user who does not
have sufficient attributes satisfying the access policy of
the encrypted data. (b) partially revoked DU is a user
whose attribute set no longer satisfies the access policy of
the encrypted data. (c) fully revoked DU is a user whose
access privilege is no longer valid in the system.

Now, we present a security model for the proposed
Key-Escrow-Free Multi-Authority CP-ABE Scheme with
Dual-Revocation. The security model is described by a
game between a challenger B and an adversary A. The
phases of the game are following:

Global Setup. The B runs GSetup algorithm and sends
the global parameters to the A.

Init. In this phase, The A specifies a set of corrupted
authorities C ⊆ N , where N is the set of all author-
ities. We assume that the A can corrupt at most
|N | − 1 number of authorities. In addition, the A
declares a challenge access structure (M∗, ρ∗) along
with the target version numbers {ver∗xθ}xθ=ρ∗(i) for
each attribute included in the challenge access struc-
ture, which he will try to attack.

Authority Setup. For non-corrupted authorities N−C,
the B obtains the public parameters and master key
by running ASetup algorithm and gives the public
parameters to the A.

Phase 1. The A makes secret key and key-update-key
queries adaptively as follows:

• Secret key queries: A secret key consists of
a user-central-key and a set of user-attribute-
keys for an attribute set Sgid. The A
makes secret key queries by submitting Sgid =⋃
θ∈N−C Sgid,θ, where Sgid ∪

⋃
θ∈C Uθ does not

satisfy the challenge access structure. The
B responds to each query by returning a
user-central-key Ggid along with set of user-
attribute-keys {AKgid,θ}θ∈N−C .

• Key-update-key queries: The A makes key-
update-key queries by submitting (xθ, Ggid)
along with a version number verxθ for the
attribute xθ, where xθ must be in Sgid =⋃
θ∈N−C Sgid,θ and 2 ≤ verxθ ≤ ver∗xθ . The
B responds by returning the corresponding key-

update-key uk
h(verxθ )

gid,xθ
to the A.

Challenge. The A submits two equal length messages
m0 and m1 to the B. The B flips a random coin
b ∈ {0, 1}, encrypts mb under the access structure
(M∗, ρ∗) and sends the ciphertext CT ∗ to the A,
where the version numbers of each attribute in the
access structure are equal to the corresponding ver-
sion number ver∗p(·) given with the challenge access
structure.

Phase 2. Phase 1 is repeated.

Guess. The A makes a guess b
′

for b and it wins if b = b
′
.

The advantage of an adversary A in this game is de-
fined as Pr[b = b

′
]− 1/2.

Definition 5. Key-Escrow-Free Multi-Authority CP-
ABE Scheme with Dual-Revocation is selectively secure
(against static corruption of authorities) if all polynomial
time adversaries have at most a negligible advantage in
this security game.

Our scheme also guarantees the following security re-
quirements which are basic requirements for revocation:

Collusion Resistance: Any fully revoked/partially re-
voked DU should be prevented from decrypting any
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ciphertext, to which he/she is not authorized to ac-
cess, by colluding with CS (type-A) or any non-
revoked DU (type-B).

Forward Secrecy: Any partially revoked DU should be
prevented from decrypting any ciphertext which re-
quires the attributes which are revoked from the DU
to decrypt. Any fully revoked DU should be pre-
vented from decrypting any ciphertext.

Backward Secrecy: Any new/non-revoked DU should
be able to decrypt any ciphertext as long as the DU
has sufficient attribute set satisfying the access struc-
ture of the ciphertext.

4 Data Access Control by Key-
Escrow Free Multi-Authority
CP-ABE with Dual Revocation

4.1 Overview

We now present our Key-Escrow-Free Multi-Authority
CP-ABE Scheme with Dual-Revocation that can enable
a secure and scalable data access control for collabora-
tive cloud storage systems. As previously mentioned, our
scheme introduces a dummy attribute called the essential
attribute and makes use of a certificate authority (CA)
apart from attribute authorities (AAs). Although our
scheme separates authorities into a CA and multiple AAs,
CA acts as an AA by handling the essential attribute be-
sides setting up the system. The essential attribute is
used in our scheme for dual-purpose: to achieve user re-
vocation mechanism and key escrow free property. The
essential attribute, therefore, must be included in the ac-
cess structure of each ciphertext. Moreover, each user is
required to possess an additional user-attribute-key which
is associated with the essential attribute besides the DU’s
user-attribute-keys that are associated with a different set
of attributes from different domains. Note that CA will
be included in all the AA notation throughout this paper
since it is involved in two different roles in the system.

In our construction, an access structure is formed from
a boolean formula that expressed as a binary access tree
which has two subtrees connected to an AND root gate.
While one subtree consists of only leaf node associated
with the essential attribute, the other subtree is formed
from an access policy defined by the DO over a set of
meaningful attributes, where interior nodes are AND or
OR gates and the leaf nodes correspond to the attributes.
Using the LSSS generation algorithm [18], one can con-
vert any access trees into their equivalent LSSS matri-
ces. Since the access structure is defined over a set of
attributes from different AAs including CA, a DO en-
crypts his/her data under the access structure by using
the public parameters of the relevant AAs including CA; it
results in an ill-formed ciphertext. Before publishing the
ill-formed ciphertext, CS converts it into a well-formed

ciphertext by using a set of the corresponding ciphertext-
heal-keys . To decrypt any ciphertext, a DU must have a
user-central-key issued by CA and a set of user-attribute-
keys satisfying the access structure of the ciphertext, in
which the user-attribute-key associated with the essential
attribute must be valid.

Our scheme supports both user revocation and at-
tribute revocation, and we call it dual revocation. We
achieve both user revocation and attribute revocation
mechanism by applying the same technique, but CA is
in charge of user revocation controller by handling the
essential attribute and any AA is in charge of attribute
revocation controller by handling the corresponding at-
tribute. In our revocation mechanism, the revocation
controller defines an attribute secret and a system-wide
version number for each attribute in the system at the
domain setup phase. The version number of the attribute
indicates the evolution of the attribute’s attribute secret,
and all the version numbers are initially set to 1. More-
over, each version number is hashed to a version value
which will be embedded into the corresponding attribute
component in ciphertexts and user-attribute-keys. When-
ever any revocation event takes place, the attribute secret
for the involved attribute is replaced with a new one, and
its version number is increased by 1. Since the attribute
secret for the involved attribute is redefined, the corre-
sponding attribute component in the public parameters,
ciphertexts and non-revoked DUs’ attribute-secret-keys
must be updated in order to guarantee backward secrecy.
In order to avoid the impracticality of the frequent update
of the public parameters, we introduce ill-formed cipher-
text and ciphertext-heal key components in our scheme,
as mentioned above. The ciphertext-heal keys are gener-
ated by the revocation controller for the purpose of the
subsequent data publication data instead of updating the
corresponding component in the public parameters. The
revocation controller also generates a ciphertext-update
key for updating the corresponding attribute component
in ciphertexts. Once CS receives the ciphertext-update
key, it updates the corresponding attribute component in
the ciphertexts by using proxy re-encryption technique [5]
but in a unidirectional way. For the purpose of updating
the corresponding attribute component in non-revoked
DUs’ user-attribute-keys, the revocation controller gen-
erates a unique key-update-key for each non-revoked DU
on demand whenever the DU requests. The DU’s re-
quest is triggered by the detection of whether any at-
tribute component of his/her user-attribute-key is state-
less. This detection is made upon the decryption process
by matching the corresponding version values in both the
ciphertext and the user-attribute-key. Upon receiving the
key-update-key, the DU updates his/her key to its lat-
est version. The increased version values are embedded
within ciphertext-heal-keys, ciphertext-update-keys and
key-update-keys; With these keys, the version values of
the corresponding attribute components in ciphertexts
and non-revoked DUs’ user-attribute-keys are updated to
their latest version as well.



International Journal of Network Security, Vol.20, No.1, PP.95-109, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).11) 102

4.2 Construction

Let N denote the set of all the authorities including CA
and Aθ be an authority with the index θ. In addition, let
Uθ denote a set of attributes managed by an Aθ and let
F ⊆ N denote a set of the relevant authorities including
CA from them some attributes are involved in the access
structure for the encryption.

The construction of our scheme is presented as follows:

System Initialization: The CA sets up the system by
running the GSetup algorithm and also sets up its
own domain by running the ASetup algorithm. After
setting up its domain, CA sends a ciphertext-heal-
key related to the essential attribute to CS. In the
Collaborative Cloud Storage System, any entity can
simply act as an AA by setting up its own domain
with the ASetup algorithm. After setting up its do-
main, it sends a set of ciphertext-heal-keys, each is
related to an attribute of the domain, to CS.

• GSetup(λ). It first chooses a bilinear group G0

of prime order p with generator g and a bilinear
map e : G0 × G0 → G1. In addition, CA gen-
erates a pair of sign SK and verification V K
keys. The global parameters are published as:

GP = (e, g,G0,G1, V K).

• ASetup(GP ). It first chooses randomly
αθ, βθ, δθ, aθ ∈ Zp as its master key and
{txθ , vxθ}xθ∈Uθ ∈ Zp as attribute secrets for the
attributes in the domain. Next, it sets each at-
tribute’s version number verxθ as 1 and selects a
non-cryptographic hash function h(·) that maps
a version number to a hash value. It then out-
puts the authority’s master keyMKθ and public
parameters PPθ as follows:

MKθ = (αθ, βθ, δθ, aθ,

{verxθ = 1, txθ , vxθ}xθ∈Uθ );
PPθ = (e(g, g)αθ , gaθ , gδθβθ ,

{h(verxθ ), Txθ = gtxθβθ}xθ∈Uθ ).

Finally, it generates a set of ciphertext-heal-keys
for all attributes in the domain as follows:

{hkh(verxθ )xθ =
vxθ − txθ

δθ
}xθ∈Uθ

User and Attribute Authorization: When a new
DU joins the system, CA assigns a globally unique
identifier gid to the DU and issues a user-central-key
by running the GKeyGen, on which a signature
of CA. Also, CA generates a user-attribute-key
associated with the essential attribute for the DU by
running the AKeyGen algorithm. Then, CA sends
them to the DU through a secure channel. To get a
user-attribute-key, any DU submits its user-central-
key to an AA. Each AA authenticates any DU by
verifying the signature on the DU’s user-central-key

with the verification key V K issued by CA. If the
DU is a legal DU, then the AA entitles a set of at-
tributes Sgid,θ to the DU according to his/her role in
the domain and then generates a user-attribute-key
for the DU by running the AKeyGen algorithm.
Then, the AA sends the user-attribute-key to the
DU through a secure channel.

• GKeygen(GP, gid). It first chooses a random
uid ∈ Zp and generates a user-central-key for
the DU as follows:

Ggid = guid .

Then, it signs on it with the sign-key SK to
ensure its integrity.

• AKeyGen(GP,MKθ, Ggid,Sgid,θ). It generates
a user-attribute-key which is associated with the
DU’s attribute set in the domain as follows:

AKgid,θ =
(
D1θ = gαθ (Ggid)

aθ ,∀xθ ∈ Sgid,θ :

{h(verxθ ), Dxθ = (Ggid)
vxθβθ}

)
Data Publication: Before outsourcing data m, a DO

defines an access structure (M,ρ). Then, the DO
encrypts the data m under the (M,ρ) by running
the Encrypt algorithm and submits an ill-formed ci-
phertext as the output to CS. After receiving the
ill-formed ciphertext, CS converts it to a well-formed
ciphertext by running the CTConvert algorithm. Fi-
nally, CS publishes the well-formed ciphertext to the
collaborative cloud storage.

• Encrypt(m, (M,ρ), GP, {PPθ}θ∈F ). Let M be
an l×n matrix. The function ρ associates rows
of M to attributes. Then, it chooses a random
vector ~v = (s, y2, ..., yn) ∈ Znp , where y2, ..., yn
will be used to share the encryption exponent s.
For i = 1 to l, it calculates λi = ~v ·Mi, where Mi

is the vector corresponding to the ith row of M .
In addition, it randomly chooses r1, r2, ..., rl ∈
Zlp and computes an ill-formed ciphertext as:

c̃t =
(
C0 = m

( ∏
θ∈F

e(g, g)αθ
)s
, C1 = gs,

{h(verρ(i)), Ci,1 = gri , Ci,2 = g−δθβθri ,

C̃i,3 = (
∏
θ∈F

gaθ )λiT−riρ(i) }i=1...l

)
.

Here, h(verρ(i)) is set by the version value of the
corresponding Txθ in the PP θ, where xθ = ρ(i).

• CTConvert(c̃t, {hkxθ}
h(verxθ )

xθ=ρ(i),θ∈F ). By using a

set of ciphertext-heal keys {hkxθ}xθ=ρ(i),θ∈F ,
it converts an ill-formed ciphertext to a well-
formed ciphertext as:

CT =
(
C0, C1, {h(verρ(i)), Ci,1, Ci,2,

Ci,3 = C̃i,3 · (Ci,2)
hk
h(verxθ

)

ρ(i) }i=1...l

)
.
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Here, h(verρ(i)) is set by the version value of the

corresponding ciphertext-heal-key hk
h(verxθ )
xθ ,

where xθ = ρ(i).

Data Retrieval: Any DU can freely get any ciphertext
CT from CS and obtain the data by running the
Decrypt algorithm if and only if the DU possesses
sufficient attributes Sgid =

⋃
θ∈F Sgid,θ that satisfy

the access structure (M,ρ) of the CT . Note that, in
decryption process, the version values of the attribute
components in the user-attribute-keys are matched
with the version values of the corresponding compo-
nents in the ciphertext for the purpose of detecting
whether there is any component stateless in the DU’s
user-attribute-keys. If there is any mismatch, then it
will trigger the DU to request a key-update-key for
the attribute on which the version number mismatch
occurs from CA or the corresponding AA.

• Decrypt(CT,Ggid, {AKgid,θ}θ∈F ). Suppose
that Sgid =

⋃
θ∈F Sgid,θ satisfies the access

structure (M,ρ) and let I ⊆ 1, 2, ..., l be defined
as I = {i : ρ(i) ∈ Sgid}. Then, it chooses a set
of constants {wi ∈ Zp}i∈I and reconstructs the
secret s as s =

∑
i∈I wiλi if λi are valid shares

of the secret s according to M . The decryption
algorithm first computes:

K =
e(C1,

∏
θ∈F D1θ )∏

i∈I
(
e(Ci,1, Dρ(i))e(Ci,3, Ggid)

)wi
= e(g, g)s

∑
θ∈F αθ .

Finally, it recovers the data by computing:

m = C0/K.

Attribute and User Revocation: When an attribute
revocation event takes place, the AA that man-
ages the involved attribute runs the CKeyGen algo-
rithm to generate a pair of ciphertext-heal-key and
ciphertext-update-key for CS, where the keys are re-
lated to the involved attribute. In the case of user
revocation event, the involved attribute will be the
essential attribute and CA runs the CKeyGen al-
gorithm to generate a pair of ciphertext-heal-key
and ciphertext-update-key related the essential at-
tribute. Upon receiving the pair of keys, CS up-
dates all the ciphertexts which include the involved
attribute in their access structures by running the
CTUpdate algorithm. In the case of user revoca-
tion, all ciphertexts are updated since all ciphertexts
include the essential attribute in its access struc-
ture. Note that CS keeps the new ciphertext-heal-
key for subsequent data publications instead of the
old one. The AA (or CA) generates a unique key-
update-key for the non-revoked DU on demand by
running the UKeyGen algorithm. That is to say that
the key-update-key generation is triggered by the re-
quest from any non-revoked DU. Upon receiving the

unique key-update-key from the AA, the DU updates
his/her corresponding user-attribute-key by running
the AKUpdate algorithm. To simplicity, we suppose
that yθ is the attribute involved in the revocation
event.

• CKeyGen(MKθ, yθ). It first randomly chooses
v′yθ ∈ Zp as new attribute secret for yθ, which
is different from the previous secret v′yθ 6= vyθ
and increases the attribute’s version number by
1 as ver′yθ = veryθ + 1. Then, it generates a
ciphertext-heal-key as follows:

hk
h(ver′yθ

)
yθ =

v′yθ − tyθ
δθ

.

Next, it generates a ciphertext-update-key as
follows:

ck
h(ver′yθ

)
yθ = (ck

′
=
v′yθ − δθ
δθ

, ck
′′

= vyθβθ − δθβθ).

Finally, it updates the master key MKθ into
MK

′

θ by replacing the old attribute secret vyθ
for yθ with new one v′yθ with the increased ver-
sion number ver′yθ .

• CTUpdate(CT, ck
h(ver′yθ

)
yθ ). It updates only the

corresponding component associated with yθ
and sets its version value as the version value

associated with ck
h(ver′yθ

)
yθ as:

CT
′

= (C0, C1,∀i : { if ρ(i) 6= yθ :

h(ver(ρ(i)), Ci,1, Ci,2, Ci,3,

if ρ(i) = yθ : h(ver′(ρ(i)), Ci,1, Ci,2,

C
′

i,3 = Ci,3 · (Ci,1)ck
′

· (Ci,2)ck
′′

}).
• UKeyGen(MKθ, yθ, Ggid). It generates a

unique key-update-key for the non-revoked DU
as follows:

uk
h(ver′yθ

)

gid,yθ
= (Ggid)

v′yθ
βθ .

• AKUpdate(SKgid,θ, uk
h(ver′yθ

)

gid,yθ
). It only re-

places the corresponding component associated
with the involved attribute and its version value

with the corresponding values in uk
h(ver′yθ

)

gid,yθ
as

follows:

SK
′

gid,θ = (D1θ , yθ ∈ Sgid,θ : h(ver′yθ ),

D
′

yθ
= ukgid,yθ ,

∀xθ ∈ Sgid,θ \ yθ : {h(verxθ ), Dxθ}).

4.3 Correctness

If the attribute set S satisfies the access structure, we
have that

∑
i∈I λiwi = s. Therefore:

K =
e(C1,

∏
θ∈F D1θ

)∏
i∈I

(
e(Ci,1,Dρ(i))e(Ci,3,Ggid)

)wi
=

e(gs,
∏
θ∈F g

αθ guidaθ )∏
i∈I

(
e(gri ,g

uidvxθ
βθ )e((

∏
θ∈F (gaθ )λig

−vxθ βθri ,guid )
)wi
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Table 2: Security property comparison

Properties [36] [20] [10] Our
Collusion Resistance (type-A) No No Yes Yes
Collusion Resistance (type-B) Yes No Yes Yes
Forward Secrecy Yes No No Yes
Backward Secrecy Yes No No Yes

= e(gs,g
∑
θ∈F αθ guid

∑
θ∈F aθ )∏

i∈I

(
e(gri ,g

uidvxθ
βθ )e((gλi

∑
θ∈F aθ g

−vxθ βθri ,guid )
)wi

= e(g,g)s
∑
θ∈F αθ e(g,g)uids

∑
θ∈F aθ∏

i∈I

(
e(g,g)

riuidvxθ
βθ e(g,g)λiuid

∑
θ∈F aθ e(g,g)

−vxθ βθriuid )
)wi

= e(g,g)s
∑
θ∈F αθ e(g,g)uids

∑
θ∈F aθ∏

i∈I

(
e(g,g)λiuid

∑
θ∈F aθ

)wi
= e(g,g)s

∑
θ∈F αθ e(g,g)uids

∑
θ∈F aθ

e(g,g)uid
∑
θ∈F aθ

∑
i∈I λiwi

= e(g,g)s
∑
θ∈F αθ e(g,g)uids

∑
θ∈F aθ

e(g,g)uids
∑
θ∈F aθ

= e(g, g)s
∑
θ∈F αθ

Then, the data m is recovered as:

m =
C0

K
=
m
∏
θ∈F (e(g, g)αθ )s

e(g, g)
s
∑
θ∈FA

αθ
=
me(g, g)s

∑
θ∈F αθ

e(g, g)s
∑
θ∈F αθ

5 Analysis of Our System

5.1 Security Analysis

As can be seen in Table 1, our scheme is the only scheme
that supports both user revocation and attribute revo-
cation. Therefore, we first give a comparison between
the proposed scheme and the existing attribute-revocable
MA-CP-ABE schemes [10, 20, 36] in terms of the security
properties defined in Section 3.3.

We will prove the following theorem regarding the se-
curity of our Key-Escrow-Free Multi-Authority CP-ABE
Scheme with Dual-Revocation.

Theorem 1. If the decisional q-parallel BDHE assump-
tion holds then all PPT adversary with challenge matrix
of size l∗×n∗, where l∗, n∗ ≤ q, have negligible advantage
in selectively breaking our system.

Proof. To prove the theorem, we will assume that there
exists a PPT attackerA which has a non-negligible advan-
tage AdvA in selectively breaking our system. Moreover,
we suppose the A chooses a challenge matrix (M∗, ρ∗)
where both dimensions are at most q. Using this attacker,
we will build a PPT simulator B that plays the decisional
q-parallel BDHE problem with non-negligible advantage.
Since we assume that the attacker can corrupt at most
|N −1| authorities, the attacker cannot know the the mas-
ter key of only non-corrupted authority. It implies that
the security proof of our scheme can be proved under q-
parallel BDHE assumption. Thus, in security proof, we
will use only the terms of the q-parallel BDHE assump-
tion instead of all the different gaθ terms of the relevant
authorities.

Global Setup. The B sends the global parameters GP
of the system to the A.

Init. The B takes the q-parallel BDHE challenge ~y, T . It
receives a set of corrupted authorities C ⊆ N and
a challenge access structure (M∗, ρ∗) along with the
target version numbers {ver∗xθ}xθ=ρ∗(i) from the A.
We have that M∗ is a l∗×n∗ matrix, where l∗, n∗ < q.

Authority Setup. For each non-corrupted authority
Aθ ∈ N − C, the B picks random exponents
α′θ, βθ, δθ ∈ Zp and implicitly sets the master key
of the authority to be αθ = α′θ + aq+1 by letting

e(g, g)αθ = e(ga, ga
q

)e(g, g)α
′
θ .

We describe how the simulator programs the public
attribute keys {Txθ}xθ∈U , where U =

⋃
θ∈NA−CA Uθ.

For each xθ ∈ U , it chooses random values zxθ , vxθ ∈
Zp. Let X denote the set of indices i, such that
ρ∗(i) = xθ. The simulator programs Txθ as:

Txθ =
(
gzxθ

∏
i∈X

gaM
∗
i,1/bi · ga

2M∗i,2/bi · · · ga
n∗M∗i,n∗/bi

)βθ
Note that if X = ∅ then we have Txθ = gzxθβθ . Also
note that the public attribute keys are distributes
randomly due to the gzxθ and βθ values.

Therefore, the public parameters of each non-
corrupted authority Aθ are:

PPθ =

(
e(g, g)α

′
θ , gδθβθ , {h(1), Txθ}xθ∈Uθ

)
.

Moreover, the simulator selects randomly ver∗xθ − 1
number of values {v′xθ}ver=2,...,ver∗xθ

∈ Zp for each

xθ ∈ UA and keeps them. Then, the simulator
can calculate a set of ciphertext-heal-keys for all at-
tributes that appear in the challenge access structure,
where each ciphertext-heal-key can be calculated on
its target version number by using v′xθ for version
number ver∗xθ .

hk
h(ver∗xθ

)
xθ =

v′xθ − zxθ
δθ

.

Phase 1. In this phase, the simulator answers secret
key and key-update key queries from the adversary.
Without loss of generality, suppose the simulator is
given a secret key query for Sgid for the version
numbers of all the attributes in Sgid is 1, where
Sgid =

⋃
θ∈N−C Sgid,θ is a set of attributes belonging

to several non-corrupted authorities. Suppose Sgid
does not satisfy M∗ in combination with any keys
that can be obtained from corrupted authorities.

Since Sgid does not satisfy (M∗, ρ∗(i)), there exist a
vector ~w = (w1, ..., wn∗) ∈ Zn∗p such that w1 = −1
and ~w ·M∗i = 0 for all i ∈ I = i|i ∈ [l] ∧ ρ∗(i) ∈ Sgid.
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Then, the simulator chooses a random u′id ∈ Zp and
implicitly sets uid as

uid = u′id + w1a
q + w2a

q−1 + · · ·+ wn∗a
q−n∗+1

= u′id +
∑

i=1...n∗

wia
q+1−i

This is properly distributed due to the u′id. Then it
calculates:

Ggid = guid = gu
′
id

∏
i=1...n∗

(
ga

q+1−i
)wi

Now we describe how to create an user-attribute-
key for every Sgid,θ ⊆ Sgid. It has to create the
user-attribute-keys separately since each subset of
attributes Sgid,θ ⊆ Sgid belongs to different au-
thority Aθ. Each user-attribute key consists of
D1θ , {Dxθ}xθ∈Sgid,θ components. Note that all at-
tribute components in the user-attribute-keys are
created on the version number 1. Then using the
suitable terms from the assumption, the simulator
calculates:

D1θ = gαθgauid = ga
q+1

gα
′
θgau

′
id

∏
i=1...n∗

gwia
q+2−1

= gα
′
θ (ga)u

′
id

∏
i=2...n∗

(
ga

q+2−i
)wi

Now, for all xθ ∈ Sgid,θ, the simulator has to compute
Dxθ component. If xθ ∈ Sgid,θ is not used in the
access structure, for which there is no i such that
ρ∗(i) = xθ, the the simulator can simply calculate:

Dxθ =
(
Ggid

)vxθβθ
If xθ ∈ Sgid,θ is used in the access structure, then the
simulator computes Dxθ as follows:

Dxθ =
(
Ggid

)vxθβθ ∏
i∈X

∏
j=1,...,n∗

(
g(a

j/bi)r·

∏
k=1,...,n∗,k 6=j

(ga
q+1+j−k/bi)wk

)M∗i,jβθ
Towards key-update key queries, the simulator re-
turns a key-update-key for the given attribute and
on the given version number. Suppose that the sim-
ulator is given a key-update-key for (xθ, Ggid) along
with a version number txθ , where xθ ∈ Sgid and
2 ≤ txθ ≤ ver∗xθ . By using v′xθ for the version num-
ber txθ , the simulator calculates a key-update key

uk
h(txθ )

gid,xθ
for each xθ in the similar way of calculating

Dxθ depending on whether xθ is in the challenge ac-
cess structure or not. If xθ is not used in the access
structure, the key-update key can calculate as:

uk
h(txθ )

gid,xθ
=
(
Ggid

)v′xθβθ

If xθ is used in the access structure, then the key-
update key can calculate as:

uk
h(txθ )

gid,xθ
=
(
Ggid

)v′xθβθ ∏
i∈X

∏
j=1,...,n∗

(
g(a

j/bi)r·

∏
k=1,...,n∗,k 6=j

(ga
q+1+j−k/bi)wk

)βθM∗i,j
Challenge. In this phase, we build the challenge cipher-

text. The adversary gives two messages m0,m1 with
equal length to the simulator, The simulator flips a
coin b and contructs

C0 = mb · T ·
∏
θ∈FA

e(g, gs)α
′
θ

and C1 = gs, where T is the challenge term and gs

is the corresponding term of the assumption.

The tricky part is to simulate the Ci,3 values since
this contains the terms that must be cancelled out.
However, the simulator can choose the secret split-
ting, such that these can be cancelled out. The sim-
ulator sets

~v = (s, sa+ y′2, sa
2 + y′3, ..., sa

n∗−1 + y′n∗) ∈ Zn
∗

p ,

where y′2, ..., y
′
n∗ ∈ Zp. We see that the secret s

and the vector ~v are properly distributed, since s
is information theoretically hidden from A and y′i’s
are picked uniformly at random. As as result, since
λi = ~v ·M∗i , we can construct the share of the secret
as:

λi =
∑

j=1...n∗

M∗i,jsa
j−1 +

∑
j=2,...,n∗

M∗i,jy
′
j .

For each row, the simulator chooses a random r′i and
implicitly sets ri = r′i + sbi. For i = 1, ..., n∗, we
define Ri as the set of all k 6= i such that ρ∗(i) =
ρ∗(k). That is the set of all other row indices that
have the same attributes as row i. Using the above,
the B calculates

Ci,1 = grigsbi

Ci,2 = (g−ri · g−sbi)δθβθ

C̃i,3 = T
−r
′
i

ρ∗(i)

( ∏
j=2,...,n∗

(ga)M
∗
i,jy
′
j

)
(gbis)−zρ∗(i)βθ ·

( ∏
k∈Ri

∏
j=1,...,n∗

(ga
j ·s·(bi/bk))M

∗
k,jβθ

)
.

Since C̃i,3 is simulated in a ill-formed way, the simu-

lator also must convert C̃i,3 to a well-formed Ci,3 by

using a set of ciphertext-heal keys {hk
ver∗xθ
xθ }, where

xθ = ρ∗(i).

Ci,3 = C̃i,3 · (Ci,2)
hk
ver∗

ρ∗(i)
ρ∗(i) .

Therefore, the B hands over the ciphertext CT =
((M∗, ρ∗), C0, C1, {Ci,1, Ci,2, Ci,3}) to the A.
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Phase 2. The same as Phase 1.

Guess. The adversary eventually outputs a guess b
′

for
the challenge bit. If b

′
= b the simulator outputs 0

to guess that T = e(g, g)a
q+1s. Otherwise, it outputs

1 to indicate that it believes T is a random group
element in G1.

When T is a tuple the simulator B gives a perfect
simulation so we have that

Pr

[
B(~y, T = e(g, g)a

q+1s) = 0

]
=

1

2
+AdvA.

When T is a random group element the message mb

is completely hidden from the adversary and we have
that

Pr

[
B(~y, T = R) = 0

]
=

1

2
.

Therefore, the B can play the decisional q-parallel
BDHE game with non-negligible advantage.

5.2 Performance Analysis

As can bee seen in Table 1, our scheme is the only
scheme that supports both user revocation and attribute
revocation, whereas MA-CP-ABE schemes in [10, 20, 36]
only support attribute revocation. However, the schemes
in [10, 20] utilize composite order groups. The group op-
erations in composite order groups –group exponentia-
tions and group pairings– are several orders of magnitude
slower than those in prime order groups. More infor-
mation on the comparison between prime and compos-
ite groups can be found [12, 28]. Thus, we exclude those
schemes that are set in composite order groups from per-
formance comparisons, and we give performance analysis
of our scheme by comparing with Yang et al.’s scheme [36]
that utilizes prime order groups as the same as our scheme
does. The comparison is made in terms of storage over-
head, communication cost, and computational efficiency.
Now, we describe the notations used in the comparisons.
Let |G|, |GT |, and |Zp| denote the size of an element in
the source group, the target group, and the field Zp, re-
spectively. In addition, let u and a be the total number
of users and attributes in the system, respectively. More-
over, let s, l, and f denote the number of attributes a user
possess, the number of attributes in an access structure
and the number of matched attributes in a decryption, re-
spectively. Besides, r, k, ak, and nk denotes the number
of AAs involved in an encryption, the number of AAs in
the system, the number of attributes handled by the AA
and the number of AAs from that a user holds his/her
secret key, respectively. Furthermore, let nx and nc be
the number of users who possess an attribute x and the
number of ciphertexts including an attribute in its access
structure, respectively. Finally, let E, ET , and P denote
exponentiation in the source group, exponentiation in the
target group, and pairing operations, respectively.

Storage overhead. From Table 3, we can see the stor-
age overhead on each entity in the schemes, namely
cloud server (CS), certificate authority (CA), at-
tribute authority (AA), data owner (DO), and data
user (DU). In both schemes, the main storage over-
head on CS comes from ciphertexts, but our scheme
brings additional overhead on CS due to ciphertext-
heal-keys. However, it helps to reduce the communi-
cation cost between DOs and the AA on each re-
vocation event; this communication cost exists in
the scheme [36]. As for the overhead on CA, the
scheme [36] brings a considerable amount of over-
head than our scheme does because of a pair of global
public and secret keys of each user in the system. In
both schemes, the main storage overhead on each AA
comes from the attribute secrets of all the attributes
managed by the AA. Besides that, the scheme in [36]
causes a great deal of extra overhead on each AA be-
cause this scheme requires each AA to keep a pair
of global public and secret keys of each user in the
system. While only the public parameters and public
attribute keys of the AAs involved in the encryption
contribute the main storage overhead on a DO in
the scheme [36], in our scheme the public parame-
ters and public attribute keys of the AAs involved in
encryption including CA contribute the main stor-
age overhead on a DO. However, the total overhead
on a DO in our scheme is less than that in [36]. In
both schemes, the storage overhead on a DU comes
from a secret key that consists of the DU’s global
key and keys related to his/her attribute set from
different AAs. However, in our scheme the com-
ponents of secret key associated to the essential at-
tribute brings slightly additional overhead on a DU
than that in [36]. In Table 3, the size of a secret key
is expressed by all components possessed by a DU
who has s number of attributes in the system.

Communication cost. In Table 4, we discuss the com-
munication cost between the entities in the schemes.
To distinguish the communication cost at initializa-
tion phase from that at revocation phase, we use the
notations I: and R:, respectively. In the scheme [36],
CA sends a pair of global public and secret keys
of each user in the system to each AA; it brings
considerable higher communication cost between CA
and an AA. In both schemes, sending user-central-
key/global-key to a DU results in the communica-
tion cost between CA and the DU, and the cost in
our scheme is slightly higher than that in [36]. Due to
the user revocation mechanism –the scheme [36] does
not support– our scheme brings the communication
cost between CA and CS, DU regarding the essen-
tial attribute that CA handles. In both schemes, the
communication cost between CS and a DO, a DU
mainly comes from the transmission of a ciphertext,
and it is higher in the scheme [36] than that in our
scheme. The communication cost between an AA
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Table 3: Comparison of storage overhead

Ents The scheme in [36] Our scheme
CS (2 + 4l)|G|+ |GT | (4 + 3l)|G|+ |GT |; a|Zp|
CA u|Zp|+ u|G| 6|Zp|
AA (2 + ak + u)|Zp|+ u|G| (4 + 2ak)|Zp|
DO ((2 + 2ak)|G|+ |GT |)r ((5 + ak)|G|+ 2|GT |)r
DU |Zp|+ (1 + s+ 2nk)|G| (4 + s+ 2nk)|G|

and a DO comes from the public parameters and pub-
lic attribute keys managed by the AA, which is lower
in our scheme. In both schemes, a secret key associ-
ated with a set of attributes from the AA contributes
communication cost between the AA and the DU,
whereas key-update-key brings the cost upon each
attribute revocation event. This cost is nearly close
in both schemes.

Computational efficiency. We present a theoretical
analysis of the computational efficiency of our scheme
in terms of key generation, encryption, decryption,
ciphertext update and update key generation, as
shown in Table 5 by comparing with the scheme [36].
The most time-consuming operations in ABE set-
tings are group exponentiation and pairing. There-
fore, we present only those operations in the anal-
ysis. In both schemes, the cost of key generation
depends on the number of attributes the DU possess
from the AA. The cost of update key generation upon
each attribute revocation event in the scheme [36] de-
pends on the number of non-revoked users for the in-
volved attribute. In our scheme, the computational
cost coming from update key generation is less than
that in [36] since a key-update-key for a non-revoked
DU is generated on demand in our scheme. In both
schemes, the computational cost on a DO is occurred
by encryption, and the cost linearly increases with
the number of attributes expressing the access struc-
ture in the ciphertext. In both schemes, the cost
by decryption depends on the number of attributes
satisfying the access structure in the ciphertext, and
the computation cost occurred by ciphertext update
upon each attribute revocation event increases lin-
early as the number of ciphertexts including the in-
volved attribute in their access structures. As can be
seen from Table 5, our scheme is more efficient than
Yang et al.’s scheme [36].

6 Conclusion

The existing MA-CP-ABE schemes cannot be applied
to collaborative cloud data storage as data access con-
trol due to the key escrow problem and the absence of
dual revocation mechanism. In this paper, we proposed
a Key-Escrow-Free MA-CP-ABE scheme with Dual Re-
vocation to overcome the issues existing in the previous

Table 4: Comparison of communication cost

Comp’s The scheme in [36] Our scheme
CA&AA u|Zp|+ u|G| -
CA&CS - I: |Zp|; R: 3|Zp|
CA&DU |Zp|+ |G| 5|G|
CA&DO - 2|G|+ |GT |
AA&CS R: 2|Zp| I: a|Zp|; R: 3|Zp|
AA&DU I: (2 + sk)|G|;R: |G| I: (2 + sk)|G|; R: |G|
AA&DO (2 + 2nk)|G|+ |GT | |Zp|+ (1 + nk)|G|+ |GT |
DO&CS (1 + 4l)|G|+ |GT | (5 + 3l)|G|+ |GT |
CS&DU (1 + 4l)|G|+ |GT | (5 + 3l)|G|+ |GT |

Table 5: Comparison of computational efficiency

Components The scheme in [36] Our scheme
KeyGeneration (3 + 2s)E (1 + s)E

Encryption (2 + 5l)E + ET (1 + 4l)E + ET

Decryption fET + (4f + 2k)P fET + (2f + 1)P

CTUpdate 2ncE 2ncE

KeyUpdate nxE � nxE

works. The proposed scheme is key escrow free due to
the fact that any access structure is formed in a way
that attributes from an individual authority cannot sat-
isfy it. In addition, dual revocation mechanism in the
proposed scheme guarantees both forward and backward
secrecy, and it resists any potential collusion attacks as
well. Moreover, our scheme is set in groups of prime or-
der and proved in the standard model under a standard
assumption. Based on the comparison of MA-CP-ABE
schemes regarding their functionalities, the comparison of
attribute-revocable MA-CP-ABE schemes regarding secu-
rity requirements for revocation, and performance anal-
ysis, we demonstrate that our proposed scheme is more
suitable to be applied to collaborative cloud data storage
as a secure and scalable access control.
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Abstract

In this paper, an image encryption algorithm based on
DNA random coding and random operation combined
with chaotic map is proposed. In order to produce se-
quences with more chaotic characteristics, a new spa-
tiotemporal chaotic system is proposed by employing
the Tent-Sine system (TSS) in the coupled map lattice
(CML). SHA-256 hash of the plain image is used to gen-
erate secret keys. The Lorenz Map, Logistic Map and
TSS are applied to generate all parameters the proposed
algorithm needs. In order to get the high randomness and
overcome the limitations of DNA computing rules, encode
the every rows of original image and key image with DNA
rules respectively, which are randomly selected from eight
encoding rules. Then, apply encoded original image to ex-
ecute DNA operations with encoded key image row by row
to obtain the transitional image and the one of the four
DNA operations of every row is determined by logistic
map; Finally, randomly decode the transitional image to
gain the eventual encrypted image. experimental results
demonstrate that the proposed algorithm have ability to
resist typical attacks.

Keywords: Coupled Map Lattice; DNA Coding; Lorenz
Chaotic Map; SHA-256; Tent-Sine System

1 Introduction

With the rapid development of the Internet, the secu-
rity of the image constantly attract people’s attention. in
order to protect the image information are not to be dis-
closed, many image encryption algorithms are proposed
and implemented [4, 16, 22]. Because of bulky data ca-
pacity, high redundancy and strong correlations among
adjacent pixels, typical image encryption algorithms such
as RSA [14], DES [10, 40], AES [15, 21] are not competent

to encrypt such digital images. Nowadays, many image
encryption algorithm have been proposed, such as, image
cryptosystem based on chaos [9, 11, 19, 20, 30], DNA com-
puting [6, 33, 34, 35, 38], fractional fourier transform [1,
36], or cellular automata(CA) [7, 18]. Among those, chaos
based image cryptosystem have attracted extensive con-
cerns because of a natural and close connection between
chaos and cryptography. Such as, sensitive dependence
on initial conditions, pseudo-randomness,ergodicity and
reproduction are primary features of chaos system, which
meets the requirements of encryption. However, digital
implementations of chaotic systems will become periodic
eventually because of finite precision and temporal dis-
cretization can result with the security risks into chaos
based cryptosystem. To overcome the short period is-
sue existing in chaos, spatiotemporal chaotic system with
longer period has been widely employed in image cryp-
tography [2, 17, 31]. To improve the chaotic property of
three maps Logistic, the Logistic-Tent, Logistic-Sine and
Tent-Sine systems were developed [39]. In this paper, TSS
combined with CML is used to obtain longer period and
generate pseudo-random sequences.

Many of the excellent properties of DNA computing
have recently been found, for example: large-scale com-
putational parallelism, huge storage space and tiny en-
ergy loss. Therefore, the use of DNA complementary
rules to encrypt information technology has made great
progress. Zhen et al. [37] proposed an image encryption
algorithm based on spatiotemporal chaotic system and
DNA coding. In this research, logistic and spatiotem-
poral chaotic system are proposed, the mix DNA coding
and eight DNA encode rules will guarantee the efficiency
of image confusion and diffusion. Chai et al. [3] proposed
an algorithm based on memristive hyperchaotic system,
cellular automata (CA) and DNA sequence. In the re-
search, a dynamic DNA encoding scheme is proposed.
Two DNA rule matrices for encoding the plain image and
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two-dimensional (2D) CA are generated from chaotic se-
quences, and they are decided by the plain image, hence
we can obtain different DNA encoding rules for differ-
ent plain image. Wang et al. [26] proposed a novel im-
age encryption algorithm based on DNA computing and
chaotic map. In this research, a kind of spatiotempo-
ral chaos map, such as coupled map lattice is exploited
to confuse the plain image. After encoded the confused
image, permute its rows and columns to obtain the en-
coded cipher image. Hu et al. [8] proposed a novel image
encryption scheme which used hyper dimensional chaotic
systems and cycle operation for DNA sequence. In this
research, the pseudo-random sequence is controlled by a
chens hyper-chaos system, a cycle operation for DNA se-
quences is used to diffuse the pixel values of the image.
After carrying out exclusive-OR operation for decoded
matrices, and then the cipher image is generated.

However, the current DNA encoding image encryption
algorithm still exist problems [13] including: DNA encod-
ing rules are limited, and the limited DNA computation
rules, key sensitivity is low, etc. In view of these problems
in the proposed encryption algorithm, the algorithm pro-
posed in this paper will combine the DNA computing with
the DNA coding rules, Using the excellent characteristics
of chaotic map such as randomness to randomly deter-
mine the DNA encode rules and DNA operations. We
proposed a new DNA XNOR operation that can increase
the choice of DNA computing space. SHA-256 hash of the
plain image is used to generate secret keys, as long as the
original image has a slight change, SHA-256 hash value
will make a huge difference, which enhances the sensitiv-
ity of the cryptosystem.

The cryptosystem utilizes a 256 bit external secret key
K,which is generated by exploited SHA-256 function to
original image. We use K to generate the initial values of
TSS system and one-dimensional logistic map. Hence the
secret keys are extremely related to plain image. the cryp-
tosystem can resist brute force attack, chosen-plaintext
attack and chosen-ciphertext attack. TSS is applied to
generate key image of the size of M*N*4, then use ran-
domly encoded key image to conduct random DNA opera-
tions with encoded three matrices R, G and B components
row by row to obtain three encoded DNA transitional
images,and DNA operation and DNA encode rules are
randomly decided by one-dimensional logistic map. The
Lorenz system [12, 24] is used to generate three sequences.
These sequences are used to permute three encoded DNA
transitional images.

The main contributions of the proposed encryption al-
gorithm are as follows:

1) Exploit the chaotic map randomly determine the
DNA encode rules and DNA operations,then execut-
ing DNA coding and computing row by row to guar-
antee the image’s encoding rules and operations of
each row are randomly selected.

2) A new spatiotemporal chaotic system is constructed
by employing the Tent-Sine system (TSS) in the cou-

pled map lattice (CML).

The rest of this paper is organized in the following man-
ners: Section 2 introduce the basic theory of the proposed
algorithm. The proposed image encryption method is ex-
plained in Section 3. In Section 4, experimental results
and security analysis are proposed. Finally the conclu-
sions are drawn in Section 5.

2 Basic Theory

2.1 TSS-based CML

Algebraic implementation of any chaos map could be pe-
riodic, but the period of discrete dynamic system such
as, the CML is adequately long to ensure cryptosystem
security [26]. The CML defined as in Equation (1):

xj+1 = (1− e)F (xj+1(i) + eF (xj)), (1)

where i=1,2,...,n is the time variable, j =1,2,...,l is the
spatial variable, l is the lattice length (In the proposed
image cryptosystem, l=3. e ∈ (0, 1) expresses the cou-
pling factor, xj(i) expresses the variate for the j th lattice
site at time i. Moreover, the periodic boundary of the
CML is x1(i) = xl+1(i). In order to generate extremely
random sequences, TSS is adopted as the map F (x ):

F (x) =

{
u(1− x)/2 + (4− u) sin(πx)/4 mod 1 x ≥ 0.5
(ux/2 + (4− u) sin(πx)/4) mod 1 x < 0.5

(2)

Where x ∈ (0, 1), u ∈ (0, 4].

2.2 1-D Logistic Map

In this proposed algorithm, we use 1-D logistic map [29]
to select particular category of DNA operations or DNA
encoding rules. 1-D logistic map can be defined as in
Equation (3).

f(x) = rx(1− x) x ∈ [0, 1], (3)

where x ∈ (0, 1), r ∈ (0, 4]. we can figure that when r ∈
(3.9, 4] the random-like sequence is in 0 and 1.

2.3 Lorenz System

As a continuous three-dimensional chaotic system, Lorenz
system is defined by the Equation (4): ẋ = a(y − x)

ẏ = cx− y − xz
ż = xy − bz

(4)

Where a, b, c are system parameters, the system is in a
chaotic state, while a = 10, b = 28, c = 8/3. It is essential
to disperse the system by the fourth-order Runge-Kutta
method for encrypting image.
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2.4 DNA Encoding and Computing

DNA is composed of four deoxynucleotides A (adenine),
G (guanine), C (cytosine), T (thymine), where G and C
are complementary, so are A and T. Generally, 0 and 1
are complement to each other in binary system. Hence,
00, 11, 01, 10 could be encoded into the four bases. There
are 24 kinds of DNA encoding methods according to com-
binatorics, but out of which only 8 coding combinations
are effective because of the complementary relationship
between the four, as listed in Table 1.

Table 1: Encoding and decoding rules

Rule 1 2 3 4 5 6 7 8
00 A A T T C C G G
01 C G C G A T A T
10 G C G C T A T A
11 T T A A G G C C

In image cryptosystem, the gray value of a pixel can be
expressed as its corresponding binary sequence, and then
encoded into a DNA sequence. on the contrary, a DNA se-
quence can be translated into a pixel value. For instance:
The pixel value 196, its binary sequence 11000100 could
be encoded into a DNA sequence GCAC adopting DNA
encoding Rule 5. And so on 55 is gained by decoding the
DNA sequence with Rule 7. Additionally, we apply dif-
ferent operations of DNA sequence to encrypt the image.
The details of the addition, subtraction, XOR DNA op-
erations rules are shown in the following tables, Table 2
to Table 4.

Table 2: XOR operation

⊕ A C T G
A A C T G
T T G A C
C C A G T
G G T C A

Table 3: Addition operation

+ A C T G
A C A G T
T G T C A
C A C T G
G T G A C

Table 4: Subtraction opera-
tion

- A C T G
A C G A T
T G T C A
C A C T G
G T A G C

Table 5: XNOR operation

� A C T G
A C A G T
T T G C A
C A C T G
G T G A C

Inspired by the DNA Addition, Subtraction, and Ex-
clusive OR operations, we proposed XNOR DNA oper-
ation that is shown in Table 5. From this table, we can
detect the the value of each row or column is unique. That
is, the outcome of XNOR DNA operation is distinctive.
In this paper, we will apply these DNA operations rules
to diffuse pixel gray values.

2.5 Hash-256

Hash functions are mainly used to provide the security
service of integrity. Hash-256 is a widely used crypto-
graphic hash function, which generates 256 bits hash value
typically presented as a 64 digit hexadecimal number lit-
erally. Due to its good feature of security, even one-
bit change can lead to a significant difference between
two images. We divide the 256-bit secret key into 8-bit
blocks(ki), so K can also be expressed as follows.

K = k1, k2, k3 · · · , k32

The initial values can be derived as follows.
x1 = x′1 + (k1⊕k2⊕k3⊕···⊕k11)

256

x2 = x′2 + (k12⊕k13⊕k14⊕···⊕k22)
256

x3 = x′3 + (k23⊕k24⊕k25⊕···⊕k32)
256

(5)

xavg =
x1 + x2 + x3

3
, (6)

where x′1,x′2 and x′3 are the initial given values.

3 Proposed Cryptosystem

3.1 Key Image Generation

In the image encryption algorithm, the key image is gen-
erated by the following steps:

Step 1: Use Equation(5) to modify the initial conditions
x′1,x′2 and x′3.

Step 2: On the condition of the parameters e, u and
the modified initial values x1x2 and x3, TSS-based
CML is executed for 500 times for avoiding the tran-
sient effect. Continue to execute the chaotic map for
M +4N times and three pseudo-random sequences
CL1, CL2, CL3 are obtained. CL1, CL2, CL3 are
converted into six sequences as follows:

s′1 = CL1(1 : 2M)
s′2 = CL2(1 : 2M)
s′3 = CL3(1 : 2M)
s′4 = CL1(2M + 1 : 4M +N)
s′5 = CL2(2M + 1 : 4M +N)
s′6 = CL3(2M + 1 : 4M +N)

(7)

sj = floor((s′j × 106 − fix(s′j × 106))× 1010)

mod256, (8)

where j =1, 2, ..., 6, floor(a) returns the nearest inte-
ger to a towards minus infinity, fix (a) rounds a to
the nearest integer towards zero. After executing
Equation (7) and Equation (8), the pseudo-random
sequence of sj (j =1, 2, ..., 6) is in 0 and 255.
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Figure 1: Histogram of the key image

Step 3: The six pseudo-random sequences are handled
to generate tow sequences:I1 of length M and I2 of
length N. Then a key image KI (M,N ) is constructed
by I1 and I2:

I1 = s1(1 : M)⊕ s2(M + 1 : 2M)⊕ s3(1 : M)

I2 = s4(N + 1 : 2N)⊕ s5(1 : N)⊕ s6(N + 1 : 2N)

KI = I1 × I2 =


I11
I12
...
I1M

× [ I21 I22 · · · I2N
]

=


I11I21 I11I22 · · · I11I2N
I12I21 I12I22 · · · I12I2N

...
...

...
...

I1MI21 I1MI21 · · · I1MI2N


Figure 1 shows a sequence of random pixels value which

are generated by the proposed method through histogram.
The information entropy of the generated key image is
7.9979.

3.2 Encryption Algorithm

In the proposed encryption algorithm, particular DNA en-
coding rules and DNA operations are randomly decided
by 1-D logistic map. Firstly, the SHA-256 is applied on
the original image to produce the sequence K and then,
the initial values of the TSS-based CML system can be
calculated using K. Secondly, R,G and B components of
original image and the key image are encoded, applying
a randomly selected rule from Table 1, into four DNA se-
quence matrices. Thirdly, employ encoded key image to
conduct random DNA operations with the encoded plain
images to obtain a transitional image. Fourthly, the tran-
sitional image is permuted by using a Lorenz chaotic se-
quence. Finally, decode the permuted DNA matrix ap-
plying a randomly selected rule from Table 1 to gain the
eventual cipher image. The details of the encryption al-
gorithm is presented as follows:

Step 1: The input is a original image P(M,N,3) which
M and N express the width and height of the image,
respectively.

Step 2: Produce the key sequence K and the initial val-
ues x′1,x′2 and x′3 of the Lorenz system and the ini-
tial value xavg of the 1-D Logistic map according to
Section 2.5.

Step 3: the plain image is divided into three compo-
nents, and we obtain three components, R, G and
B, and convert the R, G, B to binary matrices
R(M,N *8), G(M,N *8) and B(M,N *8), then encode
R, G, B by rows with DNA rules that are decided
by Equation (2) and Equation (9) and gain three
DNA sequence matrices Pr(M,N *4), Pg(M,N *4) and
Pb(M,N *4).

rule = bx× 8c+ 1. (9)

In Equation (9), rule is the selected type of DNA rule,
which occupies an important position in the encoding
stage. The initial value of Equation (2) is provided
by Equation (5) and Equation (6). The details about
DNA rules are shown in Table 1. Each pixel of a row
is coding by particular DNA rule. After all pixels of
image are encoded, the size of encoded images are
4*M *N.

Step 4: Generate key image according to Section 3.1,
then encode KI by rows with DNA rules that are de-
cided by Equation (2) and Equation (9) and obtain
a encoded DNA sequence matrices KIe(M,N *4).

Step 5: Execute DNA operations between the encoded
plain image (Pr, Pg and Pb) and the encoded key
image (KIe) row by row. The particular type of
DNA operations is determined by Equation (2) and
Equation (10). Details on DNA operations are listed
in Table 2 to Table 5.

op = bx× 3c+ 1
pr′ = pr op KIe
pg′ = pg op KIe
pb′ = pb op KIe

(10)

Where op is the selected type of DNA operation.
Carry out the selected operation row by row After the
encoded transitional images are generated, namely
Pr’, Pg’ and Pb’, in the process of this period, four
kinds of DNA operations (XOR, XNOR +, -) are
randomly executed. The size of encoded transitional
images are 4*M *N.

Step 6: Generate three chaotic sequences according to
the initial value x′1,x′2 and x′3 of the Lorenz sys-
tem. Executing Equation (4) with the fourth-order
Runge-Kutta method for 1000 times to avoid the
transient effect, where the step size of the Runge-
Kutta method is 0.001. Continue to iterate Lorenz
system, three pseudo-random sequences sx, sy and
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sz are generated, whose length is M *N *4. Then the
three sequences are handled by Equation (11). (lx, fx) = sort(sx)

(ly, fy) = sort(sy)
(lz, fz) = sort(sz)

(11)

Where sort() is the sequencing index function, fx is
the new sequence after ascending to sx, lx, ly and lz
are the index value of fx, fy and fz, respectively.

Step 7: Convert the three binary matrices Pr′, Pg′ and
Pb′ to three vectors V r(M ∗ N ∗ 4), V g(M ∗ N ∗ 4)
and V b(M ∗N ∗4), respectively. Confuse V r, V g and
V b according to: V r′(i) = V r(lx(i))

V g′(i) = V g(ly(i))
V b′(i) = V b(lz(i))

Step 8: Convert V r′, V g′ and V b′ to three matrices
Re(M,N ∗ 4), Ge(M,N ∗ 4) and Be(M,N ∗ 4), re-
spectively. Decode Re, Ge and Be exploiting a se-
lected DNA encoding rule and generate three matri-
ces Rb,Gb and Bb. The decoding rule is according to
Equation (9). Randomly DNA decoding and DNA
encoding enhance the performance of diffusion pro-
cess of the proposed algorithm.

Step 9: Finally, merge Rb,Gb and Bb images and that is
the ultimate cipher image.The cipher image is with
size M *N.

3.3 Decryption Algorithm

Decryption algorithm is the inverse process of encryption.
receivers should have already obtained the secret keys ap-
plied to encrypt the original images. Then we can decode
cipher images by following steps:

Step 1: Using randomly selected DNA rules, encode the
R, G and B components of the ciphered image. We
obtain three matrices Re, Ge and Be, and we convert
them to three vectors V r′, V g′ and V b′. As it is
mentioned in Step 3 of the encryption algorithm.

Step 2: V r′, V g′ and V b′ are confused vectors. In order
to obtain the non-confused vectors V r, V g and V b,
we invert Step 7 which is mentioned in the encryption
algorithm as follows: V r(i) = V r′(lx(i))

V g(i) = V g′(ly(i))
V b(i) = V b′(lz(i))

Where lx,ly and lz are generated as it is mentioned
in Step 6 of the encryption algorithm.

Step 3: Convert the three vectors V r,V g and V b to three
matrices Pr′,Pg′ and Pb′.

Step 4: Use encoded key image and encoded cipher im-
age to generate the transitional encoded image. The
particular DNA operation is illustrated in Step 5 of
Encryption algorithm. After we invert the step 5 of
the encryption algorithm to obtain Pr, Pg and Pb,
and KIe is obtained and as it is mentioned in Step 4
of the encryption algorithm.

Step 5: Decode the Pr, Pg and Pb to get the R, G and
B components of the plain image. The particular rule
is illustrated in Step 3 of the encryption algorithm.

Step 6: Finally, merge R, G and B images and that is
the ultimate original image.

4 Simulation Result and Security
Analysis

In this paper, we use the standard 256*256*3 color im-
age of ”Lena” as the input image. We utilize MATLAB
7.12 to simulate the encryption and decryption opera-
tions and set parameters e=0.01, u=1.4356, r=1.4356,
x′1=0.5346x′2=0.4846, x′3=0.6969.

4.1 Key Space

A key space larger than 2100 could guarantee high level
of security from the crytography of view [27]. In the pro-
posed cryptosystem, the keys are:

1) The given initial values of x′1,x′2 and x′3.

2) The 256-bit long hash value.

3) The parameters of e and u of TSS-based CML and r
of the logistic map.

For the initial conditions x′1,x′2,x′3, r, e, and u ,if the
precision is 1014, the key space size will be 1084. Further,
the key space of the security SHA-256 is 2128, we can get
the total key space S = 2128*1084 ≈ 3.4*10122, which is
enough to prevent the exhaustive attack. Thus, brute-
force attacks on the key are impossible.

4.2 Key Sensitivity

A good encryption algorithm should be sensitive to the
secret key; that is, a very tiny different in the secret key
will cause a greatly significant change in the output. We
conduct a secret key sensitivity test using a key that is just
little different from the original key to encrypt Lena im-
age. One of the keys x′1, u is altered tinily and keep other
keys parameters unchanged, then the encrypted image is
decrypted by the changed keys. As it can be seen from
Figure 2, no effective information is decrypted, which sug-
gests that the proposed cryptosystem could resist the ex-
haustive attack.
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(a) (b) (c)

Figure 2: Key sensitivity tests: decrypted images while (a) right keys, (b) x′1 + 10−16, (c) u+ 10−15

4.3 The Histogram Analysis

Image histogram is a significant characteristic in image
analysis. An ideal cipher image should has a uniform
frequency distribution. Figure 3 and Figure 4, illustrate
the histograms of the plain and cipher images,it clearly
shows that the histograms of the cipher image is uniform
and random-like, which suggests that the proposed algo-
rithm does not provide any useful statistic information in
the cipher image.

4.4 Information Entropy

The information entropy calculated by Equation (12) is a
significant features for measuring the randomness of the
cipher image. The gray values distribute more uniformly,
the entropy is more close to its ideal value:

H(m) = −
M−1∑
i=0

p(mi)log2p(mi),

M−1∑
i=0

p(mi) = 1, (12)

where mi (i = 0, 1,· · · , M -1) represents the gray values,
p(mi) (i = 0, 1,· · · , M -1) represents the probability of
the symbol s. The entropy should ideally be 8 for a ci-
pher image with 256 gray levels, which indicates that the
information is uncertainty. In the paper the average in-
formation entropy of the cipher image is 7.9985, close to
the ideal value 8. Hence, we conclude that the proposed
algorithm has high randomness. The entropy for cipher
images using different encryption algorithm are calculated
and listed in Table 6, the result of the proposed algorithm
in this paper is larger than other algorithms.

Table 6: Results of information entropy

Algorithm Entropy
Ours 7.9985
[27] 7.9971
[2] 7.9856
[23] 7.9965

4.5 Correlation of Two Adjacent Pixels

To analyze the correlation of the plain image and cipher
image, we have randomly selected 5000 pairs of adjacent
pixels from plain-image and cipher-image and have calcu-
lated the correlation coefficients as follows:

E = 1
N

N∑
i−1

xi

D(x) = 1
N

N∑
i−1

(xi − E(x))
2

Cov(x, y) = 1
N

N∑
i−1

(xi − E(x))(yi − E(y))

rxy = Cov(x,y)√
D(x)
√

D(y)

(13)

The x and y represent gray-level values of two adjacent
pixels. The correlation of R, G and B components of plain
image and cipher image of Lena is shown in Figure 5. Ta-
ble 7 shows that the dependence between adjacent pixels
of the cipher image is much smaller than of plain-image.
These results clearly show that the correlation coefficients
of the plain image are close to 1 while those of the cipher
image are nearly 0 and the distribution of adjacent pixels
is fairly uniform. It indicates that the proposed algorithm
has successfully eliminated the correlation of adjacent pix-
els in the plain image so that neighboring pixels in the ci-
pher image virtually have no correlation. So the proposed
algorithm can resist the statistic attacks.

4.6 Differential Attack

The number of pixels change rate (NPCR) and the unified
average changing intensity (UACI) for the cipher images
are generally applied to evaluate the number of pixels
change rate. C1(i, j ) and C2(i, j ) stand for two cipher
images which corresponding plain images are only one
pixel value difference.

NPCR =

M−1∑
i=0

N−1∑
i=0

D(i,j)

M×N × 100%

D(i, j) =

{
0, C1(i, j) = C2(i, j)
1, C1(i, j) 6= C2(i, j)

UACI = 1
M×N

[
M−1∑
i=0

N−1∑
i=0

|C1(i,j)−C2(i,j)|
255

]
× 100%,

(14)
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(a) (b) (c)

(d) (e) (f)

Figure 3: (a) plain image Lena-R, (b) plain image Lena-G, (c) plain image Lena-B, (d) the histogram of the plain
image Lena-R, (e) the histogram of the plain image Lena-G, (f) the histogram of the plain image Lena-B

(a) (b) (c)

(d) (e) (f)

Figure 4: (a) The encrypted image Lena-R, (b) The encrypted image Lena-G, (c) The encrypted image Lena-B,
(d) the histogram of the encrypted Lena-R, (d) the histogram of the encrypted Lena-G, (f) the histogram of the
encrypted Lena-B.

Table 7: The related correlation coefficient between plain-image and cipher image

Scan direction
Lena

Plain image Cipher image
R G B R G B

Horizontal 0.9828 0.9725 0.9725 0.0095 0.0183 0.0034
Vertical 0.9689 0.9700 0.9486 -0.0026 0.0001 -0.0035
Diagonal 0.9704 0.9585 0.9585 0.0078 -00039 0.0052
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(a) (b) (c)

(d) (e) (f)

Figure 5: Distribution of two horizontally adjacent pixels in the plain image of Lena in the (a) red, (b) green, (c)
blue components. The distribution of two horizontally adjacent pixels in the cipher-image of Lena in the (d) red, (e)
green, (f) blue components.

where M and N are the width and height of the cipher
image, respectively. In order to evaluate the plain im-
age sensitivity of the proposed algorithm, one pixel ran-
domly selected from the plain image is changed. Two
cipher images are generated by encrypting the plain and
the modified plain images using the proposed algorithm.
The UPCR and UACI between the two cipher images are
listed in Table 8 (The experiment is performed over 100
times.). So we can see that the NPCR and UACI are
extremely close to the expected values, so the proposed
algorithm has the ability to resist the differential attack.

4.7 Data Loss Attack

An ideal cryptosystem should be against data loss attack
through transmission and storage. The size of 64*64,
128*128, 256*128 are deleted from the cipher image to
evaluate the robustness of the proposed algorithm against
the cropping attack, which are shown in Figure 6 (a)-(c).
The corresponding decrypted images are shown in Fig-
ure 6 (d)-(f) can still be recognizable. So we prove that
the proposed algorithm has the ability to resist the data
loss attack.

5 Comparison

To demonstrate its superiority, the proposed cryptosys-
tem is compared with the existing image encryption tech-
niques towards some performance indicators, as in Ta-
bles 6 and 8. For key space analysis, it is sufficiently
large to resist the exhaustive attack. The correlation co-
efficients of our cryptosystem are more close to 0 than

the encryption methods [5, 25, 28, 32], which reveals that
the cryptosystem withstands the statistical attack bet-
ter. The information entropy in this paper is higher com-
pared with those in [2, 23, 39]. Table 8 exhibits that the
NPCR, UACI values of the proposed cryptosystem are
close to the ideal values, meaning the image cryptosys-
tem with the ability to against the known-plaintext and
the chosen-plaintext attacks.

6 Conclusions

In proposed algorithm, a robust image encryption algo-
rithm established on the spatiotemporal chaotic system
and DNA operation is proposed. We proposed TSS com-
bined with CML to make up a new spatiotemporal chaos
for generating more random sequences. In the DNA oper-
ation process, adding the DNA XNOR operation, through
this improvement, not only improve the randomness of the
encryption,but also enhance the pixels diffusion effect. In
order to guarantee the sensitivity of the cryptosystem, the
algorithm randomly determine the DNA encode rules and
DNA operation which is decided by one-dimensional lo-
gistic map. Through the experimental result and security
analysis, we find that our algorithm has good encryption
effect, larger secret key space and high sensitive to the
secret key. Furthermore, the proposed algorithm also can
resist most known attacks, such as statistical analysis and
exhaustive attacks. All these features show that our al-
gorithm is very suitable for digital image encryption.
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Table 8: Results of NPCR and UACI

Image
NPCR UACI

R G B R G B
Our (Lena) 99.6395 99.6378 99.6564 33.6875 33.4883 33.4796

Our (Peppers) 99.6404 99.6299 99.6283 33.3998 33.5734 33.5387
[5] 99.60 99.60 99.59 33.52 33.49 33.38
[25] 99.6086 99.6086 99.6086 33.5000 33.5000 33.5000
[32] 99.61 99.61 99.61 33.38 33.38 33.38
[28] 99.5862 99.2172 98.8479 33.4834 33.4639 33.2689

(a) (b) (c)

(d) (e) (f)

Figure 6: The encrypted Lena with (a) 1/16, (b) 1/4, (c) 1/2 data cropping; corresponding decrypted images (d)-(f)
from (a)-(c).
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Abstract

Recently, cost-based Autonomous Response System
(ARS) proposals are based on intrusion detection analy-
sis. However, the implementation of the analysis in multi-
class classification-based ARS potentially leads to a wrong
response action set decision. This is because the analysis
may produces irrelevant response value, as it is not consid-
ering the false possibility in a true positive condition. In
this paper, we introduce ARS based on cost analysis from
a multi-class classification output. The analysis is not
only considering the possibility of a right response, but
also the possibility of a wrong response from false classi-
fication prediction. The response value and expected lost
rate are introduced to quantitatively estimate the best
response action set. Our simulation for Denial of Service
(DoS) attack cases, confirmed the capability of response
action set decision algorithm. Our proposed system pro-
vides more accurate estimation of response value which
leads to lower expected lost rate.

Keywords: Autonomous Response System; Classification;
Decision Analysis; Denial of Service; Intrusion Detection

1 Introduction

To stop the traffic flooding attack in Denial-of-Service
(DoS) is one important task in network security. Intru-
sion Detection and Response System (IDRS) is one se-
curity mechanism which aims to mitigate the attack im-
pacts on a victim while keeping the damage level to a
minimum [8]. Autonomous response system (ARS) is a
kind of IRS, which responses to the detected attack au-
tonomously without human intervention. The system is
not only required to accurately detect the attacks, but
also adaptively determines the best response action set
to stop the attacks. Actions such as traceback [28], In-
trusion Detection System (IDS) based filtering [12, 16],

rate-limiting [13, 20], artificial immunity [1, 2], are exam-
ples of DoS attack response proposals. And in [17], the
defensive mechanism was categorized by capability focus
of each approach.

The heart of an ARS is the decision analysis process,
as it is responsible for the decision to be made. Research
on cost-based decision analysis has their own character-
istics and mechanism in determining the variables. Most
approaches obliged to assess every single risk and cost em-
broiled in decision analysis, such in [3, 6, 10]. But, the
major issue of cost-based decision analysis is the neces-
sity to estimate many building factors which have to be
defined first during implementation.

To overcome above limitations, several research has
proposed the decision analysis, which only directly con-
cerns with IDS effectiveness. In [25], they have pro-
posed decision analysis which considers damage lost and
response cost consequences by no intrusion condition.
These approaches have not considered the lost or cost
consequences by intrusion condition. And in [15], they
have modified the previous analysis of cost and lost con-
sequences according to IDS possible conditions which are
no intrusion and intrusion. The research has proposed
IDS value to quantitatively measure IDS effectiveness by
considering most relevant costs of the decision process.
Cost analysis also used in Intrusion Detection Network
research [4, 5] which used to measure the effectiveness of
detection feedbacks in collaboration selection process.

However, the cost-based decision analysis for intrusion
detection cannot be directly applied to the multi-class in-
trusion classification cases. Furthermore, it potentially
leads to less precise response action set and higher lost
rate. This is because the output of intrusion classification
provides more action set possibilities. Thus, the decision
analysis must take into account all consequences possi-
bility, including from wrong response possibility. This is
because there is still the possibility of false in every classi-
fication algorithm. From previous intrusion classification
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Table 1: Example of intrusion classification output case

algorithm research reports; such in [18, 19, 22]; still, no
classifier has a perfect accuracy. For example, in Table 1,
the true positive (TP ) state in intrusion classification,
may consist of several specific false predictions, such as
TPAB (false as attack A was predicted as attack B), etc.
Each false prediction will take effect on cost and lost con-
sequences in the decision analysis. When this situation is
neglected, then the lack of proper decision may be ended
in higher system lost.

Therefore, we propose false-aware cost-based decision
algorithm for classification-based ARS. Our decision algo-
rithm quantitatively estimates response value of each pos-
sible set of response action, and determine best response
action set based on response value. We have upgraded
the state-of-the-art cost-based decision analysis in [15],
by considering the possibility of right or wrong response
consequences in the analysis process. Thus, it leads to es-
timate the relevant best response action set, as it provides
more precise response value estimation on all possible re-
sponses. We have validated and tested the decision algo-
rithm by synthetic confusion matrices and by the used of
three different classification algorithms using KDD Cup
1999 DoS/DDoS revised dataset in [24].

Our decision analysis can accommodate the necessity of
cost-based decision analysis for classification-based ARS.
To the extent of our knowledge, this is the first research
that shows false-aware cost-based decision analysis on in-
trusion classification. Our decision analysis provides a
quantitative estimation of response value and expected
lost rate based on classification output. Our proposal is
important due to the recent development of ARS, which
does not only detect the existence of attack but also deter-
mines relevant response action set. In addition, our paper
differs from the related study by providing a complete al-
gorithm that covers an autonomous response capability.

This paper is orderly written as follows. In Section 2,
discuss the state-of-the-art of response system. In Sec-
tion 3, our novel decision analysis proposal is introduced
with an example of an intrusion classification case. Sec-
tion 4 shows the response system design in complete
framework and algorithm, and also discuss experimental
and performance evaluation procedure. Finally, in Sec-
tion 5, the evaluation results are shown and analyzed to
validate our proposal. Section 6 summarized our conclu-
sions and an open problem for possible further research.

2 Related Work

In respect of response system, decision analysis has al-
ready been studied in previous research. Game theory
is one widely used analysis in response system. In [29],
they proposed automated response based on a Stackel-
berg stochastic game which is a two-player game-theoretic
response and recovery strategy, named response and re-
covery engine (RRE). The multi-objective response action
selection quantitatively ranks by fuzzy logic, and the op-
timal action is determined from game-theoretic optimiza-
tion process.

The probabilistic method also occupied in decision
analysis. In [14], a probability analysis based on stochas-
tic Petri nets, consider detection result in a network
which comprised of many nodes. By adjusting a mini-
mum threshold, a dynamic response system was devel-
oped based on the detected attacker strength. Rein-
forcement learning was used in [13], which proposed au-
tonomous response by distributing reinforcement learn-
ing of throttle agents. Those agents adaptively and au-
tonomously response DoS attack by learning the scale of
rate-limiting action during reinforcement learning.

Cost-benefit analysis is one promising method in re-
sponse system [15]. However, it has limitation as all of
the cost must be defined first and have to be updated
periodically, otherwise it will be static cost analysis. Re-
search in [11] has proposed risk analysis by damage cost,
operational cost and response cost in a cost-sensitive anal-
ysis for IDS. This proposal determines the autonomous
response, according to the cumulative cost matrix that
combines the different cost features. While others work
in the scope of technical approach, in [6] has proposed a
cost-benefit analysis which has considered the technical
and managerial aspects. The analysis estimates the Re-
turn on Investment (ROI) variables in determining best
IDS system which provides better ROI.

Cost-based decision analysis based on intrusion detec-
tion in [5, 15, 25, 26] have gone beyond the static cost
by dynamically calculate the cost based on IDS output.
In [25, 26], they have proposed decision analysis based on
cost per unit lost ratio, which considers damage Lost and
response Cost by no intrusion condition. Then, [15] have
upgraded the decision analysis by simplifying cost-benefit
estimation. It proposed IDS Value to quantitatively mea-
sure IDS effectiveness by considering most relevant costs
in an ARS (Believe Desire Intention (BDI) agent environ-
ment.

Research in [5] also consider cost analysis of detection
feedbacks by the used of false positive and false nega-
tive feedbacks. However, those proposals still not pay
attention to the possibility of wrong response in intrusion
classification output case. We develop beyond those exist-
ing cost-based decision analysis by concentrating on cost-
based analysis which considers the possibility of wrong
response.
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3 False-Aware Cost-based Deci-
sion Analysis

Research in [5, 15, 25, 26], are fundamentally con-
structed our false-aware cost-based decision analysis for
classification-based response system. The analysis con-
sists of response decision nodes and event nodes. A re-
sponse decision node is possible response action taken by
response system at an operating point. An event node
is network condition uncertainty at an operating point.
From the combination of possible taken response and con-
dition uncertainty, decision analysis may end up in con-
sequences which are cost or lost condition. In decision
analysis, the first important step is to determine the en-
vironment and workflow of the system. It significantly af-
fects the result of decision analysis. In this proposal, the
analysis is developed according to the framework such in
Figure 1.

Definition 1. The Possible responses are all possible re-
sponse actions that available for the ARS to react to any
predicted attack.

The possible responses at a given operating point are
whether the system chose to respond or not respond to
any predicted attack. By this situation, the possible re-
sponses are no-response and response to the predicted at-
tacks. In classification case, the predicted attack may
consist of several types of attack. Thus, the possible re-
sponses are no-response and power set of responses to pre-
dicted attacks. For example, from a classification report
such in Table 1, the all possible responses are no-response,
response to attack A, response to attack B, and response
to both attacks A and B.

Definition 2. Cost is a condition where the system takes
any precautionary response action. The response took spe-
cific cost related to certain action set, based upon the pre-
dicted class of attack.

Definition 3. Lost is a condition where the system suf-
fers any lost from the attack as system take no-response
or wrong response when the attack occurred. The lost is
related to damage lost from not responding to the predicted
class of attack.

We have upgraded the decision tree analysis proposed
in [5, 15, 25, 26], by considering all possible consequences
according to intrusion classification output. Our decision
tree analysis not only considers lost consequence by the
no-response decision but also lost consequence by wrong
response decision. This approach is based on the real
condition probability from possible responses. As system
took response due to any certain type of attack, it might
end up in cost consequence when the response was right,
or in lost consequence as the response was wrong. From
this process, we have optimized the decision tree analysis
as depicted in Figure 2.

Definition 4. The expected cost of response is the sum
of product of expected consequence if the system takes any

Figure 1: Traffic flow in our proposed ARS

response. In intrusion detection case, the expected cost of
response is related to false positive, false negative, and a
true positive.

In a cost-based decision analysis for intrusion classifica-
tion, it estimates the expected cost and lost condition for
each possible response. From classification output con-
fusion matrix in Table 1, the system has information of
hit rate (H = TP/(TP + FN)) and False alarm rate
(F = FP/(FP +TN)). Given the prior probability of an
intrusion is happening (p), the expected cost in each pos-
sible condition is then estimated by decision tree analysis
in Figure 2.

Definition 5. The expected cost of an operating point is
the sum of the product of the expected cost of response
from each possible condition. Thus, the expected cost per
unit lost of operating point (M) is the cost of an operating
point normalized by unit lost.

The expected cost per unit lost of an operating point is
dependent on the cost of an operating point in No-Alarm
and in an Alarm condition. To estimate the cost per unit
lost ratio (M), all cost per unit lost ratio of all possible
responses need to be defined first. For example, in clas-
sification case such in Table 1, the all possible responses
are summarized in Table 2. In No-Alarm condition, the
cost per unit lost ratio given every possible response are
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Table 2: Cost analysis based on possible responses in Table 1

Report Traffic PossibleResponse
No Response Response Attack

A
Response Attack
B

Response Attack
A B

No
Alarm

Normal 0 C(TN) C(TN) C(TN)

Attack A L(FNA) C(FNA) L(FNA) C(FNA)
Alarm Normal 0 C(FPA) C(FPB) C(FPA + FPB)

Attack A L(TPAA + TPAB) C(TPAA) +
L(TPAB)

C(TPAB +
L(TPAB + TPAA)

L(TPAB) +
C(TPAA + TPAB)

Figure 2: Cost-based decision tree for intrusion classifica-
tion that considers right or wrong response

such in Equation (1) to Equation (4).

M(NoResponse|NoAlarm)

= C(NoResponse|normal) + C(NoResponse|AttackA)

= p(1−H)

(1)

M(ResponseA|NoAlarm)

= C(ResponseA|normal) + C(ResponseA|AttackA)

=
C

L
((1− p)(1− F )) +

C

L
(p(1−H))

(2)

M(ResponseB |NoAlarm)

= C(ResponseB |normal) + C(ResponseB |AttackA)

=
C

L
((1− p)(1− F )) + (p(1−H))

(3)

M(ResponseA+B |NoAlarm)

= CResponse(A+B)|normal) + C(Response(A+B)|AttackA)

=
C

L
((1− p)(1− F )) +

C

L
(p(1−H))

(4)

From Equation (1) to Equation (4) system can esti-
mates expected cost to lost ratio from No-Alarm condi-
tion which is such in Equation (5).

MNoAlarm =

min


(p(1−H)),
C
L (((1− p)(1− F )) + (p(1−H)))),
((C

L ((1− p)(1− F ))) + p(1−H)),
(C
L ((1− p)(1− F )) + (p(1−H)))


(5)

The same procedure is performed to estimate the cost
per unit lost ratio in an Alarm condition. The cost per
unit lost ratio is estimated as every possible response
given Alarm condition, such in Equation (6) to Equa-
tion (9).

M(NoResponse|Alarm)

= C(NoResponse|normal) + C(NoResponse|AttackA)

= pH(
(TPAA + TPAB)

TP
)

(6)

M(ResponseA|Alarm)

= C(ResponseA|normal) + C(ResponseA|AttackA)

=
C

L
((1− p)F (

FPAA

FP
) + pH(

TPAA

TP
))

+ pH(
TPAB

TP
)

(7)

M(ResponseB |Alarm)

= C(ResponseB |normal) + C(ResponseB |AttackA)

=
C

L
((1− p)F (

FPBB

FP
) + pH(

TPAB

TP
)) + pH

(8)

M(ResponseA+B |Alarm)

= C(ResponseA+B |normal) + C(ResponseA+B |AttackA)

=
C

L
((1− p)F + pH)) + pH(

TPAB

TP
)

(9)

Thus, the expected cost to lost ratio given Alarm con-
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dition will be such in Equation (10).

MAlarm =

min


pH( (TPAA+TPAB)

TP ),
C
L ((1− p)F (FPAA

FP ) + pH(TPAA

TP ))
+pH(TPAB

TP ),
C
L ((1− p)F (FPBB

FP ) + pH(TPAB

TP )) + pH,
C
L ((1− p)F + pH)) + pH(TPAB

TP )


(10)

Finally, the expected cost per unit lost(M) is the sum
of the product of the expected cost per unit lost of detec-
tor’s reports at an operation point which are No-Alarm
and Alarm condition, which is M = MNoAlarm+MAlarm.

Definition 6. The response value such in [15]; namely
IDS value; is an estimated value of the possible responses
at a given operating point.

It was derived from the normalization between actual
reduction of expected cost and maximum possible reduc-
tion of expected cost. Actual reduction of expected cost
is the reduction of actual expected cost (M) over the ex-
pected cost which based only on the information of the
probability of intrusion (Mprop). And maximum possible
reduction is the reduction between actual expected cost
per unit lost of operating point (M) over the expected cost
of perfect classifier (Mper). Mprop is the expected cost
that corresponds only to the information of the probabil-
ity of intrusion (p), such in Equation (11). The expected
cost of a perfect classifier (Mper) was achieved when ex-
pected cost per unit lost was applied in a perfect classifier
which has H = 1 and F = 0, such in Equation (12).

Mprop = min(p,
C

L
) (11)

Mper = min(p,
C

L
p). (12)

The system estimates the response value (V ) which is
the same procedure as IDS value from [15] such in Equa-
tion (13). The difference is in response value, the system
objective is to evaluate the value of every action response
set. To extend the analysis, we provide the response value
calculation algorithm in Section 4.

V =
(Mprop −M)

(Mprop −Mper)
(13)

Definition 7. Best response action set (a), is the set
of action determined from related to cost to lost ratio
(C
L ) when decision analysis reaches a maximum response

value.

For the ARS, the best response was automatically de-
termined from minimal expected cost per unit lost. How-
ever, from this analysis, the best response is just the deci-
sion of whether to respond or not to all predicted attacks
(chosen from possible responses). The actual action taken
by ARS is response action set ({a}) at a determined best
response. The best response action set then acquired from
action set which is related to cost to lost ratio (C

L ) from
obtained maximum response value (Vmax).

Definition 8. Lost rate parameter (L) is the expected
lost consequence at a given expected cost per unit lost,
normalized by maximum lost consequence.

To estimate lost rate (L), the system estimates the
maximum cost consequence from confusion matrix in-
put. It is the sum of product of true in true positive,
and all False Negative. From the resulting expected cost
consequence, the system can estimate expected lost con-
sequence by a reduction between maximum lost conse-
quence and expected cost consequence. The lost rate is
then estimated by the expected lost consequence divided
by the maximum lost consequence, such in Equation (14).

L =
(TP + FN)− (M(trueTP+FN)

M |Vmax

TP + FN
. (14)

4 System Design

4.1 Framework and Algorithm

Our proposed system may reside on any node in a net-
work, including in near destination network as it provides
more benefit in security system [22]. Figure 3 repre-
sents our framework. The input of our system is basically
raw incoming traffic records, which is packet level data.
The first stage of our framework is basic features gen-
eration process, which is to generate each traffic feature
of each data traffic. Assumed, the output of traffic fea-
tures generation process is a set of traffic features records
X = {x1, x2, x3, ... xg}. Each data in x then enters the
second stage; the classification system; to predict types
of each individual data in record x. The system evalu-
ates every classification output in confusion matrix and
gets set of g confusion matrix records Y = {y1, y2, y3,
... yg}. Hit rate (H), false rate (F ) and the probability
of attack (p) are straightly calculated from each confu-
sion matrix records y in Y . When the traffic data are
predicted as normal, then the data enter the fifth stage
which is traffic forwarding process. But, when the traffic
data are predicted as an attack, then the system enters
the third stage. At this stage, the system estimates the
response value of each confusion matrix from the earlier
step. The decision analysis applied to estimates a set of
response value of each y; which produces V = {v1, v2, v3,
... vg}. In the final stage, the system determines the best
responses Z = {z1, z2, z3, ... zg} for every estimated re-
sponse value (v). And finally determines best response
action set A = {a1, a2, a3, ... ag} from related cost to lost
ratio (C

L ) at given maximum response value.
In this research, we present the algorithm of au-

tonomous response in Algorithm 1. The algorithm firstly
determines all possible responses of given classification
output (yg), which is no-response and all subsets of the
attack detected responses. Then, the system estimates
the cost per unit lost value for every possible response
in No-Alarm and Alarm condition. This was done by
following decision-tree analysis in Figure 2. All possible
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Figure 3: Framework of classification-based response sys-
tem

responses are represented in a predicted set. The system
then estimates the expected cost per unit lost (Mg) from
the minimal value of MAlarm +MNoAlarm, for every pos-
sible action (represented by col = ∀predicted). From the
expected cost per unit lost calculation (Mg), the system
then estimates the best response (zg), response value (vg)
using Equation (13) and best response action (ag).

4.2 Test and Data Acquisition

In general, we evaluate our proposed ARS in two stages
by doing a comparison between our decision analysis and
state-of-the-art cost-based decision analysis in [15]. First
is validation, using synthetic confusion matrix which best
represents the possible condition of classification output.
Second, we evaluate the system by the used of three differ-
ent classification algorithms. We use KDDCup 99 revised
dataset in [24] as input for three classification algorithm
to evaluate our decision analysis. The classification was
done for all DoS/DDoS data in KDDCup 99 revised, ex-
cept for Pod, teardrop, and Land attack. This proposal
is the extension of our previous research in the classifi-
cation algorithm in [18]. First is Minimal Mahalanobis
Distance Classification (MMDC) algorithm, which is our
proposed classification algorithm. We have upgraded the
algorithm by the used of minimal triangle area Maha-
lanobis distance to classify data from [22, 23]. Second is
Stream Homogeneous Group Classification (SHGC) algo-
rithm, which is our proposal in [18]. And the last is the
covariance feature space classification (CFSC) algorithm
in [7], which is stream group-based classification with-
out homogeneous grouping. However, in this paper, we
only present the comparison to reveal the effectiveness of
false-aware decision analysis, instead of doing a compari-
son between detection or classification algorithms.

Algorithm 1 Response value (V) estimation

1: Begin
2: Initialize input : ConfusionMatrixY =
{y1, y2, · · · , yg} ; p = {predictedattackinyg} ;
q = {actualtrafficinxg}

3: while yg 6= {} do
4: for (C

L ) =0.01 to 0.99 do
5: Calculate H,F, p
6: {attack} ← Powersetof{p}
7: predicted← {normal} ∪ {attack}
8: i← size(predicted)
9: {traf} ← Powersetof{q}

10: actual← {normal} ∪ {traf}
11: j ← size(actual)
12: GenerateCostTableNoAlarm
13: GenerateCostTableAlarm
14: for col = 1 to j do
15: CostNoAlarmorderX(col)) ←

sum(CostTableNoAlarmg(:, col, 1) ∗ (C
L ))

16: LostNoAlarm(orderX(col))) ←
sum(CostTableNoAlarmg(:, col, 2))

17: CLNoAlarm(col) ← CostNoAlarmorderX(col) +
CostNoAlarmorderX(col)

18: CostAlarm(orderX(col))) ←
sum(CostTableAlarmg(:, col, 1) ∗ (C

L ))
19: LostAlarm(orderX(col))) ←

sum(CostTableAlarmg(:, col, 2))
20: CLAlarm(col) ← CostAlarmorderX(col) +

CostAlarmorderX(col)

21: end for
22: for col = 1 to j do
23: M(NoAlarmorderX(col)) ←

min(CostNoAlarmorderX(col) +
CostNoAlarmorderX(col))

24: zg(C
L )NoAlarm ← predicted|min(orderX(col))

25: M(AlarmorderX(col)) ←
min(CostAlarmorderX(col) +
CostAlarmorderX(col))

26: zg(C
L )Alarm ← predicted|min(orderX(col))

27: end for
28: Mg ←M(NoAlarmorderX(col)) + M(AlarmorderX(col))

29: MPer ← min(p, C
L p)

30: MProp ← min(p, C
L )

31: Vg(C
L ) ← (MProp −Mg)/(MProp −MPer)

32: end for
33: zg ← zg(C

L )NoAlarm ∪ zg(C
L )Alarm

34: vg ← max(Vg(C
L ))

35: ag ← ∃ag : (C
L |ag) = (C

L |vg)
36: end while
37: End

5 Result and Analysis

5.1 Validation Using Synthetic Confusion
Matrices

We do validation of our proposal by generating synthetic
confusion matrix such in Table 3. Suppose, we have
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Table 3: Synthetic confusion matrix cases

ConfMat1 which represents a high accuracy with some
False Negative, ConfMat2 which represents a high accu-
racy with some false positive, ConfMat3 which represents
a low accuracy with low false in true positive, and Conf-
Mat4 which represents a low accuracy with high false in
true positive. From these examples, the system deter-
mines possible responses set.

The curves of response value (V ) toward the differ-
ent cost to lost ratio (C

L ), show the value of best re-
sponse action set for given best response set which is
bestresponse = responsetoNeptuneSmurfBack. It is
obtained as the response provides minimal cost per unit
lost among all possible responses set elements. Figure 4
shows that ConfMat2 is the best classification algorithm
among these four. The curve from ConfMat2 shows high
response value in C

L < 0, 56 which means the damage cost
is almost two times higher than response cost. However,
when C

L > 0, 56 then the best algorithm is ConfMat1,
which means the system may afford the higher cost to
reach a higher response value. In ConfMat2, higher false
positive affects the higher cost but no lost consequences.
It means when the C

L > p, the higher cost has no benefit as
the lost consequence of false positive is none. Even when
the cost of action gets higher, the damage lost is none.
As for ConfMat1 with higher false negative, the higher
cost takes effect on higher response value. It means more
response need to be taken to lower the lost consequence
from undetected attack in a false negative.

The used of response value in our proposal can ac-
curately estimate the performance of ARS at the corre-
sponding response action set. The lower response value
represents the lower accuracy of classification output,
which mostly influences by higher false prediction in true
positive (TP ). The differences are depicted in Figure 5.
In the case of ConfMat3 and ConfMat4, our analysis can
differentiate the quality of response estimated from classi-
fication output. The lower accuracy of ConfMat4 can be
estimated by lower response value. However, the analy-
sis in [15] can not differentiate the quality between them.
Even when the accuracy of ConfMat4 is getting worse

Figure 4: Response value computed over four synthetic
confusion matrix cases

Figure 5: Response value comparison from the validation
process

(increasing false in true positive), the IDS value remains
high as long as the H,F and p values are the same. For
ConfMat1 and ConfMat2 input, which have no false pre-
diction in true positive, both decisions generate the same
IDS values.

Wrong estimation of response value (V ) potentially
leads to poor response action set {a}. It is important
as the action set is determined from the relation between
estimated response value (V ) and cost to lost ratio (C

L ).
If the response value is wrong, so does the action set de-
termined. In this research, best response action set {a}
is determined from the maximum response value. For
example, in ConfMat3 case. By the used of our pro-
posed analysis, the best response action set was action
set related to C

L = 0.79 at Vmax = 0.956. By this condi-
tion, estimated best response action set is an action set
{a(C

L ) : C
L = 0.79} and the expected cost was estimated

at M = 0.625. Thus, the system potentially experiences
a maximum unresolved attack (expected lost rate (L)) of
maximum expected lost divided by maximum actual lost,
which is 3,47%. However, when the system occupies deci-
sion analysis from [15], the best response value is achieved
at V = 0.956. Then the response action set is estimated
at {a(C

L ) : C
L = 0.77} and expected cost M = 0.610.

Thus, it is worse than our proposal as it potentially raises
maximum unresolved attack to 5.83%. The raising ex-
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Figure 6: Lost rate exploration from the validation pro-
cess

pected lost rate (L) is also shown in ConfMat4 condition,
which is the L increases from 28.47% to 29.72%.

From the response system point of view, the expected
lost rate is expected lost when the system takes any action
on estimated response value. Thus, the difference lost
rates are revealed from the difference expected cost per
unit lost (M) provided by both decision analysis. The
expected lost rate also can be used to estimates response
action set. It is used when the system has any expected
toleration of lost rate. Figure 6 shows the comparison of
expected lost rate(L) between our proposal and [15] for
ConfMat3 and ConfMat4. The lower curves show better
expected lost rate result. As for ConMat1 and ConfMat2,
the lost rates are exactly the same as there are no false in
the true positive in both cases.

5.2 Simulation Using Classification Algo-
rithms

From classification outputs, the ARS autonomously de-
cide whether to respond or not with 1 + 2n possible re-
sponse subsets (1 is for no-response, and n is the number
of predicted attacks). From our simulation using KDD-
Cup 99 revised dataset, decision analysis adaptively de-
cides whether to respond or not according to a certain op-
erating point. Best response from minimal expected cost
per unit lost is {bestresponse} = {responsetoNeptune ∩
Smurf ∩ Back}, which is the same for all classification
outputs. However, the minimal expected cost per unit
lost value of each analysis and case is different. It makes
the response value and best response action set are differ-
ent among these three. The MMDC algorithm which is
single by single data analysis provides best response value
as the accuracy is relatively higher than SHGC, which is
99.48% compared to 99.05% at an SHGC group size of
50. The higher IDS value from [15] analysis does not al-
ways represent better classification accuracy, which leads
to wrong response action set ({a}). The response value
curves of these three algorithms are shown in Figure 7 for
a group size of 50.

The expected lost rate of an SHGC algorithm at a
group size of 50 is the lowest among test cases, which has

Figure 7: Response value comparison computed over
KDD’99 revised dataset

Figure 8: Lost rate exploration computed over KDD’99
revised dataset

a minimum expected lost rate at 0% for C
L >= 0.78. It

is because when the system occupies best response action
set at C

L > 0.78 then the minimum lost is only influenced
by the value of false in false positive which is zero. How-
ever, as the false negative rate of MMDC is slightly higher
than SHGC, then the expected lost rate is slightly higher
for C

L < 0.79. And from the expected lost rate curves,
it visually seems that CFSC has lower expected lost rate
for C

L < 0.79. The lost rate of classification outputs is de-
picted in Figure 8. From all result of expected lost rate,
our proposal has shown better expected lost rate in every
test case. However, as the number of false in true posi-
tive is very small compared to overall data, then the lost
consequence is remained unnoticed in the scale of 10−3%.

In this paper, we only describe the autonomous re-
sponse action set as a common process. But still, this
proposal has not managed to decide which is possible re-
sponse action set specified to specific cost to lost ratio
(C
L ). It remains an open problem in this report. This is

because each response action in a set has a different re-
sponse cost in a different environment. And up until now,
there is still no proposal to describe the specific response
action related to specific response cost to lost ratio. In [6],
specified cost related to dollar cost in investment and op-
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erational process are operated in a cost-based analysis. In
[21], the response actions optimal strategy was identified
by decision weight and decision sequence in the analytical
hierarchy process. This approach has developed optimal
strategy selection analysis, but still, has not mentioned
the appropriate lost if the strategy was not deployed. For
example, in report and alert process, it certainly takes
response cost but has no effect on the targeted attack.
Research in [9] has proposed a taxonomy of response ac-
tions for a specific case in a relational database. The re-
sponse action set was divided into three categories which
are conservative, fain-grained and aggressive. In [27], the
time processing costs of request packets were analyzed by
implementing DoS rate limiting process in Linux Click
router.

6 Conclusions

This paper has proposed ARS based on cost-based deci-
sion analysis for multi-class DoS classification. Our cost-
based decision analysis takes beneficial of classification
output, which leads to related consequences of every pos-
sible response. The false-aware analysis is done by consid-
ering the possibility of wrong response in decision anal-
ysis. Our proposed system provides a quantitative cal-
culation of response value which is used to estimate the
best response action set autonomously. In low accuracy
of classification output, our false-aware decision analysis
provides more precise estimate of response value and ex-
pected lost rate than traditional cost-based analysis. It
can accurately differentiate the classification output qual-
ity with the existence of false in true positive. Result
regarding response value and expected lost rate have vali-
dated using synthetic test-case, and tested by the used of a
well-establish KDD Cup 1999 DoS/DDoS attack dataset.

In this study, ARS is developed based on the classifica-
tion algorithm output. Later, classification results can be
exchanged between ARS and forming collaborative multi-
agent system. It looks promising because, by information
exchange between agents, ARSs can form collaborative
ARSs that can classify, do decision analysis, evaluate, and
ultimately overcome the attacks on the network. The ex-
ploration of the cost of the different response action also
a part of our future research as it will beneficial for the
cost-based response system.
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Abstract

High dimension, redundancy attributes and high comput-
ing cost issues usually exist in the industrial Internet in-
trusion detection field. For solving these problems, the
mutual information-based intrusion detection model for
industrial Internet was proposed. Firstly, by using fea-
tures selection method based on mutual information, the
attributes set was reduced and traffic characteristics vec-
tor was established. Secondly, the normal and abnormal
traffic characteristics maps were obtained via the traffic
characteristics map technology based on multi correlation
analysis. Finally, with the using of discrete cosine trans-
form and nonnegative matrix factorization, we can pro-
duce normal and abnormal hash digest, which were used
to produce intrusion detection rules. To verify the effec-
tiveness of this model, we adopt NSL-KDD data as the
experimental data. The experimental results show that,
by using the features selection approach based on mutual
information, the proposed model has good classification
accuracy and gets good detection performance.

Keywords: Intrusion Detection; Mutual Information;
NSL-KDD Data; Perceptual Hash; Traffic Characteristics
Map

1 Introduction

With the appearances of Industrial Internet and Indus-
trial 4.0, industrial control area attaches more and more
attentions from researchers [25]. Nowadays, big data,
cloud computing and Internet of things have been the ker-
nel techniques for the national critical infrastructures [13].
Furthermore, industrial control network security gradu-
ally transformed into the Industrial Internet security [26].
Looking through these major security issues happened in
USA, Israel, German and Poland in 2016, it is conclude
that network intrusion in industrial control area is pow-
erful destructive and complex, which can launch attacks
widely [4].

Aiming at the security problems in Industrial Internet,
the existing solutions mainly have two kinds. One is to
build a passive defense line via firewall, information en-
cryption and user authentication. Another is to establish
an active defense line by the intrusion detection method
or system. In the research of Industrial Internet intrusion
detection problems, researchers adopt classification, clus-
tering, information theories and mathematical statistics
four classes of approaches to deal with intrusion detec-
tion problems [12, 19]. The recent approaches include
Naive Bayes [6, 15], Bayes Tree [7], Hidden Bayes [7],
SVM [16, 17], least square SVM [2], artificial neural net-
work [10], neural network with random weight [3], accel-
erated deep neural networks [18], artificial immune [8].

Meanwhile, many researchers made great contributions
in the major of standard experimental data set and pre-
processing works. Many researches choose NSL-KDD [24]
standard experimental data to validate the detection per-
formance. What’s more, features selection method, as
the pre-processing operations, can be used in features se-
lection and dimension reduction of data. By this way,
the computing cost and time cost of intrusion detection
can be reduced. And the detection performance can
also be improved obviously. The recent features selection
methods include correlation based on features selection
method [6], linear discriminant analysis [15], fast corre-
lation based filter [7], mutual information [2], rough set,
decision-theoretic rough set [8], information gain [14], gain
ratio [14].

In the Industrial Internet intrusion detection issues,
there exist high dimension of data, redundancy attributes,
high computing cost problems. Aiming at these above
problems, the research works about intrusion detection
in Industrial Internet and features selection methods
were finished in this paper. Comparing the classification
accuracy among information entropy, information gain,
decision-theoretic rough set and mutual information four
methods, the features selection method based on mutual
information got the highest accuracy. In the perceptual
hash intrusion detection for Industrial Internet, the dy-



International Journal of Network Security, Vol.20, No.1, PP.131-140, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).14) 132

namic feedback mechanism was added. And the NSL-
KDD standard experimental data was used in the valida-
tion experiments.

The rest of the paper is organized as follows. In Sec-
tion 2, the features selection method, standard data set
and image perceptual hash features extraction approach
three aspects are introduced in the related works. The
problem statement and preliminaries parts including the
research problems and related theories are illustrated in
Section 3. In Section 4, we present the intrusion detection
model based on mutual information for industrial Inter-
net. The results and performances of the proposed model
are analyzed in Section 5. Finally, we conclude our paper
in Section 6.

2 Related Works

The related works are mainly about features selection
method, standard experimental data and image percep-
tual hash features extraction approaches. The amount
of experimental data is continually increasing, which di-
rectly affect the detection performance, efficiency, and ac-
curacy of IDS. Considering these issues, features selection
method is adopted in the pre-processing operations.

In [6], the supervised classification algorithm based
on Naive Bayes was used to establish intrusion detec-
tion system. By using correlation based on features se-
lection method (CFS), the correlation between different
attributes and the relation between attributes and class
were analyzed. Therefore, the redundant attributes and
irrelevant attributes were removed. In [15], two-tier net-
work intrusion detection model based on machine learn-
ing was introduced. Adopting Naive Bayes and K near-
est neighbor method, the intrusion detection classifier
was established. The linear discriminant analysis (LDA)
was utilized to achieve features selection missions. This
method got high detection rate for U2R and R2L two
kinds of attacks. In [7], intrusion detection classifiers
were established by machine learning algorithms and pre-
processing operations. By using fast correlation based
filter (FCBF), the vital attributes were selected. The
research utilized Naive Bayes, Hidden Naive Bayes and
Naive Bayes Tree to classify the normal and abnormal
traffic records. The high computing payload of FCBF de-
creased the efficiency of intrusion detection. In [16], the
intrusion detection method based on SVM was researched.
The redundant attributes were deleted via filter method.
And the vital attributes were selected to build attributes
set, which obviously decreased the computing cost of IDS.
However, the setting of threshold in filter and classifica-
tion accuracy still needs optimization. In [2], the least
square support vector machine (LSSVM) was used to es-
tablish intrusion detection system. The experimental re-
sults show that, this method obtained high detection rate
and low computing cost. In [14], adopting embedded
filters to build intrusion detection model in cloud plat-
form, information gain, gain ratio, Chi-square and feature

weighting algorithm were used to select vital attributes.
Yet, the structure of features selection method is complex
and with high computing payload. In [21], the correlation-
based feature selection for intrusion detection system was
presented. Introducing the correlation-based feature se-
lection matrices and symmetrical uncertain matrices, the
correlation between attributes and classes were analyzed.
And different classification approaches were used to val-
idate the accuracy of features selection method. In [11],
the embedded SVM and non-linear projection techniques
were used to achieve the classification and detection of
abnormal intrusions. With the help of linear and non-
linear dimension reduction methods, 5 kinds classifiers
were produced. The research chose NSL-KDD data to
test the detection performance of the proposed method.

The NSL-KDD data is an improvement of KDD Cup
99 data. In many recent researches, the NSL-KDD data is
used to validate the performance of the proposed method
or model. And it is widely used in the research of Indus-
trial Internet intrusion detection problems.

In [10], the artificial neural network (ANN) was used
to analyze the performance of NSL-KDD data. And the
dimension reduction is obvious after the information en-
tropy, information gain and correlation analysis features
selection operations. In [3], the neural network with ran-
dom weights (NNRw), a semi-supervised learning algo-
rithm, was proposed. The non-iterative neural network
model was trained by the randomize method. By us-
ing fuzzy variable, the unsigned record can be classified.
This method had better learning ability and computing
efficiency, but the classification accuracy need to be im-
proved. In [18], the intrusion detection system was es-
tablished via deep neural network (DNN). The DNN has
forward transmission and back forward transmission fea-
tures. By this way, large amount of data characteristics
obtained from training data were used to establish intru-
sion detection model and classifiers. However, the pro-
posed approach highly depended on the hardware in the
platform and the computing cost is high. In [5], a varying
chaos particle swarm optimization approach (TVCPSO)
was presented. And the intrusion detection model based
on SVM was proposed. The chaos particle, time varying
inertia coefficient and time varying acceleration coefficient
three conceptions were introduced. The local optimum
solutions problems of particle swarm algorithm were ef-
fectively resolved. And, the weight object function was
utilized to balance the max true positive rate and the
min false positive rate. In [20], utilizing four frequently
used classification methods in the NSL-KDD data, the
imbalance problem of the data was analyzed. The ex-
perimental results show that the NSL-KDD data, as the
standard test data, can be used to validate the detec-
tion performance of intrusion detection for Industrial In-
ternet. In [22], an intrusion detection system based on
neural network was proposed. Adopting the feed forward
and reverse methods, combining with optimal technique,
the computing payload of intrusion detection method was
decreased. The NSL-KDD data was chosen as the exper-
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imental data. In [1], using a colony optimization method,
the effective and key features were selected, which im-
proved the performance of intrusion detection system.

The intrusion detection method for Industrial Internet
based on perceptual hash is a new and effective method
from the point of image [8]. The recent image perceptual
hash features extraction method includes discrete cosine
transform (DCT), discrete wavelet transform (DWT), sin-
gular value decomposition (SVD), non-negative matrix
factorization (NMF) and local binary pattern (LBP). The
intrusion detection method based on perceptual hash has
robustness and discrimination, which maintains the detec-
tion performance. It is proofed that the proposed method
is short time consuming. The NMF method needs less
storage and it sensitive to the local features in the traffic
characteristics map. Therefore, by using DCT and NMF
methods, hash digest are produced.

3 Problem Statement and Prelim-
inaries

The proposed model includes three parts: features selec-
tion method based on mutual information, traffic charac-
teristics map technique and improved image perceptual
hash intrusion detection method.

3.1 Features Selection Method Based on
Mutual Information

The attributes redundancy and attributes irrelevant is-
sues existing in intrusion detection lead to the low classifi-
cation accuracy, high computing cost and time consuming
problems. Taking into account of these problems, the fea-
ture selection method based on mutual information [9] is
adopted to select vital attributes set and reduce the high
dimension of data. The produced attributes set is the in-
put data to the traffic characteristics map technique. And
the information entropy and decision-theoretic rough set
are forward features selection approaches. These methods
have low computing cost but without considering the rela-
tionships between each attribute. In the feature selection
method based on mutual information, the correlation and
redundancy concepts are used to describe the correlations
between attributes.

Assume that the total number of the experimental data
is N. Every traffic record includes m attributes described
as {f1, f2, . . . , fm}. P(ft) is the corresponding probability
when ft get different values. And the information entropy
can be defined as

H(ft) = −
∑
ft

P (ft) logP (ft),

where H(ft) is the information entropy of attribute ft, 0 ≤
P(ft) < 1. When the value of ft is known, the uncertainty
of attribute ft can be described with condition information

entropy, which can be defined as

H(
ft
fi

) = −
∑
fi

P (fi)
∑
ft

P (
ft
fi

) logP (
ft
fi

),

where H(ft/fi) expresses the condition entropy of ft with
the condition of fi. P(ft/fi) is the condition probability of
the corresponding attribute, 0 ≤ P(ft/fi) < 1. According
to information entropy and condition entropy concepts,
the mutual information can be defined as

I(ft; fi) = I(fi; ft) = H(ft)−H(
ft
fi

),

where I(ft; fi) is the mutual information value. And I(ft; fi)
equal to I(fi; ft). The average mutual information is the
mean value of mutual information between attribute fi
and every possible attribute ft, t ∈ [1, 41]. The average
mutual information can be defined as

ave MI(fi) =
1

m

m∑
t=1

I(fi; ft), (1)

where ave MI(fi) is the average mutual information of
attribute fi.

Definition 1. (Correlation Degree) The correlation de-
gree of attribute fi is the average mutual information of
fi. The correlation degree can be defined as

Rel(fi) =
1

m

m∑
t=1

I(fi; ft),

where Rel(fi) is the correlation degree of fi, it is average
mutual information, m = 41.

Definition 2. (Condition Correlation Degrees) In the
condition of attribute fi, condition correlation degrees of
attribute ft can be defined as

Rel(
ft
fi

) =
H( ftfi )

H(ft)
Rel(ft),

where Rel(ft/fi) is the condition correlation degrees of
attribute ft in condition of fi. Rel(ft) is the correlation
degree of attribute ft.

Definition 3. (Redundancy Degrees) The redundancy de-
grees between attribute fi and ft can be expressed as

Red(fi; ft) = Rel(ft)−Rel(
ft
fi

),

where Red(fi; ft) is the redundancy degrees between at-
tribute fi and attribute ft. Rel(ft) is the average mutual
information of ft, and Rel(ft/fi) is the condition corre-
lation degrees of ft in condition of fi.

In the features selection method based on mutual infor-
mation, the significance of attribute can express the im-
portance of the waiting selecting attributes in attributes
set U. Meanwhile, the most significant attribute can be
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added into selected attributes set S. The significance of
attributes can be expressed as

UmRMR(fi) = Rel(fi)− max
ft∈Sm−1

{Red(fi; ft)}, (2)

where Rel(fi) is the correlation degree of attribute fi.
Red(fi; ft) is the redundancy degree between attribute fi
and ft. And attributed ft belongs to selected attributes
set S. Every time, the max significance of attribute fi can
be added into selected set S.

Algorithm 1 Features Selection method based on Mu-
tual Information
1: Input: Experimental data train-set and the number

of the selecting features K
2: Output: The selected features set S
3: Initialize the features selected set S = Ø, store se-

lected attributes.
4: Initialize the features selecting set U =
{f1, f2, . . . , fm}, m ∈ [1, 41].

5: According to Equation (1), computing average mutual
information of every attribute.

6: Choose the max average mutual information of at-
tribute fi, add attribute fi to the selected set S, and
delete attribute fi in the selecting set U.

7: while the number of selected features < K do
8: According to Equation (2), compute the signifi-

cance of every selecting attribute fi
9: Choose the most vital attribute fi, add fi to set S

and delete fi in the set U
10: end while
11: Output the selected attributes S

After the features selection method, the selected fea-
tures set is the input for the traffic characteristics map
technique.

3.2 Traffic Characteristics Map Tech-
nique

The traffic characteristics map technique is based on multi
correlation analysis (MCA) [23]. By computing the tri-
angle area mapping, the correlation information between
attributes in normal and abnormal network traffics. By
this way, the text network traffic records with 1×m vec-
tor format can be transformed into m×m network traffic
matrices. And m = 14 is the feature selection results.
The traffic characteristics map includes correlation be-
tween each attributes.

The experimental data is X = {x1, x2, . . . , xn}, and ac-
cording to the selected features set, the i−th traffic record
is xi = [fi1, f

i
2, . . . , f

i
m], (1 ≤ k ≤ m). The correlation be-

tween j−th attribute and k−th attribute can be computed
by triangle area.

The vector xi can map into the (j − k) two-dimension
Euclidean subspace, yi,j,k = [εjεk]

T = [fijf
i
k]

T, (1 ≤ i ≤
n, 1 ≤ j ≤ m, 1 ≤ k ≤ m, j 6= k). Variable εj =

[εj,1, εj,2, . . . , εj,n, ]
T, where ej,j = 1, ek,k = 1, other el-

ements is 0. yi,j,k is two-dimension column vector, which

is the point (fijf
i
k) of (j− k) two-dimension Euclidean sub-

space in Descartes coordinate system. Then, in Descartes
coordinate system, connecting the origin with the point
fij mapping in j coordinate axis and point fik mapping in
k coordinate axis, the triangle area is obtained, named
∆fijOfik. The triangle area is marked as Trij,k.

Trij,k = (‖ (fij, 0)− (0, 0) ‖ × ‖ (0, fik)− (0, 0) ‖)/2,

where 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ m, and j 6= k. The
complete triangle area mapping of a network traffic record
includes the triangle area of every pairs of attributes. Trij,k
is j−th row and k−th column. When j = k, Trij,k = 0. The
correlation between different attributes is the key point.
The symmetric matrix TAM can be got. For example,
the 4−dimension TAM is shown.

TAMi
x =


0 Tri1,2 Tri1,3 Tri1,4

Tri2,1 0 Tri2,3 Tri2,4
Tri3,1 Tri3,2 0 Tri3,4
Tri4,1 Tri4,2 Tri4,3 0


3.3 Image Perceptual Hash Intrusion De-

tection Method

The image perceptual hash features extraction based on
DCT and NMF is utilized to produce normal and abnor-
mal hash digests. Meanwhile, after the features selection
operation, the selected features is m = 14. Therefore, the
14× 14 traffic characteristics map is established.

In the preparing stage of perceptual hash features ex-
traction method, DCT coefficient is computed.

F (u, v) =
C(u)C(v)

4

m∑
x=0

m∑
y=0

f(x, y) •

cos(
π(2x+ 1)u

m2
) cos(

π(2y + 1)v

m2
)

(3)

where f is m×m image pixel point and F is m×m DCT
coefficient matrix. C is cosine coefficient matrix.

Algorithm descriptions:

1) After the features selection method, 14 × 14 pixel
traffic characteristics map is obtained by using traffic
characteristics map technique.

2) According to Equation (3), 14×14 coefficient matrix
can be computed by DCT.

3) In order to extract the local features in the map and
get the discriminative perceptual hash digest, the
low-frequency region of coefficient matrix is rebuilt
by NMF. And the local saliency information of map
is extracted. By NMF, the DCT coefficient matrix
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Figure 1: Intrusion Detection model based on mutual information for Industrial Internet

can factorize into basis matrix W and weights coef-
ficient matrix H.

DCT Coefficient =


w1

w2

...
wm

 [h1 h2 · · · hm
]
,

where DCT Coefficient is the DCT coefficient ma-
trix. W is the basis matrix and H is the weights
coefficient matrix. Each column vector sum in W is
the column vector of DCT coefficient matrix. The
matrix factorization vector [W ′H] is established and
the mean value of [W ′H] is computed.

NMF matrix = [W ′Hmean].

4) According to the hash rules, the hash digest can be
produced. The hash rule is defined as

h(xi+1) =

{
1 xi+1 > xi

0 xi+1 ≤ xi

where the (i + 1)th xi+1 is got. When xi+1 > xi, the hash
code of xi+1 is 1, or 0, 1 ≤ i ≤ 29. The length of hash code
is 28 bit with the binary form. The normal and abnor-
mal hash digest base is established and the corresponding
intrusion detection rules are extracted.

In the hash matching phase, the normalization Ham-
ming distance is used to measure the similarity between
different hash digest. The normalization Hamming dis-
tance is defined as

DH(Hs1, Hs2) =
1

L

L∑
w=1

| Hs1(w)−Hs2(w) |, (4)

where Hs1 and Hs2 are two hash digest, whose length are
28 bit. w is one bit in the hash digest. When the hash
matching threshold is set, if the hash similarity is above
threshold, it is abnormal or normal. The joint threshold
is 0.15.

4 The Proposed Method

The flow works of the intrusion detection model based on
mutual information for Industrial Internet (IDM-MI) is
shown in Figure 1. The method is divided into preparing
phase and intrusion detection phase based on Industrial
Internet.

As the Figure 1 shown, in the preparing phase, the nu-
merical operation is achieved. The features are reduced
via features selection method based on mutual informa-
tion. Then the normalization operation is finished. By
using MCA, the traffic characteristics map is produced.
With the using of DCT and NMF, the hash digests are
extracted to establish normal and abnormal hash digest
base. And the intrusion detection rule is also produced.

In the intrusion detection phase, the numerical oper-
ation is finished and the vital features set are extracted.
By MCA, the traffic characteristics map of test record
is produced. And the hash code is produced via DCT
and NMF. Adopting normalization Hamming distance,
the similarity between test hash and hash digest base is
measured. If the similarity is lower than threshold, it’s
normal or abnormal.

The scale of the training data is N1, and the scale of the
test data is N2. The original number of attributes is M.
After features selection operation, the number features
is M1. The number abnormal hash digest is t1 and the
abnormal hash digest is t2. The length of hash digest is
L. According to the analysis of the algorithm flows, the
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Algorithm 2 IDM-MI

1: Input: The standard NSL-KDD data train-data and
test-data

2: Output: Intrusion detection result
3: Obtain the train-data
4: while the number of train-data > 0 do
5: Adopt MCA method to produce traffic characteris-

tics map
6: Utilize DCT and NMF methods to extract hash

digest of normal and abnormal network traffic
7: Establish the intrusion detection rule set
8: Number −−
9: end while

10: Obtain test-data
11: while the number of test-data > 0 do
12: Adopt MCA method to produce traffic characteris-

tics amp
13: Using DCT and NMF method to produce hash code
14: According to Equation (4), compute the similarity

between hash code
15: if similarity < threshold then
16: The record is normal
17: else
18: The record is abnormal
19: end if
20: Number −−
21: end while

time complexity is O((N1 + N2)(M2
1 + 5M1)).

5 Experimental Results and Anal-
ysis

5.1 Preparing for the Simulation Experi-
ment Environment

The experiments were carried out by a ThinkPad com-
puter with 2.5 GHz quad-core i5-3210M and 8GB of
RAM. The operate system is windows 7, 64bits and the
simulation platform is Matlab R2013a.

The NSL-KDD [24] standard data set was chose to val-
idate the performance of the proposed model, which is
improved from the KDD Cup 99 data set. To keep the
effective evaluation for the intrusion detection methods,
the percentage of each kinds of data are same with the
KDD Cup 99. Some intrusion detection methods only
detect part of the repeated data effectively. Therefore,
the redundant records in the training data set and the re-
peated records in the test data set were removed. In order
to decrease the running payload, the number of the data
is reasonable. So, the NSL-KDDTrain+ 20Persent and
NSL-KDDTest-21 were selected to take part in the exper-
iments, which are named as Data1 and Data2 respectively.
The details of the experimental data are shown as Table
1.

Firstly, the numerical operations of the training data

Table 1: The details of the experimental data

Name Total Normal Dos Probe U2R R2L
Data1 25192 13449 9234 2289 11 209
Data2 22544 9711 7458 2421 200 2754

and test data were finished. The protocol-type, service,
flag and attack four attributes experienced numerical op-
erations. Secondly, according to the label of the attack,
the training data were classified into normal and abnor-
mal. Label {1} is normal and Label {2, 3, 4, 5} are ab-
normal. Finally, the normalization of the training data
and test data were achieved. The data is normalized into
[0, 255].

f(x) =


0 x ∈ [0,min)

255x
max−min x ∈ [min,max]

255 x ∈ (max,∞)

,

where max is the max value and min is the min value.
f(x) is the normalized value.

5.2 Feature Selection Methods

According to the recent research results, the pre-
processing selections of the experimental data were fin-
ished. Attributes {9, 20, 21} take no effect on the classifi-
cation. Attributes {15, 17, 19, 32, 40} have little influence
on the classification. The values of attributes {7, 8, 11, 14}
are mostly 0. The above mentioned attributes were re-
moved. Then, by feature selection method based on mu-
tual information, the dimension of the data was reduced.

According to the conceptions of the information en-
tropy, condition entropy and mutual information, the av-
erage mutual information was computed. By correlation
degree, condition correlation degrees and redundancy de-
gree, the significance of the selecting attributes, named
max correlation-min redundancy, was obtained. Consid-
ering the significance of the selecting attributes, the can-
didate attributes can be added into the selected attributes
set S. The number of the selected attributes is set K = 14.
Therefore, the result of the feature selection is 14 vital at-
tributes.

The result of the feature selection operation is set =
{3, 5, 6, 8, 12, 23, 24, 32, 33, 34, 35, 37, 38, 39}. Table 2 dis-
plays several recent features selection approaches and
compares their accuracy of the classification.

From Table 2, when the number of the attributes is
14, the classification accuracy of mutual information is
0.9940, which is the max value. So, the mutual infor-
mation features selection method is used to reduce the
dimension of data. However, the time consuming and
computing cost of this method are still need to be opti-
mal. It’s difficult to balance the time cost and classifi-
cation accuracy, which attach more attentions from the
researchers. In the next work, this problem is still the
research emphasis.
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Table 2: The details of the experimental data

Method Features selection results Accuracy
Information Entropy 3,5,6,23,24,29,30,31,32,33,34,35,36,37 0.9587

Information Gain 3,4,5,6,12,23,25,29,30,33,34,35,38,39 0.9744
Decision-Theoretic Rough Set 2,3,4,5,6,8,12,17,27,28,30,31,36,37 0.9865

Mutual Information 3,5,6,8,12,23,24,32,33,34,35,37,38,39 0.9940
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Figure 2: The traffic characteristics map of NSL-KDD training data set
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Figure 3: The traffic characteristics map of the NSL-KDD test data set

By utilizing image perceptual hash features extraction
method, the hash code of the normal and abnormal net-
work traffic records are produced. The length of the hash
code is 28 bits. The number of the normal rule is 471 and
the number of the abnormal rule is 535.

5.3 Traffic Characteristics Map

After the features selection operations, the features space
is reduced. Then, the traffic characteristics map is pro-
duced via traffic characteristics technique, as the Figure 2
and 3 shown. The size of the selected features is 14, and
the traffic characteristics map is 14× 14 matrix.

In Figure 2, 5 kinds of records in the training data are
shown. According to the results of the features selection
method, the size of the map is 14 × 14. The difference
between every map is obvious. These maps are the input
data for the next operation.

As the Figure 3 shown, 5 kinds of record in test data
are produced. Comparing Figure 2 with Figure 3, the

features of the image is obvious. The discrimination is
good. In the 14 × 14 area, the almost same place exist
some pixel blocks which have different grey value.

5.4 Discriminative Experiments

The intrusion detection method based on mutual informa-
tion for industrial Internet has robustness and discrimina-
tion which keep the performance and efficiency of the in-
trusion detection. The robustness ensures that the same
normal and abnormal records produce same hash code.
And the discrimination ensures that the different records
produce different hash code. With the help of robustness
and discrimination, the proposed model can detect the ex-
isting records or new records. Therefore, this model has
adaptability. The false accept ratio (FAR) is selected in
the discriminative experiments. The FAR can be defined
as

FAR =
1

σ
√

2π

∫ τ

−∞
exp[
−(x− µ)2

2σ2
],
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where µ is the exception mean of the normal distribu-
tion. σ is the standard deviation and τ is the matching
threshold. Figure 4 is the normal distribution figure of
this mode.

Figure 4: Normplot figure of the proposed model

The total number of the hash code in training data is
1006. So, 505515 bit error ratio (BER) can be obtained.
Figure 4 is the normal distribution curve of the BER. In
Figure 4, the curve is almost overlapping with the straight
line of mean value. But the fluctuations also exist in the
two sides of the curve. The mean value is 0.4951 and the
standard deviation is 0.0945. The real standard deviation
is 0.1724.

When τ = 0, FAR = 0.0020. That is to say that, when
the matching threshold is τ = 0, in 1000 traffic records,
there are 2 false detections, which meet the requirements
of detection. The threshold of FAR is shown in Table 3.

Table 3: FAR comparing table

Threshold τ 0 0.005 0.01 0.015
FAR 0.0020 0.0022 0.0024 0.0027

As the Figure 5 shown, the hash matching of normal-
ization Hamming distance obey to Gaussian distribution,
the mean value µ = 0.5, standard deviation µ = 0.5/

√
N .

And N is the length of hash code, N = 28. Figure 5 is
the BER histogram obtained from the discriminative ex-
periments. The center of the histogram is 0.4951 which
is close to 0.5. The standard deviation of distribution is
0.1724.

5.5 Experiments Results and Analysis

We choose TP, FP, TN, FN and Acc as the evaluation
indexes. The TP is the percentage of abnormal records
correct classification in all abnormal records. The number

Figure 5: The BER predict histogram of image perceptual
hash features extraction method

of abnormal record correct classification is num1, and the
total number of abnormal records is N. The TP can be
defined as

TP =
num1

N
,

where the FN is the percentage of abnormal records false
classification in all abnormal records. The number of ab-
normal record false classification is num2. The FN can be
expressed as

FN =
num2

N
,

where TP + FN = 1. The FP is the percentage of nor-
mal records false classification in all normal records. The
number of normal record false classification is num3, and
the total number of normal records is M . The FP can be
defined as

FP =
num3

M
,

where the TN is the percentage of normal records correct
classification in all normal records. The number of nor-
mal record correct classification is num4. The TN can be
expressed as

TN =
num4

M
,

where FP + TN = 1. The Acc express the average detec-
tion ratio of normal and abnormal records. It is also the
ratio of correct predicted records to the entire records.
The Acc can be defined as

Acc =
TP + TN

TP + FN + FP + TN
.

Table 4 displays the difference with different methods
in these indexes.
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As Table 4 shown, the Acc of the proposed method
is 0.9940, which is less than 0.9985 of NB Tree method.
And the FP of the proposed method is 0.0012 which also
less than 0.0020 of NB Tree approach. The TP is 0.9893
which is less than 0.9990 of NB Tree and 0.9916 of ANN.
But, the FP of our method is less than 0.0036 of ANN.
The Acc of our method is equal to ANN. The features
selection method based on mutual information has bet-
ter performance and good results. The perceptual hash
method has a better detection efficiency and short time
consuming. Therefore, the IDM-MI has a better detection
performance.

Table 4: The details of the experimental data

Method Reference TP FP Acc
LSSVM-IDS Ref. [2] 0.9893 0.0028 0.9932

ANN Ref. [22] 0.9916 0.0036 0.9940
TVCPSO-SVM Ref. [5] 0.9703 0.0087 0.9808

NB Tree Ref. [6] 0.9990 0.0020 0.9985
Naive Bayes Ref. [6] 0.9360 0.1340 0.9010
AD Tree Ref. [6] 0.9890 0.0190 0.9850
FCBF Ref. [7] - - 0.8704
SVC Ref. [11] 0.9340 0.1400 0.8970
SVM Ref. [16] 0.8200 0.1500 0.8350

IDM-MI Our method 0.9893 0.0012 0.9940

6 Conclusions

An intrusion detection model based on mutual informa-
tion for industrial Internet was presented. Adopting fea-
tures selection method based on mutual information, the
issues of high dimension of data, attributes redundancy
and high computing cost were effectively resolved. The
dynamic feedback mechanism was added into the intru-
sion detection model based on perceptual hash. When the
new normal or abnormal records appearances, the new
hash digest was added into the hash digest base. And
the corresponding intrusion detection rule was updated.
The adaptability of the proposed method was enhanced.
The NSL-KDD data set was utilized to validate the ef-
ficiency and accuracy of detection. As the experimental
results show that the TP is 0.9893, the FP is 0.0012 and
the Acc is 0.9940, which proof the good performance of
detection. In the future, the algorithm optimization work
of our method is vital.
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Abstract

There are several characteristics in computer networks,
which play important roles in determining the level of
network security. These characteristics known as security
metrics can be applied for security quantification in com-
puter networks. Most of the researches on this area has
focused on defining the new security metrics to improve
the quantification process. In this paper, we present a
new approach to analyze and quantify the network secu-
rity by ranking of security metrics with considering the
relationships between them. Our ranking method reveals
the importance of each security metric to quantify secu-
rity in the network under surveillance. The proposed ap-
proach helps the network administrators to have a better
insight on the level of network security

Keywords: Correlation; Regression; Security Quantifica-
tion; Security Metrics

1 Introduction

In today’s digital age, every organization, regardless of its
size, must have an information security program to pro-
tect its data. This program should be designed in a way
to detect, prevent and significantly reduce the risks. De-
veloping a comprehensive information security program
that recognizes these risks is one of the major issues that
organizations are faced with today. Identification of in-
cidents that has an effect on the organization’s assets is
one of the important parts of the security program and
also a difficult task. The complexity of today’s computer
networks has made this issue a more complicated process.
Since the budgets and resources are often limited in or-
ganizations, then a mechanism should be chosen for the
right direction of those matters. In [9] Verizon reports

that 97% of the attacks could be neutralized by little
try because they were done by amateur attackers with-
out so much skills and tools. In spite of the big amount
of money spending on security and defense in many or-
ganizations, hackers can lower their level of security and
confidentiality just by using simple exploit accessible on-
line. Then using right minimums is much better than
useless maximums in security. Installing expensive fire-
walls and UTMs, antiviruses, intrusion detection systems
and intrusion prevention systems (IDS/IPS) would be all
ineffectual in network security, if one simple task such
as users’ loss of knowledge about security is misunder-
stood. In such a case an unaware user can endanger all
the organization’s network just by using an infected USB
memory or connecting an unsecure wireless network to
the organization’s network or visiting unsecure websites
and downloading malicious contents to the network. By
network quantification, the current status of the network
security would be obtained much more precisely in a way
which by it can be compared to different networks’ secu-
rity and the security of the network itself on a timeline
base. Prioritization of network attributes based on the
numeric effectiveness of each attribute on the network se-
curity score causes the efforts to a higher security to be
more purposive and less error-prone. Economizing time
and other resources on the security is the other impor-
tant role of security quantification. The quantification of
network security in this paper is done by using security
metrics.

According to the national institute of standards and
technology metrics are tools designed to improve deter-
mination, decision and responsibility by gathering, ana-
lyzing and reporting the related functions. In other word
metrics are standard of measurement which can be used
to measure the security level of an organization. Security
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metrics are chosen according to the organization needs
and security rules. A good security metric [8] should
be specific, measurable, attainable, repeatable and time-
dependent. There are some different categories of secu-
rity metrics which can be considered in network security
quantification such as:

• Software-based;

• Network-based;

• User-based;

• Policy-based.

One of the most important problems to increase net-
work security is the absence of solutions to measure the
relative effectiveness of different security attributes and
metrics on the security level of a typical computer network
because what is not measured is not controllable [2, 15].
In such a situation, a network security metric is useful be-
cause it would provide quantification and measurement
supplied by different network attributes. By employing
security metrics in a computer network, the administra-
tors can find out which attributes should be more concen-
trated to increase security while resources consumption is
decreasing. A computer network has numerous attributes
and metrics which many of them are less important and
time consuming to be analyzed.

Then by considering security metrics relationships, the
less important ones can be omitted and those which are
correlated more to the network security level are kept
strongly. Every vendor and company which provides secu-
rity solutions such as firewall, IDS/IPS, antivirus, UTM
for other companies claims that its approach to security
is the best, but unfortunately there is no quantitative way
to assess their products. The approach presented in this
paper tries to show the effect of security metrics individ-
ually on the security of the whole computer network by
evaluating the relationships between security metrics.

The remainder of this paper is organized as follows.
The related works are reviewed in Section 2 and the pro-
posed approach to security quantification is described in
Section 3. An experiment of the network security quan-
tification’s solution is carried out in Section 4, and finally
the paper is concluded in Section 5.

2 Related Works

Most of the works in the network security quantification
is about identifying an appropriate set of security met-
ric. Ahmed et al. [1] gathered a set of metrics based on
vulnerable networks previously found. The authors quan-
tified the present vulnerabilities and their characteristics
and estimated the future vulnerabilities in the networks
and its services. In another study [18] all misconfigu-
rations and weaknesses which causes the network to be
vulnerable to the attacks are studied. By introducing a
new metric called VEA-bility security metric, as a com-
parison tool for different network configurations in order

to select the best adjust in the security of the network.
A network administrator tries to have the less vulnera-
ble network configuration and of course the more secure
one, therefore the writers try to deliver different network
configurative comparisons to help the users to choose the
best ones. Attack graph-based security metrics are used
in [5] to measure the probability of network exploitation
according to number of successful attacks done. The net-
work resistance which an attacker is faced with is one of
the metrics the authors used. In all the works done in
security quantification, the effect of attributes in the net-
work that an administrator is daily faced with are not
taken into consideration for determining the level of secu-
rity.

One important reality should not be forgotten that
things which are not measurable are not controllable. In
another research [19] researchers by means of attack graph
and defining two security metric called probabilistic secu-
rity metric and attack resistant metric to evaluate the se-
curity level of the network. Common vulnerability scoring
system has an important role in risk evaluation of the net-
work. This system as described in [13] and [12], is an im-
portant step toward network security quantification. The
standardized vulnerability scores, open and clear struc-
ture for security vulnerability scoring and prioritization
of risk identification are the most important features of
this system. In [10] the author is describing a way to
rank the security metrics based on decision theory and
probability distribution. A self-assessment architecture
that prepare a solution for the users to determine secu-
rity metrics that are specially feasible for the user’s ISMS
is presented in [7]. Then a metric catalogue involving 95
metrics from different sources is provided. In [14] the ba-
sic aspects of security metrics are covered. Matters such
as definition of security metrics, their value, and difficul-
ties in generating them and a methodology for building
a security metric program are expressed briefly. The au-
thor in [16] describes some important features and goals
of security metrics. Attack graph-based security metrics
are used in [6] to measure the probability of network ex-
ploitation according to number of successful attacks done.
The network resistance which an attacker is faced with is
one of the metrics the authors have used in this work.

In [17] taxonomy of Intrusion Response Systems (IRS)
and Intrusion Risk Assessment (IRA), two important
components of an intrusion detection solution are repre-
sented. A self-assessment framework that permits a user
to determine the security metrics that are feasible for the
user’s ISMS is discussed in [7]. In [11] a method to im-
prove the network security, which consists of the network
management, the vulnerability scan, the risk assessment,
the access control, and the incident notification is intro-
duced. In [3] a risk estimation model based on publicly
available data, the Common Vulnerability Scoring Sys-
tems (CVSS) is proposed. In [4] a big amount of informa-
tion is gathered by focusing on three European countries
for more than a year and a half through 5 vantage points
with different access technologies to make a quantitative
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Table 1: The variables that are used in correlation

r Correlation
M1,M2 The value of security metrics

measurement on the behavior of users with the Internet
to gain important metrics.

3 The Proposed Approach for Se-
curity Quantification

To quantify the network security, a mathematical-based
approach using regression and correlation proposed in this
paper. Regression and correlation makes possible ana-
lyzing the relationships between security metrics in the
model of network security quantification. In Figure 1 the
structure of this approach is shown.

Figure 1: The structure of proposed Network Security
Quantification Model

In this structure, the security of the network obtained
through three important phases. First, the correlation
between security metrics two by two is calculated. In
this phase to prevent from multicollinearity1, one of those
metrics which are more correlated to the other one is
omitted. By this strategy, just those metrics which are
more important and effective to the security remains in
the model of quantification. The lesser correlation value
between security metrics, the more accurate would be the
results of regression model of network security quantifica-
tion. Figure 2 shows all the correlations between metrics
that considered.

Equation (1) calculates the correlations of security
metrics two by two.

r =

∑
M1M2√∑
M2

1

∑
M2

2

(1)

In this equation the variables are assumed according
to Table 1.

At the next phase, the correlations of security score
and security metrics two by two are calculated. In this

1In statistics, multi-collinearity is a phenomenon in which two or
more predictor variables in a multiple regression model are highly
correlated.

Figure 2: The correlation of Metrics

step, the more the value of correlations with the security
score the more suitable would be the quantification model
of network security. Since correlation is not a cause and
effect concept then it just imply the presence of relation-
ship between two security metrics therefore the effect of
one specific security metric to the security score of the
machine will not be concluded. Then in the next phase
by means of regression, the effect of security metrics on
the security score is calculated. By implementation of
regression, the model of network security would be like
Equation (2):

SecurityScore = b0 + b1M1 + b2M2 + ... (2)

In which Mi is the value of different security metrics
and bi is the coefficients that expresses the impact of se-
curity metrics on the security of the network. In the sta-
tistical models, regression evaluation used to study the
relationship of variables in a cause and effect method. In
the model of network security quantification the security
score is the dependent variable and the security metrics
are the independent variables. In a regression model, the
effect of each independent variable on the dependent vari-
able analyzed. By use of Equations (6) and (7) the coef-
ficients in Equation (4) would be calculated.

bi =

∑
[(Mi −M)(SSi − SS)]∑

[(Mi −M)2]
(3)

b0 = ss− b1M. (4)

In these equations the variables are according to Ta-
ble 2.

4 Experiment

In this study, an organization’s network involved about
100 machines, monitored in about two weeks to identify
suitable network’s security metrics. Fortunately, whole
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Table 2: The list of variables used in coefficient of regres-
sion

bi The regression coefficients
Mi The observation i of security metrics
SSi The observation i of security score
ss The average of security scores

M The average of security metrics

the network configurations and also its machines were ac-
cessible with appropriate privilege to be investigated in
order to extract the security metrics else all the traffic in
this period should had been saved to be interpreted later
with an offline method. The point of security metrics is
not to collect huge amount of data. A small set of data,
understood well and usable, would be much more valu-
able than a pile of data left untouched on shelves or hard
drives gathering dust. In this paper, the GQM method
employed to develop security metrics. GQM is a sim-
ple and three-step process to gain appropriate security
metrics for the network. The first step in the process in-
volves defining specific goals that the organization hopes
to achieve. These goals are those the organization by
quantification is going to reach. Finally, these questions
answered by identifying and developing appropriate met-
rics. This method guarantees that all the metrics identi-
fied are according to the goals of the organization. After
an act of investigation of the network and by doing some
interviews by the network’s administrators and users ac-
cording to the GQM method some more important se-
curity metrics chose. In [18], the writer expresses the
characteristics of a good security metric such as: consis-
tently measured, cheap to gather, expressed as a cardinal
number or percentage and specific.

4.1 Web Browser Version (Browser)

Since most of the attacks that a machine is faced with is
from the internet and web browsers are the first applica-
tions are to the target of attackers, then the web browser
version is taken into consideration as a security metric.
For each machine on the network the value for this met-
ric is calculated by:

WebBrowser = LastV ersion− UserV ersion. (5)

The difference between last version of a specific version
and user’s browser version is the value allocated to this
metric for each machine on the network. In cases more
than one browser is used the average of the values is al-
located for this metric. Of course in the experimented
network the browser which was used according to the se-
curity policy of the organization was IE and Firefox. Fig-
ure 3 shows the statistics of common browsers used in the
organization’s network.

Figure 3: The web browsers statistics

Table 3: The assumed values for various OS

XP-SP1 XP-SP2 XP-SP3 7 8 8.1
5 4 3 2 1 0

4.2 Operating System Version (OS)

Since operating system is the infrastructure software for
other applications and services to be executed properly,
then keeping machine’s OS updated is one of critical met-
rics, which should be considered to have a secure network.
The value used for this metric in evaluations presented in
Table 3.

All of the operating systems used in the experimented
network were different versions of Microsoft windows and
they were evaluated according to Table 3. For example, if
on a machine win 8.1 is installed the value considered for
it is 0 and if win XP-SP1 is installed the value would be
5. It means the higher version of OS the lower numeric
specified for that version.

4.3 Vulnerabilities (VUL)

By running Nessus vulnerability scanner on the machines,
the number of vulnerability on each machine is going to be
in consideration as a security metric. Nessus is the world’s
most popular vulnerability scanner [5] and in 2005 used
in 75000 organizations.

4.4 Malwares (malware)

By using licensed antivirus’s reports, the number of mal-
wares on the machine was obtained. On the experimented
network an updated licensed NOD32 antivirus is installed.
The server’s side of this antivirus has several features,
which can report the malwares penetrated into the ma-
chine. The value of this metric is the total number of
observed malwares on the clients.

4.5 Defense Update (Def-Update)

Since the number of new threats continues to grow
steadily, then antivirus’ being-updated is so important
to have a healthy network. The value allocated to this
metric is the total number of days past from the last up-
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Table 4: The list of variables used in the security score calculation

n The number of machines
severity (vi) The severity for the vulnerability i

Securityscorei The security score for machine i

Table 5: The correlation of Security Metrics

Browser OS Malware Def-Update Last-Scan Update VUL
VUL 0.09 -0.09 0.08 0.03 0.21 -0.35 -

Update -0.30 -0.42 -0.014 -0.03 0.00 - -0.35
Last-Scan 0.05 -0.13 -0.03 0.24 - 0.00 0.21

Def-Update -0.11 -0.03 -0.11 - 0.24 0.03 0.03
Malware 0.11 0.19 - -0.11 -0.03 -0.14 0.08

OS 0.43 - 0.19 -0.03 -0.13 -0.42 -0.09
Browser - 0.43 0.11 -0.11 0.05 -0.30 0.09

date of client’s side of antivirus. This value obtained by
checking the update part of each antivirus.

4.6 Last on-demand scan (Last-scan)

Periodically scanning of the machines in a network is one
of the main issues, which can help the network clean-
ness of malwares and vulnerabilities. Therefore, the total
number of days past from the last scan of the network by
the antivirus has been taken into account as an important
security metric.

4.7 Software Updates (Software)

This metric value is the total number of OS and frequently
used applications updates according to the security poli-
cies in the network. The updates can be managed and
obtained by soft wares such as WSUS.

4.8 Security Score (security-score)

In order to implement the level of security in the secu-
rity quantification model, a security score is going to be
calculated. The more security score for each machine,
the higher the level of security in the network. To calcu-
late security score for each machine, all the vulnerabilities
in each machine extracted by using Nessus vulnerability
scanner.

Then to obtain the severity of each of the vulnera-
bilities, they mapped to the NVD2 one by one. In the
NVD, all the vulnerabilities are stored with a CVSS3-
based severity, which is a number between 0 and 10. Ac-
cording to the Equation (6) the security score for each
machine is calculated.

Securityscorei =

nk∑
i=1

(10 − severity(vi)). (6)

2National Vulnerability Database:www.NVD.com
3Common Vulnerability Scoring System

The variables of Equation (6) is explained in Table 4.

With the help of the theoretical development done in
Section 4, now the numeric effect of security metrics on
the network security level is going to be calculated.

In this research, the Minitab software version 16 used
to interpret the relationship of security metrics. As clari-
fied before the correlation of the security metrics is calcu-
lated to avoid multi-collinearity and the results are shown
in Figure 4 and Table 5. Correlation of all the security
metrics showed in Table 5 to show the non- cause and ef-
fect manner of this evaluation. As it is obvious, in Table 5,
the correlation of to security metrics Update and VUL is
a negative number and it shows that they are correlated
in a reversed manner or better to say the more updates
taken by the machines, the lesser vulnerabilities found on,
or the correlation of two other security metrics VUL and
Last-scan is a positive number meaning, the longer time
lapsed the last scan, the more vulnerabilities found on the
clients. A quick consideration of data in the last table re-
veals that the results exactly coincides the expectations
in the real world.

After evaluating of the correlation between security
metrics two by two, the correlation of security score and
security metrics should be analyzed. Table 6 contains the
result of correlation of security metrics and security score.
In this table P-value is also considered by which the re-
sults can be better proved. The P-value would reject the
null hypothesis4, if its value was less than the alpha level
which is important in the null hypothesis theory. In the
other word for the P-Values less than alpha level the null
hypothesis is rejected and it shows there is a meaningful
relationship between two variables. Figure 5. shows the
correlation of security metrics and security scores taken
from Minitab. Scatter plots also can be implemented to
visualize the correlation of security metrics and security
scores. In Figure 6 the correlations of security metrics

4The term ”null hypothesis” usually refers to a general state-
ment or default position that there is no relationship between two
measured phenomena, or no difference among groups and variables
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Figure 4: The correlation of security metrics generated by Minitab

Table 6: The correlation of Security Metrics

Browser OS Malware Def-Update Last-Scan Update VUL
Security score -0.26 -0.21 -0.37 0.1 -0.26 0.38 -0.23

P-value 0.01 0.03 0.00 0.3 0.3 0.00 0.02

and security scores is illustrated by scatter plot.
As it is evident in the Figure 6 according to the trend

line of scatter plot the correlation of security metrics and
security score is obvious. For example the positive slope of
trend line in scatter plot of Def-update and security scores
illustrates as Def-updates increases the security score is
also increased and the negative slope of trend line for Mal-
wares and security scores means as number of malwares
increases the security score decreases.

4.9 Numeric Effect of Security Metrics
on the Security Experimented Net-
work

Since correlation is not a cause and effect evaluation, then
by means of regression evaluation the exact numeric effect
of each security metric on the security score is calculated.
In the quantification model of network security Security-
Score is dependent variable and the security metrics are
the independent variables of the model in which we are
going to calculate the effect of them on the security score.
Finally, the multiple regression equation expresses the nu-
meric effect of security metrics on the security level of the

network. Equation (7) is the regression equation of the
quantification model of the network security.

Security − Score = 56.4872 − (0.211009)V ulnerability

+(0.525058)Update + (0.343473)OS

−(0.345093)Browser − (0.0300952)Malwares

+(0.0511584)Def − update− (0.0575463)Last− scan.
(7)

The Equation (5) is the quantification equation of the
network security in which the coefficients are the numeric
effect of each security metric on the security when the
other metrics are assumed as 1. The Figure 7 illustrates
this model calculated in Minitab software.

According to Equation (5) the order of security metrics
according to their effect on network security is gathered
in Table 7. The security metric Updates has the most
effect on the security score with coefficient 0.52 and the
Web browser, OS and Vulnerabilities are the next more
important security metrics orderly.
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Figure 5: Correlation Of security metrics and security
score

Table 7: The correlation of Security Metrics

Rank Security Metrics The Importance Value
1 Updates 0.52
2 Browser 0.3451
3 OS 0.3435
4 Vulnerabilities 0.21

5 Conclusion

This paper is going to provide a structure for quantifica-
tion of network security and prioritization of significant
security metrics. A mathematical approach is developed
that can help to quantify the network security and or-
der the security metrics. By implementing regression and
correlation to the network security era and security met-
rics the quantification of network security will be possi-
ble as shown in this paper. Once the security quantifi-
cation is done, administrative efforts can be concentrated
to increase security more precisely and efficiently. As it is
shown in this paper there are some relationships between
network attributes or security metrics which by evalua-
tion of them the network administrators can manage the
network more efficiently.
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Abstract

The ownership transfer problems occur during using the
RFID tag. In view of the problems of the RFID tag own-
ership transfer protocol, such as security defects and high
computational cost, an improved lightweight RFID tag
ownership transfer protocol is proposed in this paper. The
improved protocol does not depend on the trusted third
party, so that the improved protocol has a wider appli-
cation space. Using the challenge-response mechanism,
the new owner of the tag introduces the counter count
and performs the corresponding operation according to
the value of count to solve the desynchronization attack
problems. The analysis results show that the improved
protocol not only satisfies the security requirements of
the tag transfer, but also overcomes the security defects
of desynchronization attack. Compared with the exist-
ing RFID tag ownership transfer protocols, this improved
protocol has larger promotion in the aspect of security
and efficiency.

Keywords: Internet of Things; Ownership Transfer Pro-
tocol; Rabin Algorithm; RFID, The Synchronization At-
tack

1 Introduction

Radio frequency identification (RFID) is a kind of non-
contact information transmission with a use of radio fre-
quency signals, in order to achieve the purpose of identifi-
cation by the transmitting information. RFID technology
is widely used in production, logistics, national defense,
transportation and other fields owning to the advantages
of small size, easy portability, low cost, long life and so
on [2, 7, 9, 16]. Because the RFID tag resources are lim-
ited and are running in the open wireless environment,
the RFID system communication is vulnerable to various
security threats such as eavesdropping attack and replay

attack. So it is essential to ensure the security of the
running protocols [3, 8, 12, 15, 17].

The ownership of the entity often changes during the
practical application process. For example, after the pro-
ducer sells the commodities to the wholesaler, the whole-
saler has the ownership of the commodities physically,
but it doesn’t mean that the wholesaler completely con-
trols the ownership of the commodities [4]. If there is
no change in the ownership of the tag, the producers can
still scan and obtain the tag’s information; thereby the
wholesaler’s privacy may be exposed. When the whole-
saler retails the commodities to the retailer, there will be
a problem whether the ownership transfers completely or
not, and likewise there will be a hidden danger of exposure
of the tag’s private information [1, 10, 18].

Reference [11] firstly proposes the RFID tag ownership
transfer protocol, which uses trusted centers that are co-
trusted by the old and new owners of tags to control all
of the tags’ information, but it limits the range of use of
tags. In [14], the security and privacy requirements of the
RFID tag ownership transfer protocol are defined, and
three sub-protocols are proposed to achieve the transfer
of RFID tag ownership with no trusted centers. How-
ever, several scholars have pointed out that the protocol
has a lot of security problem. Reference [15] gives an im-
provement to the protocol in [14], and it proposes an ex-
tensible RFID authentication protocol that supports the
tag ownership transfer, but the improved protocol still
cannot protect the backward privacy and is vulnerable to
de-synchronization attacks. In [5], two transfer schemes
are proposed based on the quadratic residue, but both
schemes require the exchange of information between the
tags and the old and new owners over and over again,
which results in the low computational efficiency of the
tags. The ownership transfer protocol proposed in [6] can-
not resist counterfeiting attacks, and the tags are easy to
be tracked because the private keys Kp and Ku used in the
tags are not updated every time. The ownership transfer
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protocol proposed in [19] cannot resist DoS attacks, and
replaying messages will make the tag updated repeatedly
so that the protocol cannot resist replay attacks of the
tags as well.

The ownership transfer protocol proposed in [13] can
not resist the de-synchronization attacks. The attacker
can obtain the message Q by listening to a complete com-
munication process; then, by replaying the message Q
during the process of blocking the associated communi-
cation, the tag’s original owner continually updates the
shared key so that the shared key between the tag’s owner
and the tag is different, which ultimately makes the both
shared information out of sync. Aiming at the security
flaws in the protocol of [13], an improved RFID tag own-
ership transfer protocol is proposed. In this protocol, the
counter count is introduced on the tag’s original owner,
and the value of the counter is used to solve the prob-
lem of de-synchronization attack defects in the original
protocol.

The remainder of this paper is organized as follows.
The second part of the paper is to conduct a security
analysis of the protocol in [13]. The third part is to put
forward my own ownership transfer protocol. The fourth
part is to carry out security analysis of the proposed pro-
tocol. The fifth part is using the BAN logic to formally
verify the proposed protocol. The sixth part is the per-
formance comparison between the proposed protocol and
other protocols. The seventh part is the summary and
concluding remarks.

2 Jin-wei Shen et al.’s Protocol
and Its Drawbacks

The protocol can not resist de-synchronization attacks.
In [13], an improved ultra-lightweight RFID ownership
transfer protocol is proposed, which claims to be resistant
to de-synchronization attacks. However, the study in this
paper found that the ownership transfer protocol in [13]
can not resist the de-synchronization attacks. The specific
attack process is as follows.

The attacker can obtain all the information? such as
IDS, M, N, P, Q, X, Y –in the complete commu-
nication process of [13] by using some monitoring
methods. After obtaining the above information, the
attacker can immediately block the communication
process of the previous five steps, so that the shared
key between Dj and T can be out of sync by contin-
ually replaying the message Q.

The first replay is as follows. The attacker disguises
as Di to send the intercepted Q message to Dj . Since
the authentication of Q is passed before, the replay infor-
mation Q can also be authenticated. Before the message
is replayed, the information stored in Di is si, ti, X, Y,
IDSold = IDS, and IDSnew = IDS ⊕ NT ⊕ NR. After
the message is replayed, Di generates the random num-
ber Si+1, calculates ti+1, X1, Y1, and updates the data

IDSold = IDS, IDSnew = IDS ⊕ NT ⊕ NR. Let IDSnew
= IDS1, ui = si, vi = ti, si = si+1, ti = ti+1. After Di

is updated, X1 and Y1 will be sent to the tag, and the
attacker will block the information transmission between
the both.

The second replay is as follows. After the first replay,
the attacker intercepts the X1, Y1 that are transmitted
to the tag by Di. At this time the attacker prevents the
information from being transmitted to the tag, and mean-
while replays the message Q again. Because Di stores the
shared keys of this and the last authentication, so Q can
still be authenticated. After Q is replayed again, Di will
be set as follows.

Di generates random number Si+2 and calculates ti+2,
X2, Y2 ; then updates data IDSold = IDSnew =
IDS1, IDSnew = IDS1 ⊕ NT ⊕ NR. Let IDSnew =
IDS2, ui = si+1, vi = ti+1, si = si+2, ti = ti+2. After
Di is updated, X2 and Y2 will be sent to the tag, and
the attacker will block the information transmission
between the both.

The third replay is as follows. After the second replay,
the attacker intercepts the X2, Y2 that are transmitted
to the tag by Di. At this time the attacker prevents the
information from being transmitted to the tag, and mean-
while replays the message Q again. Because Di stores the
shared keys of this and the last authentication, so Q can
still be authenticated. After Q is replayed again, Di will
be set as follows.

Di generates random number Si+3 and calculates ti+3,
X3, Y3 ; then updates data IDSold = IDSnew =
IDS2, IDSnew =IDS2 ⊕ NT ⊕ NR. Let IDSnew =
IDS3, ui = si+2, vi = ti+2, si = si+3, ti = ti+3. After
Di is updated, X3 and Y3 will be sent to the tag, and
the attacker will block the information transmission
between the both.

After the above three replay attacks are completed,
the attacker will transmit the original intercepted mes-
sage X, Y to the tag. Because the tag has never up-
dated the shared key during the previous three replay
attacks, X and Y certainly can be authenticated. After
the authentication, the tag updates the shared key, IDS
= IDS ⊕NT ⊕NR, i.e. IDS = IDS1 ; the shared key is
ti+1.

When analyzing the tag and the shared key ultimately
stored in Di, we can find that there is no synchronization
between them. The information stored in the tag is IDS1,
ti+1, but the information stored in Di is IDS3, ti+3. At
this time, the attacker successfully makes the shared key
between Di and the tag no longer the same by the replay
attacks, so that the subsequent authentication fails. We
can draw a conclusion that the original protocol can not
resist the de-synchronization attacks.
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Figure 1: The improved protocol

3 Improved RFID Tag Ownership
Transfer Protocol

The ownership transfer protocol proposed in [13] can not
resist the replay attacks and de-synchronization attacks,
so that this paper propose an improved RFID tag own-
ership transfer protocol. In this improved protocol, the
message counter count is introduced to the tag’s origi-
nal owner S old, and the replay attacks are resisted by
the value of the counter count. The counter count is to
record how many times the message Q is replayed. The
value of count does not exist or is 0, indicating that the
message Q is transmitted for the first time. If the value
of count is not 0, the message Q may be a replayed mes-
sage. Since the above two situations are different, the
operations of the tag’s original owner S old are different
as well, which not only is able to resist the replay attacks,
but also avoids the asynchronous problems between the
tag’s original owner S old and the tag.

As is the same to other authentication protocols, we
assume that the transmission channels between the tag’s
original owner S old and the tag’s new owner S new are
secure. We also suppose the transmission channels be-
tween the tag’s original owner S old and the tag are in-
secure, and that the transmission channels between the
tag’s new owner S new and the tag are insecure as well.

3.1 Symbol Description

Firstly, the meaning of each symbol in this protocol is
given in Table 1.

3.2 Protocol Description

The process of the improved RFID tag ownership transfer
protocol is presented in Figure 1.

The descriptions of the symbols M, N, P, Q, X, Y are

Table 1: The symbols used in the paper

Symbols Meaning

Sold The tag’s original owner.
Snew The tag’s new owner.

T A tag.
Ti The i -th tag.

IDi L The left half of the i -th tag identifier
ID. (its length is L bits)

IDi R The right half of the i -th tag identifier
ID. (its length is L bits)

ID L The left half of the tag identifier ID. (its
length is L bits)

ID R The right half of the tag identifier ID.
(its length is L bits)

r x The tag data saved at the beginning.
(its length is L bits)

r1 The random number generated by the
tag. (its length is L bits)

r2 The random number generated by the
tag’s original owner. (its length is L
bits)

n Mersenne number, where the value is
n=2L-1.

L The length of the key.
S i The private key of the tag Ti. (its

length is L bits)
K i The public key of the tag Ti, where

K i=(S i)
2 mod n. (its length is L

bits)
U i The private key of the tag Ti on the last

round. (its length is L bits)
V i The public key of the tag Ti on the last

round, where U i=(V i)
2 mod n. (its

length is L bits)
S i+1 The random number generated by the

tag’s new owner, used as the private
key of the authentication on the current
round. (its length is L bits)

K i+1 The public key of the authentication
on the current round, where K i+1 =
(S i)

2 mod n. (its length is L bits)
count The counter for the message Q of the

tag’s new owner.
M, N, P, Q, The communication data in this

X, Y protocol. (each length is L bits)
MIXBITS(a, b) The new random number obtained by

computing (a, b). (the output length is
L bits)

⊕ XOR operation.
& AND operation.

[X]L Take the first L bits of the result of the
operation [].
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as follows.

M = K i ⊕ r1.

N = r2⊕ IDi R.

P = [(r1⊕ r2⊕K i)
2 mod n]L.

Q = [(r1⊕ r2⊕D R)2 mod n]L.

X = S i+1 ⊕ r1⊕ IDi R.

Y = K i+1&r1&IDi R.

[·]L means taking the first L bits of the result of the op-
eration [].

The complete execution steps of this ownership transfer
protocol are described below.

Step 1: The tag’s original owner S old sends a request
command Request for transferring tag ownership to
the tag T, and opens ownership transfer session.

Step 2: T receives the messages from S old; then calcu-
lates r1=r x, M=K i ⊕ r1, and sends the values of
ID L and M to S old.

Step 3: S old receives the messages from T ; then
searches the database for the result of whether IDi L
is equal to ID L. If the result does not exist, the
tag is forged, and the protocol terminates immedi-
ately. If it exists, S old generates an L-bit random
number r2, and uses K i (corresponding to IDi L)
to calculate K i ⊕ M and obtain a random num-
ber r1.Then it uses r1, r2,IDi R (corresponding to
IDi L) and K i to calculate N = r2 ⊕ IDi R and
P=[(r1 ⊕ 2 ⊕K i)2 mod n]L . Finally the values of
N and P are sent to T.

Step 4: T receives messages N and P from S old. The
tag uses its own ID R to calculate N ⊕ ID R and
obtain random number r2. Then the tag uses random
number r1 generated by itself, random number r2
and its own public key K i to verify the correctness
of P, i.e.

P ‘ = [(r1⊕ (N ⊕ ID R)⊕K i)2 mod n]L.

If P‘ is unequal to P, then S old is forged, and the
protocol terminates immediately. If P‘ is equal to P,
the tag correctly verifies S old. Next the tag begins to
update data r x=MIXBITS(r1, r2), and uses random
number r1 generated by itself, random number r2
and its own ID R to calculate the value of Q. Finally
the value of Q is sent to S old.

Step 5: S old receives the message Q from the tag. S old
uses random number r2 generated by itself, random
number r1 and its own IDi R to verify the correct-
ness of Q, i.e.

Q = [((K i⊕M)⊕ r2⊕ IDi R)2 mod n]L.

If Q ‘ is unequal to Q, then the tag is forged, and the
protocol terminates immediately. If Q ‘ is equal to

Q, the tag correctly verifies S old. Then S old send
all the values of Q, r1, ID L to the new tag’s owner
S new through secure channels.

Step 6: S new receives the messages from S old. Then
S new searches the database for the result of whether
Q ‘ is equal to Q. If the result exists and the value of
the corresponding counter count is not 0, it indicates
that the message Q has been transmitted. In order
to resist replay attacks, S new executes Step 7. If
the result does not exist, S new executes Step 8.

Step 7: S new searches the database for the result of
whether IDi L is equal to ID L. If the result does
not exist, the tag is forged, and the protocol termi-
nates immediately. If the result exists, S new does
not make any updates, and the values of X and Y
which is calculated during the last authentication are
transmitted directly to the tag.

Step 8: S new stores the value of Q into its own
database, allocates a corresponding counter, and sets
the counter count to 1. Then S new searches the
database for the result of whether IDi L is equal
to ID L. If the result does not exist, then the tag
is forged, and the protocol terminates immediately.
If the result exists, then S new generates a L-bit
random number S i+1, uses it as the new private
key in the current authentication, and calculates
K i+1 = (S i+1)2 mod n. After the calculation is
finished, S new begins to update data U i = S

i , V i = K i , S i = S i+1 , K i = K i+1 , and
uses random number S i+1 generated by itself, r1
transmitted from S old, K i+1 and ID i R (corre-
sponding to ID i L) to calculate X=S i+1 ⊕ r1 ⊕
IDi R , Y =K i+1 & r1 & IDi R. Finally the values
of X and Y are sent to the tag.

Step 9: T receives messages X and Y from S new. Next
the tag uses the random number r1 generated by it-
self, its own ID R and X sent from S new to calcu-
late X⊕r1⊕ID R and obtain the private key S i+1.
Then it uses the private key S i+1, random number
r1 generated by itself and its own ID R to verify the
correctness of Y, i.e.

Y ‘ = ([(S i+1)2 mod n]L)&r1&ID R.

If Y‘ is unequal to Y, then S new is forged, and the
protocol terminates immediately. If Y‘ is equal to Y,
the tag correctly verifies S new, and then the tag be-
gins to update data K i = Y ⊕r2. The tag ownership
transfers successfully.

4 Security Analysis

4.1 Valid Target Transfer

Valid target (abbr. VT) transfer means it is the valid
target that is transferred, instead of other tags in the
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system. In the improved protocol, the tag’s original owner
S old verifies the authenticity of the tag for the first time
in Step 3. The tag firstly verifies the authenticity of the
tag’s original owner S old in Step 4, and then S old will
verify the tag’s authenticity again in Step 5. It makes the
authentication security improve greatly between the tag’s
owner and the tag, and after mutual authentication it can
make sure that the current authenticated tag is certainly
the tag that belongs to S old.

S new verifies the tag’s authenticity in Step 6. The tag
verifies the authenticity of S new in step 9. During the
entire authentication process, the security of the proto-
col improves greatly because there is a mutual authentic-
ity verification between S new and the tag. Through the
above process to achieve mutual authentication, it can
ensure that the tag is certainly the target that will be
transferred to S new. The target tag has been authen-
ticated several times to complete the ownership transfer
from S old to S new. As a result, the improved protocol
ensures that the transfer tag is certainly the target, not
the other tags in the system.

4.2 Impersonation Attack

We assume that the attacker impersonates the tag’s orig-
inal owner S old. Because the attacker does not know the
shared key K i and IDi Rbetween S old and the tag Ti,
the attacker can not correctly calculate the values of N
and P. In Step 4 the tag will promptly find that S old is
forged, and the protocol terminates immediately.

Then we assume that the attacker impersonates the
tag’s new owner S new. Because the attacker does not
know the shared key K i and IDi R between S new and
the tag K i, the attacker can not correctly calculate the
values of X and Y. In Step 4 the tag will promptly find
that S new is forged, and the protocol terminates imme-
diately.

Next we assume that the attacker impersonates the
tag. The attacker knows neither the shared key K i and
IDi R between S old and the tag Ti, nor the shared key
K i and IDi R between S new and the tag Ti, so there
is no way at all to correctly calculate the value of M and
Q. Both S old in Step 3 and S new in Steps 6, 7, 8, will
find that the tag is forged, and the protocol terminates
immediately. Above all, the improved protocol can resist
resist various impersonation attacks.

4.3 Brute Force Attack

By listening to a complete communication process, the
attacker can obtain the values of M, N, P, Q, X and Y.
In the improved protocol, the random numbers r1, r2 are
no longer transmitted in plain text, but simply encrypted
with other information firstly. For instance, the attacker
is unaware of the values of the shared private key K i and
IDi R between S old and the tag Ti. Moreover, the num-
ber r2 is randomly generated by S old, and the number
r1 is randomly generated by the tag as well. From the

attacker’s perspective, although the values of N and P
are intercepted, it is impossible to make an exhaustion
of any useful privacy information.Aiming at the formulas
P = [(r1⊕ r2⊕K i)

2 mod n]L and N = r2⊕ IDi R, the
attacker knows nothing about r1, r2, K i, IDi R. As a
result, it is impossible for an attacker to analyze a specific
K i. Simply knowing the values of N and P, there is no
way to make an exhaustion of the specific values. For the
same reason, the attacker is unable to make an exhaus-
tion of any useful information by intercepting the values
of M, N, P, Q, X, Y. Based on the above descriptions, the
improved protocol can resist brute force attacks.

4.4 Replay Attack

During each execution of the improved protocol, S old
uses a random number r2 generated by itself to keep
the messages fresh, and similarly S new uses a random
number si generated by itself to keep the messages fresh.
The tag uses a random number r1 generated by func-
tion MIXBIT(a, b) to keep the messages fresh. Based
on the above descriptions, the values of M, N, P, Q, X,
Y are various in each step. Therefore, although the at-
tacker replays the messages, any useful information won’t
be available. So the improved protocol can resist replay
attacks.

4.5 De-synchronization Attack

In the improved protocol, S new introduces the counter
count. It’s no use that the attacker replays message Q,
because only when the value of count does not exist or
is 0 will S new generate a new random number si as the
new shared private key, and then execute the subsequent
update steps. If the value of count is not 0, it indicates
that the message Q has existed before, and this Q is pos-
sibly the information which the attacker replays. In order
to resist de-synchronization attack, S new will not gener-
ate new random numbers, but directly use current private
key to verify the correctness of Q. Then it uses current
private key to update related data. During this process,
according to the different values of count, the update op-
eration also uses different mechanisms, so it avoids the
differences of the shared private key between the tag and
S new caused by replaying the message Q. Based on the
above descriptions, the improved protocol can resist de-
synchronization attacks.

Table 2 shows the security comparison between this
protocol and several other RFID tag ownership transfer
protocols.

√
indicates resistance, × indicates irresistance.

5 BAN Logic Formal Analysis

In this paper, BAN logic formalization method is used to
prove the security of the improved protocol. BAN logic is
proposed by Burrows et al. Using BAN logic, the proving
process of the protocol is shown as follows. Because both
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Table 2: Protocol security comparison

Attack Types Ref.[11] Ref.[13] Ref.[14] Ref.[15] Our protocol
VT

√ √ √ √ √

Impersonate Attack
√

×
√ √ √

Brute Force Attack
√ √ √ √ √

Replay Attack
√ √

×
√ √

Replay Attack ×
√ √

×
√

S new and S old have part of readers, so we can see the
both as a whole, as a large reader, represented with R.

5.1 Idealized Model of the Protocol

Message 1: R −→ T : Query;

Message 2: T −→ R: ID L, M ;

Message 3: R −→ T : N, P5 ;

Message 4: T −→ R: Q ;

Message 5: R −→ T : X, Y.

5.2 Expected Target of the Protocol

The main proving target of the protocol’s correctness is
G1, G2, G3, G4, G5 and G6, that is, mutual authentica-
tion entity’s belief in the freshness of interactive informa-
tion.

G1: R |≡ Q, R believes Q.

G2: T |≡ N, T believes N.

G3: T |≡ P, T believes P.

G4: T |≡ X, T believes X.

G5: T |≡ Y, T believes Y.

G6: R |≡ M, R believes M.

5.3 Initial Assumptions of the Protocol

P1: R |≡ R
K i←−−→ T, R believes R and T share the public

key K i.

P2: T |≡ R
K i←−−→ T, T believes R and T share the public

key K i.

P3: R |≡ R
n⇐==⇒ T, R believes R and T share the

Mersenne number n.

P4: T |≡ R
n⇐==⇒ T, T believes R and T share the

Mersenne number n.

P5: R |≡ R
ID R⇐==⇒ T, R believes R and T share the

identifier ID R.

P6: T |≡ R
ID R⇐==⇒ T, T believes R and T share the

identifier ID R.

P7: R |≡ ] (r1 ), R believes the freshness of the random
number r1.

P8: T |≡ ] (r1 ), T believes the freshness of the random
number r1.

P9: R |≡ ] (r2 ), R believes the freshness of the random
number r2.

P10: T |≡ ] (r2 ), T believes the freshness of the random
number r2.

P11: R |≡ ] (S i+1 ), R believes the freshness of the
random number S i+1.

P12: T |≡ ] (S i+1 ), T believes the freshness of the
random number S i+1.

P13: R |≡ ] (K i+1 ), R believes the freshness of the
random number K i+1.

P14: T |≡ ] (K i+1 ), T believes the freshness of the
random number K i+1.

P15: T |≡ R |⇒ N, T believes R has jurisdiction over
N.

P16: T |≡ R |⇒ P, T believes R has jurisdiction over P.

P17: T |≡ R |⇒ X, T believes R has jurisdiction over
X.

P18: T |≡ R |⇒ Y, T believes R has jurisdiction over
Y.

P19: R |≡ T |⇒ M, R believes T has jurisdiction over
M.

P20: R |≡ T |⇒ Q, R believes T has jurisdiction over
Q.

5.4 The Proving Process of the Protocol

From Message 4 we have that R C {D}, which means
R had receive the message D. According to the ini-
tial assumptions P2, P5 and the message-meaning rule

R |≡ R
K←→ T,PC {X}K

P |≡ Q |∼ X
, it follows R |≡ T |∼D.
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Table 3: Performance comparison of protocols

Operation Ref.[11] Ref.[13] Ref.[14] Ref.[15] Our protocol
Operation A 0T1 1T1 0T1 3T1 2T1
Operation B 2T2 1T2 19T2 8T2 9T2
Operation C 1T3 0T3 0T3 5T3 3T3
Operation D 0T4 0T4 0T4 1T4 1T4
Operation E 0T5 4T5 5T5 0T5 0T5
Operation F 0T6 0T6 3T6 3T6 3T6
Operation G 0T7 0T7 1T7 0T7 0T7
Operation H 0T8 3T8 5T8 0T8 0T8
Operation I 2T9 1T9 2T9 2T9 2T9

Storage capacity 1L 3L 4L 3L 3L

Then by the initial assumptions P7, P9 and the

freshness-concatenation rule
P |≡ ](X)

P |≡ ](X,Y)
, it follows R

|≡ ] (D).
Because of the conclusions R |≡ T |∼D, R |≡ ] (D),

that we have proved above and the nonce-verification rule
P |≡ ](X),P |≡ Q |∼ X

P |≡ Q |≡ X
, we have that R |≡ T |≡ D.

Finally, according to the corollary R |≡ T |≡ D,
the initial assumption P20 and the jurisdiction rule
R |≡ T |⇒ Q,P |≡ Q |≡ X

P |≡ X
, it can be proved that R |≡

D. Thus, the proof of target G1 is now completed.
The target G2, G3, G4, G5 and G6 can be proved in a

similar way as shown above.

6 Performance Analysis

The tag calculation complexity, the tag storage space and
other several aspects are used for performance analysis.

As shown in Table 3, in [15] the tag stores ti, with
storage capacity of 1L. In [5] the tag stores ik, uk and id,
with storage capacity of 3L. In [6] the tag stores h(TID),
KTID, r and n, with storage capacity of 4L. In this paper
the tag stores IDS, ti, and Nx, with storage capacity of
3L.

Operation A represents ’+’ operation, the operation
time of which is represented by T1. Operation B repre-
sents ’⊕’ operation, the operation time of which is repre-
sented by T2. Operation C represents Rabin encryption,
the operation time of which is represented by T3. Op-
eration D represents the function MIXBITS(x, y), the
operation time of which is represented by T4. Opera-
tion E represents Hash function, the operation time of
which is represented by T5. Operation F represents mod
operation, the operation time of which is represented by
T6. Operation G represents CRC function, the operation
time of which is represented by T7. Operation H rep-
resents PENG operation, the operation time of which is
represented by T8. Operation I represents comparison op-
eration, the operation time of which is represented by T9.

Moreover, the time represented by T1 to T9 is different,
some operations to spend a long time, some operations to
take a short time. To sum up, the overhead cost of the
protocol presented in this paper is acceptable.

Compared the improved protocol in this paper and the
protocol in [13], both of the tag storage space are similar.
In terms of the tag calculation, the improved protocol has
twice less square operations than the original protocol.
Although calculation complexity is not much reduced, it
is found that the improved protocol solves the security
flaws in the original protocol without increasing the cal-
culation complexity of the tag. The original protocol can
not resist the replay attacks and can not resist the de-
synchronization attacks, however, the improved protocol
can resist them. Compared with the protocols in [5, 6, 15],
the tag storage space of the improved protocol is similar
to theirs. What’s more, it reduces the total calculation
complexity of the tag, and meanwhile compensates for the
security flaws in the protocols above.

7 Conclusion

An improved lightweight RFID tag ownership transfer
protocol is proposed for the security problems of current
ownership transfer protocol in [13]. Aiming at the prob-
lem that the tag’s new owner in the original protocol can
not resist the de-synchronization attacks caused by the re-
play messages, the improved protocol introduces the con-
cept of the counter count for message Q. According to the
value of count, different operations are used so as to solve
the de-synchronization problems. If the value of count
does not exist or is 0, the tag’s new owner will generate
new random numbers, otherwise won’t, which makes it
possible to avoid the problem that the shared private key
between the both is not synchronized because the ran-
dom number is generated after the message Q is received
multiple times. Finally, a comprehensive security analy-
sis shows that the improved protocol meets the security
requirements of the tag ownership transfer.
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Abstract

Trust is a useful model for the interactions of Vehicular Ad
Hoc Network (VANET) in Vehicular Cyber-Physical Sys-
tem (VCPS). Given a dynamic nature in transportation,
traditional static trust models cannot effectively create
the trust relationship among moving vehicles, and cannot
handle quickly and dynamically the frequent vehicular in-
teractions in a network topology. A novel trust model of
VANET in VCPS is proposed to theorize the trust re-
lationship in the dynamic traffic environment and per-
form a verification through an improved trust chain and
some trusted computing theories. This trust model devel-
oped can improve the vehicular interaction security and
the driving safety and resist malicious attacks and decep-
tions. Another, the vehicular trustworthiness is evaluated
for the trust model development. The simulation experi-
mental results show that the proposed trust model has a
better performance for transportation applications than
traditional models.

Keywords: Pervasive Trust Management Model; Trust
Model; Trust-based Secure Service Discovery Model; Ve-
hicular Ad Hoc Network; Vehicular Cyber-Physical Sys-
tem

1 Introduction

Transportation is a dynamic environment, consists of
static roadways and moving objects (e.g. running vehicles
and walking pedestrians) [39]. The dynamic transporta-
tion environment has a requirement on VANET for an ef-
ficient and effective interaction or communication among
vehicles. But traditional methods in the wireless networks
view moving vehicles as static or low-speed moving nodes.
Using VANET the Vehicle to Vehicle (V2V) communica-

tion can obtain sufficient information in traffic cyber sys-
tems, and can realize a cooperative driving in traffic phys-
ical systems [16]. VCPS is the integration of the vehicular
cyber system and the vehicular physical system [30, 43].
VANET in VCPS contains a series of wireless and in-
dependent moving nodes (i.e. vehicles) and temporarily
form a network without a pre-existing infrastructure.

Intelligent Transport System (ITS) consists of differ-
ent transportation systems, such as advanced traveler in-
formation system, advanced traffic management system,
advanced transit system, and so on [35, 38]. For the de-
velopment of the next generation ITSs, VCPSs, with the
spread of mobile computing and communicating devices,
are expected to solve some problems related to dynamic
traffic moving objects [24]. Another, there are some secu-
rity and trust problems related to VANET. The potential
spoofing, eavesdropping, denial-of-service and imperson-
ation attack lower the user trust on the cyber system ser-
vices, and cause the safety and efficiency problems on the
physical systems [7]. The trust approaches of static nodes,
such as PKI [5] and CA [8], cannot meet with the demand
of dynamic vehicular interactions.

Given a dynamic nature in transportation, it is hypoth-
esized that a more efficient VANET in VCPS is required
to guarantee dynamic trust interactions among vehicles
with the adequate security and reliability [21]. The aim of
this paper is to innovatively design a distributed dynamic
trust model to describe the logic relationship among mov-
ing vehicles. The trust model can resist malicious attacks
and deceptions based on the evaluation and certification
mechanisms. Moreover, the proposed distributed trust ar-
chitecture can reduce the communication load of moving
vehicles.

Section 2 reviews the related literature. Section 3 de-
picts the detailed description and analysis of the trust
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model process. The experimental simulation analysis is
detailed in Section 4. Finally, Section 5 gives a brief dis-
cussion and some concluding remarks.

2 Literature Review

Some researches discusses the security issues and the po-
tential solutions for the trust model development. For
instances, the research [17] offers a novel communica-
tion method that cannot easily be subjected to network
sniffing, thereby addressing the issue of security. Nev-
ertheless, the scheme does not prevent malicious nodes
from selectively forwarding packets or from other mali-
cious behavior; although the study [6] gives an improved
scheme to solve the impersonation attack and a malicious
user can generate a valid signature on behalf of the other
vehicles, the mechanism does not consider every nodes
function and the global characteristics adequately; a se-
cure and distributed certification system architecture for
safety message authentication in VANET [26]. Moreover,
this system can resist the false public-key certification.
However, this study lacks the trust process in the entire
system; the paper [9] uses the confidence intervals to man-
age uncertain information in the assessment of trust and
reputation in ubiquitous network environments. Unfor-
tunately, the characteristics of the focused environment
has not been discussed in this study; in terms of the mes-
sage receiver’s authenticity and user privacy preservation,
the research [19] eliminates the vulnerabilities in Chuang-
Lee’s scheme [11], and creates a trust-extended authenti-
cation scheme in VANET. Yet this research considers a
little about the service levels.

In terms of the location-based verification security, the
authors in the paper [28] make a summary about some
previous researches related to map or Geographic Infor-
mation Systems (GIS) [1, 12, 14, 22, 41, 42], and then
proposes the Location Information Verification cum Secu-
rity (LIVES) based on Transferable Belief Model (TBM).
This map-based model includes two verification layers:
the first layer depends on the concept of virtual tiles on
roads and received signal strength; the second layer de-
pends on the trust of neighboring vehicles computed using
TBM. LIVES makes an improvement on the verification
security in the map-based realistic network environments.
However, all of the above location-based or map-based
models ignore the time dimension or do not adequately
employ time parameters for the trust model development.
Considering the security verification of the real-time ve-
hicular networks, these models are difficult to meet with
the demand of dynamic vehicular interactions.

Another, data mining algorithms are applied into trust
models. Take, for examples, the paper [29] creates a
trust-based authentication scheme for the cluster-based
VANETs. For the selection of cluster heads, the trust de-
gree of each node is estimated based on the vehicles clus-
tered. But it lacks the process of local interaction among
mobile nodes; the study [4] utilizes a weighted cluster-

ing trust model algorithm for the development of Mobile
Ad Hoc Networks (MANETs) trust. However, this study
does not describe the local behaviors in details; the pa-
per [32] uses the logic regression to model dynamic trust
for service-oriented MANETs and dynamically estimate
the service provider trust depending on the distinct be-
havior patterns [20]. But the proposed model does not de-
tail the global trust relationship; a fuzzy-based dynamic
trust model with the time slice scheme is developed to
guarantee that a reliable node possess enough time to en-
joy its services [33]. Nevertheless, the trust relationship
is ignored.

Besides the above two dynamic trust models, Per-
vasive Trust Management (PTM) [3] describes dynamic
inter-domain and trust model with the support of the
Dempster-Shafer evidence theory, and uses the probabil-
ity weighted average method for evaluating trustworthi-
ness. PTM has several advantages: a) the trustworthiness
of PTM rises slowly with the increase of the real trust
behaviors and reduces sharply with the increase of the
malicious trust behaviors; b) the trustworthiness changes
dynamically according to different time and context in-
formation, and shows the dynamic characteristics of the
trust process; and c) the algorithm can suitably describe
the characteristics of VANET in VCPS. The disadvan-
tages of PTM include: a) it cannot fit different require-
ments in various environments because of the static trust
domain; and b) it cannot handle the uncertainty of certain
nodes certification if missing data.

As a hybrid model, Trust-based Secure Service Discov-
ery Model (TSSDM) [2] allows both of secure and non-
secure service discoveries to handle the security issues re-
lated to the sharing communication and service. This
model also permits mutual trust for the service discovery
and sharing, even the service sharing with unknown en-
tities. TSSDM have the following features: a) due to
the good adaptive ability, different service levels from
TSSDM have different trust levels. Also, different service
levels provide different security levels. But the informa-
tion load is heavy; and b) when the unknown entities join
in TSSDM, this model would offer the risk certification
mechanism to verify the unknown entities. However, the
trustworthiness calculation only depends on the service
time.

The above overall analysis reveals that previous re-
search studies have not well developed the distributed
trust model for dynamic vehicular interactions and ser-
vice requirement discoveries, and have not adequately ex-
plored the evaluation and certification mechanisms for the
malicious attacks and deceptions of moving vehicles. The
trust model developed is expected to avoid the disadvan-
tages of these models, but also keep their advantages. In
contrast to existing models, PTM and TSSDM is better
that the other models for transportation moving object-
based trust verification. It is necessary to design experi-
mental analyses for the comparison of the proposed model
with both PTM and TSSDM. The next section gives the
processes of the proposed trust model in details.
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3 Trust Model Processes

There are four processes in the proposed trust model, and
they are the trusted VANET initialization in VCPS, the
service requirement discovery, the distributed evaluation
and certification, and the trust transition based on the
computing theories [27, 31]. The execution of these trust
processes can achieve the vehicular verification and make
the whole VANET trusted.

3.1 Trusted VANET Initialization

The system initialization dealer has a long-term stable
trust relationship with vehicles [13]. Each vehicle obtains
its own private share from the system initialization dealer.
Generated by the system initialization dealer, each pri-
vate share S(i) is a randomly (k − 1) degree polynomial
function, which is shown as follows:

S(i) = a0 + a1x
1 + ... +ak−1x

k−1(modϕ)

Where i is the unique identifier of Vehicle i in VANET;
each private share is evaluated as S(i); ϕ is a large prime
number; and the initial key of the trusted VANET is S0 =
a0(mod ϕ).

When an unknown vehicle was accessing the trust sys-
tem, the system would send a public key with a trust
evidence to the system initialization dealer, and request a
certification for this public key. The system initialization
dealer verifies the certification request via the calculation
of the partial private share [10] in Equation (1):

S(i|j) = S(j)

k∏
r=1,r 6=j

i− r
j − r

(modϕ) +

∑k

r=1,r 6=j
η(j − r)S(jr)(modϕ). (1)

η(j − r) =

 1, j − r > 0
0, j − r = 0
−1, j − r < 0

(2)

Where j is the ID of the system initialization dealer;
each pair of vehicles(j, r) in the system exchange a num-
ber S(jr); and (j-r) is the sign function.

After all vehicles obtain their individual private shares,
each node of VANET would generate a partial certificate
to other nodes. It would form a trust graph composed
of partial certificates. Given that there are sparse so-
cial trust relationships among initial vehicles, the system
would be fully functional, and no infrastructure would
be expected, the system dealer would not be needed any
longer [25]. Figure 1 illustrates the process of the trusted
VANET initialization with the trust graph.

3.2 Service Requirement Discovery

The main role of the service requirement discovery is to
handle the service applications. As a host, the trusted

vehicle of VANET in VCPS evaluates if the trustworthi-
ness of the guest vehicle satisfies the requirements of a
certain service level or not via the trust certification. The
host would gain the recommendations from the neighbor-
ing vehicles, and the recommendation information is the
estimation information of the guest trustworthiness. It
is the initialization mechanism for the trustworthiness of
the unknown applied vehicles.

The different service levels have different security lev-
els, and the security level Qi maps the required service
level Si. The security factor with the range [0, 1] in-
dicates the relationship between Qi and Si. Also, the
proposed trust model uses a communication encrypted
threshold CT and an authorized intervention threshold
AT. When x>CT, the communication data would be en-
crypted; when x>AT, even though the guests satisfy the
trust verification requirements, the interaction would be
authorized by the host [23]. The trust mapping between
Qi and Si is defined as follows:

Qi(x) =



Sn, an < x ≤ 1
Sn−1, an−1 ≤ x < an
...
Sk, AT < x
...
Sk−1, CT < x
...
1, a1 ≤ x < a2
0, 0 ≤ x < a1

The security requirements are used for the selection
of the above independent coefficients a1, a2, ..., an−1, an ∈
[0, ϕ− 1]. The security factors from the security require-
ments would improve the flexibility and self-adaptability
of the proposed trust model. Besides, the communica-
tion encryption threshold and the authorized intervention
threshold would determine different security and service
levels.

3.3 Distributed Evaluation and Certifica-
tion

On the basis of PTM and TSSDM, the collaborative trust-
worthiness between the host and the guest is estimated
using the metrics, these metrics are related to the rec-
ommendation information from neighbored vehicles. The
combination of the evaluation and certification mecha-
nisms would be valid to identify the false recommenda-
tion. Given that each vehicle has a unique ID, the num-
ber of vehicles in VANET is n, and V h1,V h2,...,V hn as
a vehicle set, the trust set of VANET in VCPS is given
as [44]:

Ti =[t(V hi, V h1)t(V hi, V h2)

..., t(V hi, V hi−1), t(V hi, V hi+1), ..., t(V hi, V hn)]

Where t(V hi, V hk) is the trustworthiness between the
host V hi and the guest V hk, t(V hi, V hk) = null means
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Figure 1: Trusted VANET initialization process

that the host V hi does not know the guest V hk for 1 ≤
k ≤ n, k 6= i.

The vehicle set Ti denoted by STi is the set of all the
vehicles T with t(Ti, T) 6= null. The common vehicles
set of Ti and Tj are given as follows: C(Ti, T ) = [t(Ti, Tk1), t(Ti, Tk2), ..., t(Ti, Tkm)]

C(T, Ti) = [t(Ti, Tk1), t(Ti, Tk2), ..., t(Ti, Tkm)]
(Tk1 , Tk2 , ..., Tkm) = STi

⋂
STj

Where C(Ti, T) is the trustworthiness of Ti for all the
common vehicles on Ti and Tj , and C(T, Ti) is the trust-
worthiness of the common vehicles on Ti. This method
can find the common vehicles on Tj .

The collaborative trustworthiness has a transitive
property. If A1 trusted A2 and A2 trusted B, then A1

would trust B. Given that A2 was an intermediary note,
if A2 was maliciously attacked and tampered, the entire
trust chain from A1 to B would be invalid. Figure 2 gives
the comparison of the collaborative trust mechanism and
the single trust mechanism.

The trustworthiness recommendation for the interac-
tion between Ti and Tj is described as follows:

RIV (Ti, Tj) =


γ·
−−−−−→
C(Ti,T )·

−−−−−→
C(T,Tj)

m , STi
⋂
STj 6= φ

0, STi
⋂
STj = φ

(m =
∣∣STi ⋂STj ∣∣)

Where γ is the weight of the trustworthiness recommen-

dation;
−−−−−→
C(Ti, T ) ·

−−−−−→
C(T, Tj) is the dot product of the col-

laborative trustworthiness betweenTi and Tj ; and 0 ≤
RIV (Ti, Tj) ≤ 1 for any two trust sets Ti and Tj .

Given that and represent the number of the interac-
tions between Ti and Tj with the limit of m, the confi-
dence FIV on RIV for the vehicle sets Ti and Tj is given
as follows: FIV (Ti, Tj) =

(1− 1
m+λ )+(1− 1

NTi
+λ )

2

FIV (Tj , Ti) =
(1− 1

m+λ )+(1− 1
NTj

+λ )

2

λ is an attenuation factor, the more trustworthiness comes
from the higher number of common vehicles in both of
sets and the higher number of the historical interactions
among the vehicles. The historical interaction evaluation
of Ti and Tj is described in the Equation (3):

HIE(Ti, Tj) =

1− 1

max{β · [ωSISI(Ti, Tj)− ωFIFI(Ti, Tj)], 0}+ 1
,

λ = 1

(3)

Where β is the time sensitive factor, SI(Ti,Tj) is the num-
ber of successful historical interactions using the perspec-
tive of Ti, FI(Ti,Tj) is the number of failed interactions.
It is the same to define Tj .

As the time stamp between vehicular sets P and T,
τ(P,T ) is the interaction weight at the current time, but it
would be smaller with the elapsing time. The evaluation
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Figure 2: Collaborative and single trust mechanisms

of Ti and Tj is described as follows:

TTE(Ti, Tj) =
m

m∑
z=1

Mτ(Tj ,Tkz )
Mτ

Where M τ is the threshold time interval; the interac-
tion between Ti and Tj at time τ ; and M τ(Ti, Tkz ) =
τ − τ(Ti, Tkz ), {Tk1 , Tk2 , ..., Tkm} = STi

⋂
STj . The trust-

worthiness is evaluated by the weighted arithmetic mean
of RIV, FIV, HIE, and TTE.
The trustworthiness of Ti and Tj is calculated in the fol-
lowing equation:

TR(Ti, Tj) =

w1[RIV (Ti, Tj)](
FIV (Ti,Tj)+TTE(Ti,Tj)

2
) + w2[HIE(Ti, Tj)]

w1 + w2

3.4 Trust Transition

The improved Noninterference model [18] is used to design
the trust transition mechanism with the support of the
trusted computing theories. S represents the trust system
of VANET, and the trust system contains the evaluated
and certified vehicles, i.e. V h1, V h2,..., V hn.

S = {V h1, V h2, ..., V hn}

D is the true subset of S, D is the security domain mapped
to the vehicles of the trust VANET. The trust relationship
of VANET is described in Equation (4), and V hi→ V hj
means that Vhi has successfully verified V hj (i.e. V hi
trusts V hj).

V hi → V hj ∈ D ×D. (4)

The trust chain of VANET is described in Equation (5),
and Vhroot is the root of the trust delivering system and
it is the beginning point of the trust chain.

V hroot → V h1 → V h2 → · · · → V hn, V hi ⊂ D. (5)

The trust chain can be realized based on the pre-
loading measurement technology of the trust computing

theory (see Equation (6)). Remark(V hi,V hj) is the re-
mark operation of the V hj verification using V hi, and
expect(V hj) is the expected trustworthiness of V hj .

Remark(V hi, V hj) = expect(V hj)⇒ V hi → V hj . (6)

Similar to the expected value expect(V hj), when V hi
got the remark value of V hj via the remark operation,
V hi would trust V hj . The trust relationship of VANET
would be delivered from V hi to V hj . The role of the host
would be delivered to V hj .

If ∀V h1, V h2, V h3 ∈ S, [V hi → V hj ], V h1, V h2 ∈
V hi,V h3 ∈ V hj and V h1 ∼� V h2

⋃
V h2 ∼� V h3 ⇒

V h1 ∼� V h3, then the trust system of VANET would
produce the unexpected interference via the transitivity
between different domains and the trust chain would be
invalid.

If ∀V hi, V hj ⊂ D, V h1, V h2 ∈ V hi
⋃
V h3 ∈ V hj

and V h1 ∼� V h2
⋃
V h2 ∼� V h3 6=> V h1 ∼� V h3,

then V hiintransitive noninterference−−−−−−−−−−−−−−−−−−−−−−→
V hj ∈ D×D, and

V hiintransitive noninterference−−−−−−−−−−−−−−−−−−−−−−→
V hj would be the in-

transitive noninterference relationship in D×D. So there
is not any unexpected interference in the trust VANET.

The intransitive noninterference relationship describes
that there is just the direct interference relationship
among the vehicles of VANET in VCPS. If the original
trust chain of Trusted Computing Group (TCG) lacked
enough security then it would cause an invalid trust chain,
as described in Equation (7):

Remark(V hi, V hj) = expect(V hj) 6=> V hi → V hj (7)

With the aim of guaranteeing that vehicles move with-
out interference and the vehicular data flows between dif-
ferent clusters in the trust VANET are restricted by a
certain security policy, the trust chain delivery model is
developed to construct effectively the trust chain. The
proposed trust chain delivery model is given as follows:

V hiintransitive noninterference−−−−−−−−−−−−−−−−−−−−−−→
V hj

⋃
Remark(V hi, V hj) = expect(V hj)

⇒ V hi → V hj .
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The trust chain delivery model reveals that the trust chain
can be constructed and the trust relationship can be de-
livered, when vehicles communicate with each other and
satisfy the intransitive noninterference relationships. The
theorem development would fit the logic relationship of
the intransitive noninterference, and guarantee the valid
trust chain establishment and delivery. The four theorems
are described as follows:

1) The domains of the trust VANET should keep the
output-consistence. It means that the output influ-
ence of an inner interaction only relays on the view
of the interaction domain in the trust VANET;

2) Caused by the interaction among vehicles, the influ-
ence of the trust VANET is just related to the pre-
vious view of the interaction domain, as described in
Equation (8):

V hi
dom(V hint eraction)

˜ V hj∧
(contents(step(V hi, V hint eraction), V hguest)) 6=
contents(V hi, V hguest)
∨contents(step(V hj , V hint eraction), V hguest) 6=
contents(V hj , V hguest))
→ contents(step(V hi, V hint eraction), V hguest) =
contents(step(V hj , V hint eraction), V hguest)

(8)

Where contents(step(V hi, V hinteraction), V hguest)
is the trustworthiness of the guest V hguest in the
state step(V hi, V hinteraction) of the trust VANET,
the single-step state transition function step(V hi,
V hinteraction) is the state of V hi after the interac-
tion V hinteraction occurring among vehicles;

3) If the interaction among vehicles changed the value of
the guest, then the interaction domain would modify
the states of the guest, as described in Equation (9):

(contents(step(V hi, V hint eraction), V hguest)) 6=
contents(V hi, V hguest)

→ V hguest ∈ alter(dom(V hint eraction), V hi)

(9)

Where alter(dom(V hi, V hinteraction) is the alter-
ing set of the guest, and it can be modified under
the state of V hi in dom(V hinteraction) of the trust
VANET;

4) Any two domains in the trust VANET should satisfy
the logic relationship of Equation (10):

∃V hguest ∈ N,V hguest ∈ alter(V hu, V hi)∧
V hguest ∈ abserve(V hv, V hi)→ u˜> v

(10)

Where V hu and V hi are two interaction domains,
abserve(V hv, V hi) is the observing set of the guest,
and this observing set can be monitored under the
state V hi of the trust VANET in dom(V hinteraction).

Given that V Ic is the process of vehicular informa-
tion collection, V Is is the process of the vehicular

information spreading,V Ip is the process of vehicu-
lar information processing and V Id is the process of
vehicular decision-making, the trust chain delivery
model can be given in Equations (11) and (12). And
the trust transition model of VANET in VCPS is
shown in Figure 3:

(V Irootc → V Iroots → V Irootp → V Irootd )
⋃

V Iic → V Iis → V Iip → V Iid
(11)

V hroot
⋃
V h1 → V h2 → · · · → V hn. (12)

As the trust chain extends, the axiom of the trust
decays is measured by the trustworthiness of a route,
and the trust information of a remote vehicle is prop-
agated by intermediate vehicles [34]. The trustwor-
thiness TCrn(cd)(t) of the chain is calculated below:

TCrn(cd)(t) =
∏

(TCt(Ti, Tj)|Ti, Tj ∈ Dand Ti → Tj)

Where Tr(c) is the root, Tn(d) is the end of the
trust, Ti and Tj are any two adjacent interaction
vehicles, and Ti → Tj means that Tj is the next-hop
node of Ti. Tr represents Vhroot, Tc represents V Iic,
Tn represents V hn and Td represent V Iid.

In addition, all intermediate vehicles are considered
for the trustworthiness evaluation in the trust chains.
The load conditions of VANET may be changed oc-
casionally during the trustworthiness propagation,
the trust would be changed accordingly. The lat-
est arriving information would be used to calculate
TCrn(cd)(t) of the trust chain, the scheme is adaptive
to the change of VANET conditions, and the source
information can be correctly delivered for a ”propa-
gation” in a timely manner. If one vehicle cheated
another vehicle using false information when they in-
teract with each other, vehicles could not accurately
perceive current situation, the false information with
security problem in cyber system may cause some
physical safety problems, such as vehicle rear-end,
crash, rollover, and so on.

4 Experimental Simulation Study

The simulation and calculation tools (Opnet Modeler 14.5
and Matlab 2014a) are used to analyze the characteristics
of the trust model. There are totally 25 times simulation
experiments for the calculation of the average trustwor-
thiness. In the spatial-temporal interactions of VANET in
VCPS, and are two time conversion factors, and both of
their initial values are 0.5. The initial value of the spatial
factor is 0. When the service level requirement factor S is
0.5, the host vehicle A and the guest vehicle B implement
two times interaction during their initialization. The first
interaction is the increasing trustworthiness behavior and
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Figure 3: Trust transition model of VANET in VCPS

Figure 4: Capacity of resisting malicious deception in time
dimension

the second interaction is the decreasing trustworthiness
behavior. When the service level requirement factor S
is 0.2, the guest B responses to the low service level re-
quirements and continuously interacts with the host A
for three times for the improvement of its trustworthi-
ness. After obtaining the high trustworthiness, the guest
B attacks the host A at a high service level domain, when
the service level requirement factor S is 0.8 [15]. Figure
4 illustrates that the trustworthiness values of the pro-
posed trust model, PTM and TSSDM between the host
A and the guest B in a time dimension. The guest trust-
worthiness in the first scenario is some lower than two
other trust models. With the trust increasing behaviors
on the low service level requirements, the trustworthiness
accumulation of the malicious node is much slower. With
the trust decreasing behaviors on the important high ser-
vice level requirements, the trustworthiness has a sharp
decrease. So the proposed trust model can better resist
the malicious deception in time.

Another, in a spatial dimension the proposed trust

Figure 5: Perception ability in spatial dimension

model uses the security sensitive factor to describe the
perception ability of the vehicular status and traffic en-
vironment in VANET. The initialization information of
the parameters is that the host vehicle A and the guest
vehicle B implement their interaction for two times with
λ =0.5, S=0.5 and m=0.5. One interaction is an increas-
ing trustworthiness, and another interaction is a decreas-
ing trustworthiness. And then they have six interactions
in the decreasing trustworthiness behaviors and nineteen
interactions in the increasing trustworthiness behaviors
for both of m=0.2 and m =0.9 (see Figure 5). The in-
teraction information and the tendency of the trustwor-
thiness between A and B, the data with m=0.9 is more
sensitive than m=0.2. The trustworthiness of the guest
more sharply reduces with the decreasing trustworthiness
interaction and more quickly increases with the increas-
ing trustworthiness interaction in spatial dimension. The
proposed trust model uses the service level requirement
factor S to describe the perception ability in different ser-
vice levels. It means that different service qualities may
have different trustworthiness values during the interac-
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tion among vehicles. The initialization information of the
parameters is that the initial values of the time factors
(i.e. β and λ) are 0.5, and the initial value of the spa-
tial factor is 0. The host A and the guest B have two
interactions when S=0.5. One interaction is the increas-
ing trustworthiness behavior, and another interaction is
the decreasing trustworthiness behavior. After that, the
host A and the guest B have twenty-five interactions (see
Table 1).

Table 1: Interaction parameters of Host A and Guest B

Interaction
times

Service level
requirement
factor S

Trustworthiness de-
creasing (0) or in-
creasing behaviors
(1)

1 0.3 1
2 0.2 0
3 0.8 1
4 0.9 0
5 0.3 1
6 0.5 0
7 0.9 1
8 0.8 0
9 0.7 1
10 0.8 0
11 0.5 1
12 0.8 0
13 0.7 1
14 0.9 0
15 0.5 1
16 0.8 0
17 0.7 1
18 0.8 0
19 0.9 1
20 0.8 0
21 0.5 1
22 0.9 0
23 0.8 1
24 0.7 0
25 0.6 1

Figure 6 describes the changes of the trustworthiness
between the host A and the guest B during the interaction
process. The trustworthiness curve of the proposed model
has a sharper fluctuation than both of PTM and TSSDM.
It means that the proposed model is more sensitive to the
service level requirement factor than PTM and TSSDM.

For the comparison of the proposed trust model with
PTM and TSSDM in different maximum vehicular veloc-
ities. The time stamp period is denoted by (P,T), and
the attenuation factor is denoted by . The moving vehi-
cle uses the random waypoint model, and in this model
each packet starts from a location to another at a random
velocity [34]. The random waypoint model is used to de-
scribe the moving vehicle and Table 2 lists the fixed sim-

Figure 6: Perception ability in service levels

ulation parameters. As shown in the study [24], the sim-
ulation area consists of 66 sub-grid areas, and the range
of communication endpoints (R) is 250 m.

Also, three metrics, such as packet propagation ratio,
average V2V latency and throughput of VANET, are used
to evaluate the proposed model [33]. The calculation
method of packet propagation ratio is that the number
of the data packets delivered to the destination vehicles
is divided by those sent by root vehicles; average V2V la-
tency is the average time taken by the data packets from
the starting points to the destinations; and throughput
of VANET is the amount of the interaction information
between the starting points and the destinations.

The propagation ratio of the proposed trust model is
higher than PTM and TSSDM in any maximum velocity
from 0 m/s to 30 m/s (see Figure 7). The packet propa-
gation ratios in the three models have a more significant
difference at low maximum velocities than at high maxi-
mum velocities. It means that the proposed trust model is
more stable, this model can propagate more information
to adjacent vehicles or infrastructures in a short time and
can adapt to the dynamic changes related to the topology
of the VANET. Figure 8 illustrates that the average V2V
latency values rise with the increase of the maximum ve-
locity. During the vehicular initialization of the trusted
VANET, the trust chain roots are invalid more remark-
ably, and the trust chain roots initiate more trust chain
rediscoveries before data interactions. The proposed trust
model has a lower average V2V latency than PTM, and
has a similar average V2V latency to TSSDM. It reveals
that the proposed trust model can resist malicious de-
ception more sensitively in the simulations than PTM,
and it would be useful for the delay risk decline in the
delivery of the failed interactive information packets. A
lower packet propagation ratio means a less throughput
of VANET. Figure 9 shows that the proposed trust model
has a higher throughput than PTM and TSSDM over the
whole range of the maximum velocity. It shows that the
proposed trust model can bear more complex interaction
contents, and it would reduce packet loss ratio of regional
information spillover. From the above overall comparison
the proposed model have a better performance than two
other models in the experimental simulation analysis.
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Table 2: Fixed simulation parameters

Parameters Meaning Value

simulation time he period of simulation process 800 s
the number of nodes the number of simulation vehicles 25

moving vehicular model
each packet starts from a location

to another at a random speed
random waypoint

pause time
once the destination is reached,

another destination is randomly chosen
after a pause time

5 s

packet size data payload size 512 bytes
τ(P,T ) the period of time stamp 30 s
λ the attenuation factor 0.9
experiment times the number of simulation times 25

Figure 7: Packet propagation ratio

Figure 8: Average V2V latency

Figure 9: Packet propagation ratio

5 Concluding Remarks

This study discusses the development of the dynamic and
distributed trust model for VANET in VCPS. This pro-
posed trust model can describe the dynamic trust rela-
tionship among moving vehicles using the trust chain with
a high accuracy. The trust chain can propagate the trust
relationship based on the cryptography technology and
the intransitive noninterference theory. Also, the verifica-
tion mechanism developed can improve the reliability of
the trust system. In addition, the distributed trust archi-
tecture in this new trust model can reduce the vehicular
communication loads. The further research may focus
on the combination of artificial intelligence and spatio-
temporal databases [36, 37, 40] for the development of
the proposed dynamic trust model in this study.
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Abstract

The ciphertext-policy (CP) attribute-based broadcast en-
cryption (CP-ABBE) is a more flexible broadcast encryp-
tion (BE), in which the broadcaster encrypts the data
with an access policy and a receiver set. Only receivers
in the valid set who satisfy the access policy will be able
to decrypt the ciphertext. However, most existing CP-
ABBE schemes only pay attention to plaintext privacy
rather than access policy privacy and broadcast list pri-
vacy. It results in the fact that the adversary can deter-
mine the access policy or the broadcast set from cipher-
texts and public parameters. However, in the real life, the
access policy or the receiver set may be sensitive. To over-
come this shortcoming, we propose a recipient anonymous
CP-ABBE scheme, where it can protect the description of
the access structures and broadcast sets associated with
ciphertexts. The proposed scheme achieves full security
based on the dual system encryption and constant size
ciphertexts.

Keywords: Attribute-based Encryption; Broadcast En-
cryption; Fully Secure; Recipient Anonymity

1 Introduction

Broadcast encryption (BE) [7, 9, 11, 13] is a one-to-many
encryption technique which is efficient to data sharing. It
allows the broadcaster to send an encrypted message to
a subset of privileged users only such listeners who are
in this set can decrypt the ciphertext. In recent years,
there have been many broadcast encryption schemes such
as identity-based BE [15], attribute-based BE [18], and
anonymous identity-based BE [23].

The notion of attribute-based encryption (ABE) was
introduced by Sahai and Weters [21], which allows users
to control their encrypted data at a fine-grained level.
In ABE, the data owner can share their data with those
users who have the specified attributes [4, 17]. There are
two kinds of ABE involving ciphertext-policy ABE (CP-

ABE) [3] and key-policy ABE (KP-ABE) [8, 19]. In a
CP-ABE scheme, ciphertext is related to access structure
and the private key of user is associated with an attribute
set. Only the user whose private key satisfies the access
structure associated with the ciphertext will be able to
decrypt the ciphertext successfully. In contrast, in a KP-
ABE scheme, ciphertext is related to an attribute set and
the private key of user is associated with access struc-
ture [12, 24]. The user will be able to decrypt ciphertext
only if the attributes associated with the ciphertext sat-
isfy the access structure of the private key.

Attribute-based broadcast encryption (ABBE) was
first proposed by David and Thomas [18], in which the
broadcaster encrypted data with an access structure and
a receiver list. Only receivers who satisfy the access pol-
icy and are in this list will be able to decrypt the cipher-
text. As normal ABE, ABBE also allows fine-grained and
flexible access control. However, compared with the tra-
ditional broadcast encryption, ABBE is a more flexible
broadcast encryption and supply direct revocation by re-
moving the revoked users from the receiver list. It is an
important capability for real time applications such as
Pay-TV.

After the first ABBE scheme [18], there have been pro-
posed many efficient and provably secure ABBE schemes.
Attrapadung and Imai proposed CP-ABBE and KP-
ABBE [1] based on CP-ABE and KP-ABE, respectively.
Both schemes are efficient revocable scheme. However,
they only achieve selective security which is a weak secu-
rity for ABBE. A strong secure ABBE scheme was pro-
posed by Li and Zhang [16], where the scheme achieved
full security by employing dual system encryption tech-
nique [22], but the ciphertext and decryption pairings
grow linearly with the number of attributes and recipi-
ents. To improve the efficiency, Phuong et al. [20] pro-
posed an ABBE scheme with short ciphertexts and pri-
vate keys. Especially, their scheme achieves constant size
ciphertexts and decryption pairings. However, its security
is based on the decision n-Bilinear Diffie-Hellman expo-
nent assumption which is a strong hardness assumption.
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Nevertheless, all of the above mentioned ABBE
schemes cannot achieve recipient anonymous, and it
means that any intermediate user can only use pub-
lic parameters to determine whether the ciphertexts
are encrypted under the given access structure and re-
ceiver set or not. The recipient anonymity is an im-
portant property for encryption schemes. For instance,
in Phuong’s second ABBE scheme [20], an intermedi-
ate user can use some parts of the ciphertexts C1 = gr,
C2 = (

∏
j∈S∗ gn+1−j)

r to run the Decision Diffie-Hellman

(DDH) test e(C1,
∏
j∈S gn+1−j)

?
= e(C2, g), to determine

whether the ciphertexts are encrypted under a given re-
ceiver set or not, where ν, g and gl are the public pa-
rameters (l = 1, 2, · · · , 2n). The maximum number of
DDH-test is 22n, that is, the adversary run the DDH-
test at most 22n times then he will be able to ascertain
whether the S∗ is broadcast list or not. Furthermore, the
access structure of the CP-ABBE scheme [26] also can be
determined by the DDH-test.

In this paper, we present a recipient anonymous CP-
ABBE scheme. In the proposed scheme, both the ac-
cess structure and the broadcast list are hidden. That
is, any one cannot get any information about the access
structure or the broadcast list by DDH-test from cipher-
texts. Based on three static assumptions in composite
order groups, our scheme is proven to be fully secure with
the dual system encryption technique [22]. Furthermore,
compared with some previously known ABBE schemes,
the proposed scheme is an efficient CP-ABBE scheme in
which the size of the ciphertexts and the number of pair-
ings are at a constant size level.

The paper is organized as follows. In Section 2, some
preliminaries are given. Section 3 gives the definition of
recipient anonymous CP-ABBE scheme and its security
model. The recipient anonymous CP-ABBE scheme is
presented in Section 4. Security proof is introduced in
Section 5. In Section 6, some comparisons between our
scheme and previous works in security and efficiency are
given. Finally, we conclude this paper in Section 7.

2 Preliminaries

Let x ∈R X denote that x is randomly chosen from a set
X.

2.1 Composite Order Bilinear Groups

The first composite order bilinear group was introduced
by Boneh, Goh, and Nissim in 2005 [5]. Then it was used
for many cryptographic constructions. This paper will use
the bilinear group whose order is product of three distinct
primes.

Let G(·) be an algorithm that takes a security parame-
ter λ as input and outputs a tuple (N = p1p2p3,G,GT , e),
where p1, p2, p3 are distinct primes, G and GT are cyclic
groups of composite order N = p1p2p3 and e: G×G −→
GT is a map such that

1) for all g, h ∈ G and a, b ∈ ZN , e(ga, hb) = e(g, h)ab;

2) exists g ∈ G such that e(g, h) has order N in GT .

Let Gp1 ,Gp2 and Gp3 denote the subgroups of order
p1, p2 and p3 in G respectively. And g1, g2 and g3 are the
generators of subgroups Gp1 , Gp2 and Gp3 respectively.
As Lewko and Waters [14] illuminated, when hi ∈ Gi,
and hj ∈ Gj for i 6= j, then e(hi, hj) = 1. This property
is called orthogonal property of Gp1 ,Gp2 ,Gp3 .

2.2 Complexity Assumptions

The security of our recipient anonymous CP-ABBE
scheme will be reduced to three static assumptions [14].
And these assumptions are described below:

Assumption 1. Given a group parameters generator
G, we define the following distribution: Θ = (N =
p1p2p3,G,GT , e) ∈R G, g1 ∈R Gp1 , X3 ∈R Gp3 , D =
(Θ, g1, X3), T1 ∈R G, T2 ∈R Gp1p3 . Now the advantage
of an algorithm A in breaking Assumption 1 is defined to
be

Adv1A = |Pr[A(D,T1) = 1]− Pr[A(D,T2) = 1]|.

Assumption 2. Given a group parameters generator
G, we define the following distribution: Θ = (N =
p1p2p3,G,GT , e) ∈R G, g1 ∈R Gp1 , Xi ∈R Gpi(i =
1, 2, 3), Y2 ∈R Gp2 , D = (Θ, g1, X1X2X3, Y2), T1 ∈R Gp1 ,
T2 ∈R Gp1p2 . Now the advantage of an algorithm A in
breaking Assumption 2 is defined to be

Adv2A = |Pr[A(D,T1) = 1]− Pr[A(D,T2) = 1]|.

Assumption 3. Given a group parameters generator
G, we define the following distribution: Θ = (N =
p1p2p3,G,GT , e) ∈R G, g1 ∈R Gp1 , X3 ∈R Gp3 , D =
(Θ, g1, X3), T1 ∈R GT , T2 = e(g1, g1)αs. Now the ad-
vantage of an algorithm A in breaking Assumption 3 is
defined to be

Adv3A = |Pr[A(D,T1) = 1]− Pr[A(D,T2) = 1]|.

2.3 Access Structure

Our construction will employ AND-gate on multi-valued
attributes access structure, which is similar to what used
in [2, 6]. The access structure of AND-gate on multi-
valued attributes is described as follows.

Let U = {att1, att2, · · · , attn} be a set of attributes.
For atti ∈ U, Si = {vi,1, vi,2, · · · vi,mi} is a set of possible
values, where mi is the number of possible values for each
atti. Let L = [L1, L2, · · ·Ln] be an attribute list for a
user where Li ∈ Si. Let A = [w1, w2, · · ·wn] be an access
structure where wi ∈ Si. The notation L |= A expresses
that an attribute list L satisfies an access structure A and
6|= refers to not satisfy symbol.
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3 Definitions and Security Model

3.1 Definitions of CP-ABBE Scheme

A recipient anonymous ciphertext-policy attribute-based
broadcast encryption (CP-ABBE) scheme consists of the
following four algorithms:

Setup(1λ,U ,N ). Take as input a security parameter λ,
the broadcast index set U and the universal attribute
set N . Then this algorithm outputs a public param-
eters PK and a master secret key MSK.

KeyGen(MSK, k, L). Take as input the master secret
key MSK, the user’s index k ∈ U and attribute set
L ⊆ N . Then this algorithm outputs the user’s pri-
vate key SK(k,L).

Encrypt(PK,S,A). Take as input the public parame-
ters PK, a broadcast index list S ⊆ U and an access
structure A ∈ AS, where AS is an access structure
family over N . Then this algorithm outputs a broad-
cast header Hdr and a massage encryption key K.

Decrypt(SK(k,L), Hdr). Take as input the a private key
SK(k,L) as well as a broadcast header, if k ∈ S and
L |= A, then this algorithm outputs K.

3.2 Security Model

Following [10], we describe the indistinguishability against
chosen plaintext attack (IND-CPA) definition of recipient
anonymous CP-ABBE in the fully secure model. The
formal secure game between adversary A and challenger
B is as follows.

Setup. Assume universal attribute set N , broadcast in-
dex set U and access structure family AS are pre-
defined. The challenger B runs the Setup algorithm
to obtain a public parameters PK and a master se-
cret key MSK. Then it gives adversary A the public
parameters PK and keeps MSK to itself.

Key Query Phase 1. The adversary queries the chal-
lenger B for private keys corresponding to index
k ∈ U and attribute set L ⊆ N . The challenger runs
the KeyGen algorithm and gives the corresponding
private keys SK(k,L) to A.

Challenge. When the adversary decides that Phase 1
is over, A outputs two same-length messages M0

and M1. The adversary also outputs a challenge
broadcast index set S∗ and access structure A∗ such
that for all index k and attribute set L queried in
Phase 1, we have k 6∈ S∗ and L 6|= A∗. Then B runs
Encrypt algorithm to get 〈Hdr∗,K0〉 and randomly
chooses K1 ∈R K, where K is the symmetric key
space. It flips a coin µ ∈ {0, 1} and gives 〈Hdr∗,Kµ〉
to A.

Key Query Phase 2. In this phase, B acts almost the
same as in Phase 1 except it is unable to ask key for
attribute set L and index k such that L |= A∗ and
k ∈ S∗.

Guess. Finally, the adversary A outputs the guess bit
µ′ ∈ {0, 1} for µ and wins the game if µ′ = µ.

The advantage of the adversary in this game is defined
as follows:

GameA(λ) = |Pr[µ = µ′]− 1

2
|,

where the probability is taken over the random bits used
by the challenger and the adversary.

Definition 1. A recipient anonymous CP-ABBE scheme
is IND-CPA secure if for all polynomial time adversary A,
the GameA(λ) is negligible.

4 Recipient Anonymous CP-
ABBE Scheme

In this section, we will present our recipient anonymous
CP-ABBE scheme construction and show the recipient
anonymity of our scheme by employing composite order
bilinear groups. There are four algorithms in our scheme,
which are defined in Section 3.1. First, we briefly sum-
marized our idea. In order to realize recipient anonymity,
some random numbers are added to each part of the ci-
phertexts. And these random numbers can prevent adver-
sary from determining user information by running DDH-
test. Thanks to employ composite order group, these ran-
dom numbers will not affect the decryption process in our
scheme. The detailed algorithms are described in the fol-
lowing. The abbreviations and notations used throughout
the paper are shown in Table 1.

4.1 Construction

− Setup(1λ,N ,U): To generate the system parameters,
the setup algorithm takes a security parameter λ, an
universal attribute set N and a broadcast index set
U where |U| = h as inputs. Then it runs the group
generator G to get a description of bilinear composite
order group Θ = (N = p1p2p3,G,GT , e). The algo-
rithm picks random elements a, α in ZN , g1, uj′ in
Gp1 and R0 in Gp3 , where j′ ∈ U . For each attribute
vi,j ∈ N , the setup algorithm chooses random ele-
ments ai,j in ZN and Ri,j in Gp3 . Then the setup
algorithm computes Ai,j = g

ai,j
1 · Ri,j , A0 = g1 · R0.

The public parameters PK is defined as

PK = 〈e(g1, g1)α, A0, Ai,j , {uj′}j′∈U 〉,

and the master secret key MSK is defined as
MSK = 〈g1, α, a, ai,j , aj〉, where 1 ≤ i ≤ n, 1 ≤
j ≤ mi.
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Table 1: Parameters declaration

Symbol Description
pi The primes, where i = 1, 2, 3.
gi Generators with order pi, over Gpi , where i = 1, 2, 3.

ZN The set of positive integers.
MSK The master secret key.

SK(k,L) The private key associated with attributes set L and user index k.
M Message.
K Symmetric key.

Hdr The broadcast header.
e(·) Bilinear pairing.
|B| The number of elements in set B.

− KeyGen(MSK, k, L): Given a user index k ∈ U , an
attributes set L = [v1,j1 , v2,j2 , · · · vn,jn ] ∈ N and
the master secret key, the key generation algorithm
chooses a random element r ∈R ZN and computes:

D1 = gα+ar1 urk, D2 = gr1,

{D3,j′ = urj′}j′∈U\{k}, D4 =

(
g
a+

∑
vi,ji

∈L ai,ji

1

)r
.

Finally, this algorithm outputs the private key asso-
ciated with attributes set L and user index k

SK(k,L) = 〈D1, D2, D3,j′ , D4〉j′∈U\{k}.

− Encrypt(PK,S,A): Let M ∈ GT be the message to
be encrypted and let A = ∧ni=1wi,ji where wi,ji ∈
Atti, be an access policy and a broadcast set S ⊆
U . A broadcaster randomly selects s ∈R ZN and
R1, R2, R3 ∈R Gp3 . Then this algorithm computes
the symmetric key K and broadcast header Hdr as
follows.

K = e(g1, g1)αs, C1 = (
∏
vi,ji∈A

Ai,ji)
s ·R1,

C2 = As0 ·R2, C3 = (
∏
j′∈S uj′)

s ·R3,

Hdr = (C1, C2, C3).

In this system, K is used to encrypt the massage
M in a symmetric encryption scheme. Note that a
random element R ∈ Gp3 can be selected by choosing
a random η ∈ ZN and setting R = gη3 where g3 is
publicly given.

− Decrypt(SK(k,L), Hdr): The decryption algorithm
takes a broadcast header Hdr and a private key
SK(k,L) as input. If the private key of the recipient
SK(k,L) satisfies the policy of the ciphertext, then
this algorithm will compute the symmetric key K as
follows,

e(D1 ·
∏
j′∈S\{k}D3,j′ , C2) · e(D2, C1)

e(D2, C3) · e(D4, C2)

= e(g1, g1)αs

= K.

4.2 Correctness

The correctness will subsequently be checked by applying
the orthogonality property of Gpi (i = 1, 2, 3).

If the user index k ∈ S and attributes set L |= A, then
one can obtain the below equations hold.

e(D1

∏
j′∈S\{k}D3,j′ , C2) (1)

=e(gα+ar1 urk
∏
j′∈S\{k}u

r
j′ , g

s
1R

s
0 ·R2)

=e(g1, g1)αs · e(g1, g1)ars · e(urk
∏
j′∈S\{k} u

r
j′ , g

s
1)

=e(g1, g1)αs · e(g1, g1)ars · e(
∏
j′∈S uj′ , g1)rs

=B1.

e(D2, C3) =e(gr1, (
∏
j′∈S uj′)

s ·R3) (2)

=e(
∏
j′∈S uj′ , g1)rs

=B2.

e(D2, C1)

e(D4, C2)
(3)

=
e(gr1, (

∏
vi,ji∈A

g
ai,ji
1 ·Ri,j)s ·R1)

e

((
g
a+

∑
vi,ji

∈L ai,ji

1

)r
, gs1R

s
0 ·R2

)
=

e(g1,
∏
vi,ji∈A

g
ai,ji
1 )rs

e(g1, g1)ars · e
(
g

∑
vi,ji

∈L ai,ji

1 , g1

)αs
=B3.

Then from the above three Equations (1), (2) and (3), it
will be easy to obtain that

B1B3

B2
= e(g1, g1)αs = K.

Note that in the KeyGen algorithm, this paper assumes
∀L,L′(L 6= L′),

∑
vi,ji∈L

ai,ji 6=
∑
vi,ji∈L′

ai,ji because

the parameter r has no effect on decryption. If the above
condition is not met, various users associated with at-
tribute set L,L′ will have the same decryption ability [6].
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4.3 Recipient Anonymous

This section will show that the proposed scheme achieve
recipient anonymity in the composite order bilinear
groups.

Compared with [16, 20], our scheme adds a ran-
dom number to each part of the ciphertexts, these ran-
dom numbers will not affect the decryption process.
However, they are necessary for recipient anonymity of
scheme, because if there is no such a random num-
ber, then for some access structure A∗ and broadcast
list S∗ the adversary may perform the DDH-test to de-
termine whether the ciphertext is encrypted under the
A∗, S∗ or not. In our scheme, by utilizing the DDH-test

e(C2,
∏
vi,ji∈A∗

Ai,ji)
?
= e(A0, C1) to determine whether

the ciphertext is encrypted under the A∗ or not will be

fail. The DDH-test e(C2,
∏
vi,ji∈A∗

Ai,ji)
?
= e(A0, C1) is

same as e(C2,
∏
vi,ji∈A∗

Ai,ji)/e(A0, C1)
?
= 1T , where 1T

is the identity element in GT , on the public parameters
of attributes occur in A∗ and the ciphertext components.
The following is the detailed analysis.

e(C2,
∏
vi,ji∈A∗

Ai,ji) (4)

=e(gs1R
s
0R2,

∏
vi,ji∈A∗

g
ai,ji
1 Ri,ji)

=e(gs1,
∏
vi,ji∈A∗

g
ai,ji
1 ) · e(Rs0, RA∗) · e(R2, RA∗),

e(A0, C1) (5)

=e(g1R0,
∏
vi,ji∈A

g
sai,ji
1 ·RsA ·R1)

=e(g1,
∏
vi,ji∈A

g
sai,ji
1 ) · e(R0, R

s
A) · e(R0, R1),

where RA∗ =
∏
vi,ji∈A∗

Ri,ji , RA =
∏
vi,ji∈A

Ri,ji .

If A = A∗, then j′i = ji for all i, 1 ≤ i ≤ n, and hence∑n
i=1ai,j′i =

∑n
i=1ai,ji and RA = RA∗ . Therefore,

e(C2,
∏
vi,ji∈A∗

Ai,ji)

e(A0, C1)
=
e(R2, RA∗)

e(R0, R1)
.

If A 6= A∗, there exists at last one k, 1 ≤ k ≤ n such
that j′k 6= jk. Without loss of generality, let j′i = ji, for all
i, 1 ≤ i ≤ n except i = k. Then ai,j′i = ai,ji , Ri,j′i = Ri,ji ,
for all i, 1 ≤ i ≤ n, except i = k. Therefore,

e(C2,
∏
vi,ji∈A∗

Ai,ji)

e(A0, C1)

=
e(gs1, g

ak,j′
k

1 ) · e(Rs0, Rk,j′k) · e(R2, RA∗)

e(g1, g
sak,j′

k
1 ) · e(R0, RsA) · e(R0, R1)

.

In both the cases, A = A∗ and A 6= A∗, the DDH-
test gives a random element of GT so that the adversary
will be not able to determine whether the ciphertext is
encrypted under the A∗ or not. By the same way, the user

index DDH-test e(C2,
∏
j′∈S∗ uj′)

?
= e(A0, C3) will be fail,

too. So both the access structure and the broadcast set
are hidden, which means the proposed scheme is recipient
anonymous.

5 Proof of Security

This section will show that the proposed scheme achieves
the full security by employing the dual system encryption
technique. In dual system encryption schemes [14, 22],
ciphertexts and keys can take on two forms: normal
or semi-functional. Semi-functional ciphertexts and
semi-functional keys are only used in security proof, but
not used in the real system. Let g2 be a generator of the
subgroup Gp2 . The semi-functional ciphertexts and the
semi-functional keys are created as follows.

Semi-functional ciphertexts: For an access structure
A = ∧ni=1wi,ji , where wi,ji ∈ Atti, and a broadcast
set S = {1, 2, · · · , q} ∈ U , we first run the encryp-
tion algorithm Encrypt to obtain normal ciphertexts
K ′, C ′1, C

′
2, C

′
3. Then choose some random elements δ, bj′

and zi,ji in ZN where j′ = {1, 2, · · · , q}, i = {1, 2, · · · , n}.
Semi-functional ciphertexts are computed as follows:

K = K ′, C1 = C ′1g
δ
∑n

i=1zi,ji
2 ,

C2 = C ′2g
δ
2, C3 = C ′3g

δ
∑q

j′=1
bj′

2 .

Semi-functional keys: There are two types of semi-
functional keys in our proof. Firstly, run the key
generation algorithm KeyGen to get normal private key
for index t and attribute set L as: D1, D2, {D3,j′}j′∈U\{t}
and D4. Then choose random values γ, σ, σ′ and δj′ in
ZN where j′ = 1, 2, · · · , h and compute two types of
semi-functional private keys components as follows.

Type 1.

D1 = D′1g
γ
2 , D2 = D′2g

σ
2 ,

{D3,j′ = D′3,j′g
σδj′
2 }j′∈U\{t}, D4 = D′4g

σ′+σ
∑

vi,ji
∈L zi,ji

2 .

Type 2.

D1 = D′1g
γ
2 , D2 = D′2,

{D3,j′ = D′3,j′}j′∈U\{t}, D4 = D′4.

When the semi-functional ciphertexts are used to de-
crypt semi-functional keys, the regular decryption will be
prevented by a blind factor.

The security of the proposed scheme will be proved by
using a hybrid argument over a sequence of games. Let
q denote the number of secret key queries made by the
adversary. The games are defined as follows.

GameReal : It is a real CP-ABBE security game in which
both private keys and challenge ciphertexts are in
normal form.

Game0 : In this game, the challenge ciphertexts are semi-
functional, but all private keys are normal.

Gamek,1 : The challenge ciphertexts are semi-functional,
the fist k − 1 keys are type 2 semi-functional private
keys and the kth key is semi-functional of type 1. The
rest of keys are replied in normal form.
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Gamek,2 : This game is like Gamek,1 expect for the kth

key is a semi-functional of type 2.

Gameq,2 : In this game, the challenge ciphertexts are
semi-functional, and all the private keys are in semi-
functional of type 2.

GameFinal : This final game GameFinal is the same as
Gameq,2, except that the challenge ciphertext is
semi-functional encryption of random message, other
than neither of the two chosen massages by adversary,
so the advantage of adversary in this game is 0.

We will prove that these games are indistinguishable
in a set of Lemmas. Let Game∗AdvA denote the ad-
vantage of adversary A in Game∗. Note that we have
GameRealAdvA = AdvA(λ) for some fixed security pa-
rameter λ.

Lemma 1. Suppose there exists a polynomial time algo-
rithm A such that GameRealAdvA − Game0AdvA = ε.
Then we can build a polynomial time algorithm B with
advantage ε in breaking Assumption 1.

Proof. We establish an algorithm B which has received
〈Θ, g1, T 〉, where T is either an element of G or an element
of Gp1p3 from the challenger. Note that a random element
d ∈ Gpi can be selected by choosing a random τ ∈ ZN
and setting d = gτi , where gi is the generator of Gpi for
i ∈ {1, 2, 3}.

Setup. The algorithm B randomly selects R0, Ri,j ∈R
Gp3 , α, a, ai,j and aj′ ∈R ZN . Then B computes
Y = e(g1, g1)α, A0 = g1 · R0, Ai,j = g

ai,j
1 · Ri,j , for

all 1 ≤ i ≤ n and 1 ≤ j ≤ mi. The algorithm B
produces the public parameters PK = 〈Y,A0, {uj′ =

g
aj′
1 }j′∈U , {Ai,j |1 ≤ i ≤ n, 1 ≤ j ≤ mi}〉.

Key Query Phase 1 and Phase 2. Consider the ad-
versary A requires the private key for any attribute
set L and index t ∈ U . B can answer it in normal
form readily because it knows the master key MSK.

Challenge. The algorithm A outputs an access struc-
ture A∗ and a broadcast index set S∗ to challenger
B. In order to compute the challenge ciphertexts, B
randomly chooses t1, t2, t3 ∈R ZN then flips a coin
µ ∈ {0, 1} and computes

K0 = e(g1, T )α, C1 = T
∑

vi,ji∈A∗
ai,ji gt13 ,

C2 = Tgt23 , C3 = T
∑

j∈S∗ aj′ gt33 .

Then B chooses a random symmetric key K1 in
the key space K and sends 〈Hdr∗,Kµ〉 to A, where
Hdr∗ = (C1, C2, C3). Here we note that if there
exists L 6|= A∗ and t 6∈ S∗ such that

∑
vi,ji∈A

=∑
vi,ji∈A∗

and
∑
j′∈S aj′ = at

∑
j′∈S∗\{t} aj′ hold,

then the algorithm B aborts.

Guess. Finally, the adversary A outputs the guess bit
µ′ ∈ {0, 1} and wins the game if µ′ = µ.

Note that for i 6= j, the values ρ modulo pi are un-
correlated from the values ρ modulo pj by the Chinese
Remainder Theorem. If T ∈ G, then it can be written as
T = gs1g

δ
2X3, where gs1 and gδ2 is the Gp1 and Gp2 part of

T respectively and X3 is a random element in Gp3 . This
implicitly sets zi,ji = ai,ji and bj′ = aj′ . Hence Hdr∗ is
a properly distributed semi-functional ciphertext, in this
case, B simulates the game Game0. If T ∈ Gp1p3 , Hdr∗

is a properly distributed normal ciphertext and hence B
will simulate the game GameReal. Therefore, if A can
distinguish these two games then B will distinguish the
two distributions so as to break the Assumption 1.

Lemma 2. Suppose there exists a polynomial time algo-
rithm A such that Gamek−1,2AdvA −Gamek,1AdvA = ε.
Then we can build a polynomial time algorithm B with
advantage ε in breaking Assumption 2.

Proof. We establish an algorithm B which has received
〈Θ, g1, X1X2X3, Y2, T 〉, where Xi and Yi are random ele-
ments in GPi and T is either an element of Gp1p2 or an
element of Gp1 from the challenger.

Setup. The algorithm B chooses random elements
R0, Ri,j in Gp3 , and α, a, ai,j and aj in ZN , then
it computes Y = e(g1, g1)α, A0 = g1 · R0, Ai,j =
g
ai,j
1 · Ri,j , for all 1 ≤ i ≤ n and 1 ≤ j ≤ mi.

The algorithm B products the public parameters
PK = 〈Y,A0, {uj′ = g

aj′
1 }j′∈U , {Ai,j |1 ≤ i ≤ n, 1 ≤

j ≤ mi}〉, and keeps the master key MSK.

Key Query Phase 1 and Phase 2. To compute the
first k−1 private semi-functional keys, the algorithm
B chooses random elements ϑ, r in ZN and implicitly
sets Y2 = gl2 and responds to each private key request
on a set of attributes L and broadcast index t(t < k)
from A by setting

D1 = gα+ar1 urt · Y ϑ2 , D2 = gr1,

D3,j′ = urj′ , D4 =

(
g
a+

∑
vi,ji

∈L ai,ji

1

)r
.

This implicitly sets zi,ji = ai,ji , bj′ = aj′ and Y ϑ2 =
gδ1, so D1, D2, D3 and D4 are properly distributed
semi-functional private key components.

To compute the kth private key, the algorithm B will
implicitly set gr1 as the Gp1 part of T and sets

D1 = gα1 · T a+at , D2 = T,

D3,j′ = T aj′ , D4 = T
a+

∑
vi,ji

∈L ai,ji .

Suppose T ∈ Gp1p2 . Let T = gr1g
σ
2 for some

r, σ ∈ ZN . Here we implicitly set σ = (a+ at), bj′ =
aj′ , σ

′ = aσ, and zi,ji = ai,ji . So the key is a semi-
functional key of type 1. Similarly if T ∈ Gp1 , the
private key is normal.

Challenge. The adversaryA submits an access structure
A∗ and a broadcast index set S∗. The algorithm B



International Journal of Network Security, Vol.20, No.1, PP.168-176, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).18) 174

flips a coin µ ∈ {0, 1} and sets X1X2 = gs1g
σ
2 implic-

itly. Then it prepares challenge ciphertexts as:

K0 = e(X1X2X3, g1)α, C1 = (X1X2X3)
∑

vi,ji∈A∗
ai,ji gt13 ,

C2 = (X1X2X3) · gt23 , C3 = (X1X2X3)
∑

j∈S∗ aj′ gt33 .

Then algorithm B chooses a random symmetric key
K1 in the key space K and sends 〈Hdr∗,Kµ〉 to A,
where Hdr∗ = (C1, C2, C3).

Guess. Finally, the adversary A outputs the guess bit
µ′ ∈ {0, 1} and wins the game if µ′ = µ.

If T ∈ Gp1 , then B has properly simulated Gamek−1. If
T ∈ Gp1p2 , then B has properly simulated Gamek. Hence,
the algorithm B can use the output of A to distinguish
Gamek−1 and Gamek.

Lemma 3. Suppose there exists a polynomial time algo-
rithm A such that Gamek,1AdvA − Gamek,2AdvA = ε.
Then we can build a polynomial time algorithm B with
advantage ε in breaking Assumption 2.

Proof. This proof is very similar to the proof of the pre-
vious lemma. After receiving the challenge parameters,
the algorithm B forms the public parameters PK =
〈Y,A0, {uj′ = g

aj′
1 }j′∈U , {Ai,j |1 ≤ i ≤ n, 1 ≤ j ≤ mi}〉.

The adversary A forms first k − 1 private keys and chal-
lenge ciphertext as the previous lemma and forms last
q − k keys by employing master secret key respectively.
For kth key, the algorithm B chooses a random value φ in
ZN and computes:

D1 = gα1 · T a+atY
φ
2 , D2 = T,

D3,j′ = T aj′ , D4 = T
a+

∑
vi,ji

∈L ai,ji .

Let gr1 be the Gp1 part of T . It is easy to see that if
T ∈ Gp1 , this is a well-formed type 2 semi-functional
key and B has properly simulated Gamek,2. Otherwise,
T ∈ Gp1p2 , this is type 1 semi-functional key and B has
properly simulated Gamek,1. In the both cases the de-
cryption test will be fail because the random element Y ϑ2
cannot be cancelled out. Hence the algorithm B can use
A’s output to break Assumption 2 with advantage ε.

Lemma 4. Suppose there exists a polynomial time algo-
rithm A such that Gameq,2AdvA−GameFinalAdvA = ε.
Then we can build a polynomial time algorithm B with
advantage ε in breaking Assumption 3.

Proof. We establish an algorithm B which has received
〈Θ, g1, gα1X2, Y2Y3, Z2, T 〉 and the algorithm needs to de-
cide T = e(g1, g1)αs or T is a random element of GT .

Setup. The algorithm B randomly selects R0, Ri,j ∈R
Gp3 , α, a, ai,j and aj′ ∈R ZN , then it computes
Y = e(gα1X2, g1), A0 = g1 · R0, Ai,j = g

ai,j
1 · Ri,j ,

for all 1 ≤ i ≤ n and 1 ≤ j ≤ mi. The algorithm B
forms the public parameters PK = 〈Y,A0, {uj′ =

g
aj′
1 }j′∈U , {Ai,j |1 ≤ i ≤ n, 1 ≤ j ≤ mi}〉. Here
e(gα1X2, g1) = e(g1, g1)α.

Key Query Phase 1 and Phase 2. For attribute set
L and user index t, The algorithm B randomly picks
r, t ∈ ZN and sets type 2 semi-functional key as

D1 = gα+ar1 urt · Zt2, D2 = gr1,

D3,j′ = urj′ , D4 =

(
g
a+

∑
vi,ji

∈L ai,ji

1

)r
.

Challenge. The adversary A sends B an access structure
A∗ and a broadcast index set S∗. Then B flips a coin
µ ∈ {0, 1} and sets challenge ciphertexts as

K0 = T, C1 = (g1Y2Y3)
∑

vi,ji∈A∗
ai,ji gt13 ,

C2 = gs1Y2Y3g
t2
3 , C3 = (gs1Y2Y3)

∑
j′∈S∗ aj′ gt33 .

This implicitly sets Y2 = gδ2, zi,ji = zi,ji , bj′ = aj′ .
Then B chooses a random symmetric key K1 in
the key space K and sends 〈Hdr∗,Kµ〉 to A, where
Hdr∗ = (C1, C2, C3).

Guess. Finally, the adversary A outputs the guess bit
µ′ ∈ {0, 1} and wins the game if µ′ = µ.

If T = e(g1, g1)αs, then challenge ciphertext is a valid
semi-functional ciphertext. If T is a random element in
GT challenge ciphertext is a valid semi-functional cipher-
text for a random message. Hence the algorithm B can
use A’s output to break Assumption 3 with advantage
ε.

Theorem 1. If assumptions 1,2,3 hold, then our scheme
is fully CPA secure.

Proof. If Assumption 1, 2 and 3 hold, by the sequence of
games and Lemma from 1 to 4, the adversary’s advantage
in the real game must be negligible. Hence the adversary
cannot attain a non-negligible advantage in breaking our
scheme.

6 Performance Analysis

In this section, we will present the comparisons between
previous CP-ABBE schemes and our scheme with regard
to security and efficiency.

Some previous CP-ABBE schemes are compared with
ours in terms of public key size, private key size, cipher-
text size, and decryption pairings cost in Table 2, access
structure, full security, recipient anonymity, and hardness
assumption in Table 3. Pairing denotes the decryption
pairings cost. Hardness is hardness assumption. “m” and
“h” are respectively used to denote the total number of
attributes and users in the system. “n” and “k” repre-
sent the number of attributes in an access structure and
an attribute list, respectively. “N” is maximum number
of wildcard in an access structure; “m′” is maximum size
of objective attribute set allowed to be associated with
ciphertext.
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Table 2: Efficiency comparison among different CP-ABBE schemes

Scheme Public parameter size Private key size Ciphertext size Pairing
[1] O(m′ + h) O(k) O(n) O(n)

[20](Scheme 2) O(m+ h) O(N) O(1) O(1)
[16] O(m+ h) O(h+ k) O(n) O(n)
[25] O(log(h) +m) O(k) O(1) O(n)

Ours O(m+ h) O(h) O(1) O(1)

Table 3: Security comparison among different CP-ABBE schemes

Scheme Access Structure Full Security Recipient Anonymity Hardness
[1] LSSS No No n-BDHE, MEBDH

[20](Scheme 2) AND+wildcard No No n-BDHE
[16] LSSS Yes No Static
[25] AND No No n-BDHE

Ours AND Yes Yes Static

In Table 2, it is quite obvious to see that our scheme is
efficient in that the ciphertext size and the costs of decryp-
tion pairing do not depend on the number of attributes.
Furthermore, our scheme only needs four decryption pair-
ing computations, e(D1D3,j′ , C2), e(D2, C3), e(D2, C1),
and e(D4, C2), respectively.

In Table 3, it is apparent to see that only the
proposed scheme provide recipient anonymity. Recipi-
ent anonymity is an important property for encryption
schemes. Recalling the example in Section 1, an inter-
mediate user can determine receiver set by running the
DDH-test. To make up for the loophole, the proposed
scheme adds a random number to each part of the ci-
phertexts such that each side of the equation contains
different random numbers, which can prevent both access
structure DDH-test and user index DDH-test. In addi-
tion, our scheme adopts AND-gate access structure and
achieves full security. The security of the scheme is re-
duced to the static assumptions.

7 Conclusions

In this paper, a recipient anonymous ciphertext-
policy attribute-based broadcast encryption (CP-ABBE)
scheme is introduced. In the proposed scheme, the adver-
sary cannot learn any information about the access struc-
ture and the broadcast list just from public parameters
and ciphertexts. In addition, the proposed scheme enjoys
high efficiency and achieves full security in the standard
model.

A drawback of the new scheme is that our access
structure is restricted, where it only supports AND-gate
on multi-valued attributes. So the future works are to
construct a recipient anonymous CP-ABBE scheme with
more flexible access structure that is holding up high ef-
ficiency under a stronger security model.
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Abstract

A robust and secure cryptosystem is an encrypting sys-
tem that resists against all practical cryptanalysis meth-
ods such as statistical attacks, differential cryptanalysis
and linear cryptanalysis. To prove the resistance against
these attacks, the cryptosystem designer must carry out a
list of robustness tests. Considering these constraints, we
present in the current paper results of robustness and se-
curity tests conducted on the CAES (Cellular automata
Encryption System) cryptosystem published in a previ-
ous article. The presented tests focus on randomness
tests and on differential cryptanalysis. As results of these
tests, we concluded that the cryptosystem CAES gives
a pseudo-random output regardless the input. Also the
differential attack needs huge number of chosen plaintexts
which make it impractical.

Keywords: Block Cipher; Cellular Automata; Differential
Cryptanalysis; Randomness Test

1 Introduction

In the new era, the use of networks to communicate
becomes a necessity, which means that there is huge
amounts of data transmitted between communicating en-
tities. These data are classified as normal, secret or top
secret. To transmit secret or top secret data, a secure and
trusted communication channel must be created. This
secret communication channel can be established using a
robust and reliable cryptosystem [12].

A robust and reliable cryptosystem is an encryption al-
gorithm that can be used to encrypt and decrypt data, if
and only if the communicating entities have the encryp-
tion keys [6, 8]. In other words the cryptosystem must
resists against all feasible cryptanalysis methods such as
statistical attacks; which exploits the statistical proper-
ties of the input to guess the output; and the differential
attack ; which is a kind of statistical attack, but in lieu
of exploiting statistical properties of the input, it exploits

the statistical differences in inputs to guess the differences
in outputs.

As method of validating the reliability of an encryp-
tion system, designers conduct series of theoretical and
experimental tests.

In the current article, we present some advanced vali-
dation tests to prove the robustness of a previously pub-
lished algorithm named CAES [3]; CAES is a symmet-
ric encryption scheme based on cellular automata theo-
ries defined in [3]. It encrypts blocs of 256 bits using
256 bits keys; In this article Randomness tests and dif-
ferential cryptanalysis are applied. The results obtained
in this paper show that CAES generates pseudo-random
output regardless the input which means it resists against
statistical attacks and also we proved that the differential
attack is practically impossible.

We remember that the previous paper [3] proved that
CAES have a good confusion and diffusion properties and
it has a hight performance rate. Also the brute force
attack against CAES has no effects.

The rest of this article is structured as follow: the sec-
ond section gives brief description of CAES cryptosys-
tem, the third section describes the differential crypt-
analysis, the fourth section gives an overview of statis-
tical tests, the fifth section describes data generation for
experimental tests, the sixth section gives the obtained
results and discussion, the seventh section describes the
results of the differential attack and the last section is a
conclusion and perspectives of the work.

2 CAES Cryptosystem

CAES (Cellular Automata Encryption System) is a sym-
metric encryption scheme based on cellular automata de-
fined and published previously in [3]. This algorithm uses
cellular automata for encryption, decryption and sub keys
generation process. As technical specification, CAES
processes data in blocs of 256 bits and uses a key of 256
bits and the encryption or decryption is accomplished af-
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ter 12 iterations. For each iteration, a sub key is gener-
ated from the encryption key using a reversible and irre-
versible cellular automata. The encryption and decryp-
tion processes are given respectively in Algorithm 1 and
Algorithm 2.

Algorithm 1 CAES Encryption algorithm

1: procedure Encrypt(M,Key) . M is the plaintext
message block and Key is the encryption key

2: SKeys[12]← SubKeys(K); . Generating 12 sub
keys

3: for i from 0 to 11 do
4: M = Shift(M)
5: M = IMix(M)
6: M = PMix(M)
7: M = AddKey(M,SKeys[i])
8: end for
9: return M . M contains the encrypted message

10: end procedure

Algorithm 2 CAES Decryption algorithm

1: procedure Decrypt(Mc,Key) . Mc is the
encrypted message block and Key is the encryption
key

2: SKeys[12]← SubKeys(K); . Generating 12 sub
keys

3: for i from 11 downto 0 do
4: Mc = AddKey(Mc, SKeys[i])
5: Mc = invPMix(Mc)
6: Mc = invIMix(Mc)
7: Mc = invShift(Mc)
8: end for
9: return Mc . Mc contains the plaintext

10: end procedure

We remember here that a detailed description of IMix,
PMix, Shift are given in [3].

3 Differential Cryptanalysis
Overview

Differential cryptanalysis was not known publicly until
the year 1990. The first published work was the crypt-
analysis of the FEAL algorithm by Murphy [9]. Since this
time, Biham and Shamir demonstrated the feasibility of
this method against a variety of encryption and hashing
algorithm [1].

Today differential cryptanalysis are widely used to
break some encryption algorithms and hashing func-
tions [2]. The idea of differential cryptanalysis is to track
the behaviour of pairs of plaintext blocs evolving along
each iteration of the encryption process, in lieu of track-
ing the evolution of single plaintext block. The differential
cryptanalysis is an attack of chosen plaintext attack fam-
ily. That means the enemy needs to have the ability to

encipher plaintexts using the secret key which is unknown
to him.

4 Statistical Tests Overview

Statistical tests are series of mathematical operations
used to prove the randomness of data samples. To prove
the robustness of an encryption or hashing algorithm,
NIST (National Institute of Standards and Technology)
proposes 16 main tests [10]. These tests can be decom-
posed to sub tests, in this case we can have 189 tests
in total. Brief description of the main tests is presented
in [10]:

• Monobit frequency test: The purpose of this test is
to determine whether the number of ’1’ and ’0’ in a
binary sequence are approximately the same as would
be expected for a truly random sequence.

• Frequency Test within a Block: The purpose of this
test is to determine whether the frequency of ’1’ in
an M -bit block is approximately M

2 .

• Runs Test: This test determines whether the oscilla-
tion between ’0’ and ’1’ is too fast or too slow.

• Test for the Longest Run of Ones in a Block: The
purpose of this test is to determine whether the
length of the longest run of ’1’ within the tested se-
quence is consistent with the length of the longest run
of ’1’ that would be expected in a random sequence.

• Binary Matrix Rank Test: The purpose of this test
is to check for linear dependence among fixed length
substrings of the original sequence.

• Discrete Fourier Transform Test: The purpose of this
test is to detect periodic features in a binary se-
quence.

• Non-overlapping Template Matching Test: The pur-
pose of this test is to detect generators that produce
too many occurrences of a given aperiodic pattern.

• Overlapping Template Matching Test: Both this test
and the Non-overlapping Template Matching test use
an m-bit window to search for a specific m-bit pat-
tern. The difference between this test and the Non-
overlapping Template Matching test is that when the
pattern is found, the window slides only one bit be-
fore resuming the search.

• Maurer’s Universal Statistical Test: The purpose of
the test is to detect whether or not the sequence can
be significantly compressed without loss of informa-
tion.

• Linear Complexity Test: The purpose of this test is
to determine whether or not the sequence is complex
enough to be considered random.
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Table 1: Statistical tests and sub tests

Test name Number of P-Value Identifiers
Monobit frequency test 1 0
Frequency Test within a Block 1 1
Runs Test 1 2
Test for the Longest Run of Ones in a Block 1 3
Binary Matrix Rank Test 1 4
Discrete Fourier Transform Test 1 5
Non-overlapping Template Matching Test 148 6-153
Overlapping Template Matching Test 1 154
Maurer’s Universal Statistical Test 1 155
Linear Complexity Test 1 156
Serial Test 2 157-158
Approximate Entropy Test 1 159
Cumulative Sums Test 2 160-161
Random Excursions Test 8 162-169
Random Excursions Variant Test 18 170-187
Lempel-Ziv Compression 1 188

• Serial Test: The purpose of this test is to determine
whether the number of occurrences of the 2m m-bit
overlapping patterns is approximately the same as
would be expected for a random sequence.

• Approximate Entropy Test: The purpose of the test
is to compare the frequency of overlapping blocks
of two consecutive/adjacent lengths (m and m + 1)
against the expected result for a random sequence.

• Cumulative Sums Test: The purpose of the test is
to determine whether the cumulative sum of the par-
tial sequences occurring in the tested sequence is too
large or too small relative to the expected behaviour
of that cumulative sum for random sequences.

• Random Excursions Test: The purpose of this test is
to determine if the number of visits to a particular
state within a cycle deviates from what one would
expect for a random sequence.

• Random Excursions Variant Test: The purpose of
this test is to detect deviations from the expected
number of visits to various states in the random walk.

• Lempel-Ziv Compression: The purpose of this test
is determine if the compression of a random binary
sequence always give random sequence..

Table 1 gives a summary of statistical tests with the
expected P -Value for each test.

5 Experimental Data Generation

To carry out statistical tests, 6 data sets are generated
according to NIST recommendations. These data sets
are generated as described in the following sub section.

5.1 Plaintext and Key Avalanche

To examine the sensibility of CAES algorithm to input
parameters changes (key or plaintext), 768 binary se-
quences of size 1048576 bits are tested. In case of key
avalanche these sequences are generated as follow: Let
K0,K1 . . . ,K12287 be 12288 random encryption keys of
256 and a plaintext M with all bits equal to ’0’. We have
exactly 3145728 blocs of 256 as output of CAES. Each
bloc is Bi = E(M,Ki) ⊕ E(M,Kj

i ), where E is the en-

cryption function, Ki is the ith encryption key and Kj
i

is the ith key with the j bit is flipped for 0 6 j 6 255.
In case of plaintext avalanche, data are generated in the
same fashion except the word ’key’ is substituted with the
word ’plaintext’.

5.2 CBC Encryption Mode

In category, binary sequences of 2097152 bits are gener-
ated using the CBC encryption mode. In total, we gener-
ate 200 sequences. Each sequence is created using a ran-
dom key, an initialization vector (IV) with all bits equals
to ’0’ and plaintext message with all bits equal to ’0’.

5.3 Random Plaintext/Key

In this data set, we analyse 256 binary sequences. Each
sequence is a concatenation of 4096 ciphertexts. These
ciphertexts are generated using 4096 random plaintexts
(respectively 4096 random keys) and a random key (re-
spectively random plaintext) using CBC mode.

5.4 Plaintext/Ciphertext Correlation

To study the correlation between plaintexts and cipher-
texts, 128 binary sequences of 1048576 bits are examined.
Given a random key and 4096 random plaintexts, a binary
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Table 2: Summary of binary sequences and size of each one

Data set Number of sequences Size of sequence (bits)
Plaintext avalanche 768 1048576
Key Avalanche 768 1048576
CBC encryption mode 20 2097152
Random plaintext 256 1040384
Random key 256 1040384
Plaintext/Ciphertext correlation 128 1048576
Low density plaintext 256 8421632
Low density key 256 8421632
High density plaintext 256 8421632
High density key 256 8421632

Table 3: Maximal acceptable number of sequences that maybe rejected by a test

Data set Number of tests Maximal (expected) number of rejected sequences

Plaintext avalanche 25 40

Key Avalanche 25 400

CBC encryption mode 25 150

Random plaintext 25 175

Random key 25 175

Plaintext/Ciphertext correlation 25 125

Low density plaintext 25 175

Low density key 25 175

High density plaintext 25 175

High density key 25 175

sequence is formed by concatenating the sum of plain-
texts blocs and the corresponding ciphertexts blocs using
XOR operator. The ciphertexts are calculated using ECB
mode. By keeping plaintexts unchanged and changing the
random key, we obtain the rest of the data sets.

5.5 Low Density Key/Plaintext

In this category, two data sets are created which can be
used either as plaintexts or as keys. Each set is formed
of 256 sequences. Each sequence consists of 32897 cipher-
texts blocs calculated using ECB mode. Ciphertexts are
formed by a plaintext (or key) of 256 bits with all bits are
’0’, 256 plaintexts (or keys) one bit equal to ’1’ and other
bits equal ’0’ (each plaintexts corresponds to a given posi-
tion of bit ’1’), and 32640 plaintexts with two bits equal to
’1’ and other bits equal to ’0’ (all possible combination).

5.6 High Density Key/Plaintext

Data of this category are generated in the same manner as
of the previous category, except that data of this category
is the binary negation of data of the previous category.

6 Statistical Tests: Results and
Discussion

Statistical tests are the most advanced tests that must be
achieved to prove the robustness of a given cryptosystem.

these tests are also used to test the reliability of encryp-
tion algorithms such as AES [11], hashing functions such
as SHA-3 [5] and pseudo random number generator such
as Blum-Blum-Shub [7] and the algorithm described in [4].
In this section we present the results of these tests when
applied to CAES algorithm.

6.1 Empirical Analysis

In our experimental analysis, the significance level is fixed
at α = 0.01, that is, to say a test is successful if the rate of
rejected sequences is less or equal to 1%, which is the ideal
case. In practice, the interval of confidence is used. In this
case, the maximal number of rejected sequence is n(α +

3
√

α(1−α)
n ) where n is the number of binary sequences

and α is the significance level. Table 2 gives a summary
of data sets sizes and Table 3 gives the number of carried
out tests and maximal number of rejected sequences.

6.2 Results and Discussion

After running various statistical tests using data cate-
gories and sequences defined previously we got the results
shown in Figures 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10.

It is observed, in these figures, that the number of re-
jected sequences is less than the maximal (expected) num-
ber of rejected sequences, which means that the test was
successful.



International Journal of Network Security, Vol.20, No.1, PP.177-183, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).19) 181

According to these results, it is clear that the CAES al-
gorithm generates pseudo-random outputs regardless the
inputs. This result demonstrates a highly sought after
property in robust cryptosystems to resists against crypt-
analytic attacks. As consequence, the CAES resists per-
fectly against statistical attacks and can be used to send
safely secret data over a public network.
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Figure 1: Statistics results using ”Plaintext avalanche”
data set
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Figure 2: Statistics results using ”Key avalanche” data
set
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Figure 3: Statistics results using ”CBC encryption mode”
data set
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Figure 4: Statistics results using ”Random plaintext”
data set
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Figure 5: Statistics results using ”Random key” data set
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Figure 6: Statistics results using ”Plaintext/Ciphertext
correlation” data set
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Figure 7: Statistics results using ”Low density plaintext”
data set
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Figure 8: Statistics results using ”Low density key” data
set
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Figure 9: Statistics results using ”High density plaintext”
data set
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Figure 10: Statistics results using ”High density key” data
set

7 Differential Cryptanalysis Re-
sults

To prove the resistance of CAES against differential
cryptanalysis, several tests and calculations are carried
out. These tests and calculations focused on non lin-
ear transformations, i.e IMix and PMix. Our goals
are to find plaintext messages mi with a difference Xi =
mi ⊕mi+1 producing ciphertext messages ci with a dif-
ference Yi = ci⊕ ci+1 with high probability. Table 4 gives
the probability distribution of all possible differences Xi

and the corresponding differences Yi of IMix and PMix
(they have the same distribution difference table).

Table 4: Differences distribution of IMix and PMix
transformations

HH
HHHXi

Yi
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 0 0 0 2 1 0 1 0 0 1 1 1 0

2 0 0 0 0 1 0 0 1 0 1 1 0 2 0 0 2

3 0 1 1 1 0 0 1 0 1 0 2 0 0 0 1 0

4 0 2 0 0 0 0 0 0 2 1 0 1 1 0 1 0

5 0 0 0 0 1 1 1 1 1 0 1 0 0 1 0 1

6 0 0 1 0 2 1 1 1 1 0 0 0 0 0 1 0

7 0 0 2 1 0 0 1 0 1 1 0 1 0 0 0 1

8 0 0 1 0 1 0 0 0 0 4 1 0 1 0 0 0

9 0 0 0 0 1 2 0 1 0 0 0 0 0 1 1 2

10 0 0 0 1 0 2 1 0 0 0 0 1 0 2 1 0

11 0 0 0 2 1 0 0 1 1 0 2 1 0 0 0 0

12 0 2 1 1 0 1 0 1 1 0 0 1 0 0 0 0

13 0 1 0 1 1 0 1 0 0 0 0 0 1 1 1 1

14 0 0 1 0 0 0 0 1 0 0 0 1 2 2 1 0

15 0 1 1 1 0 1 0 0 0 0 1 2 0 0 0 1

According to Table 4, the output difference Yi = 0 is
caused by the input difference Xi = 0 with probability
8
16 = 1

2 . If Xi = mi⊕mi+1 = 0 then mi = mi+1 therefore
ci = ci+1 and as consequence no useful information about
the key can be extracted using this highest value (8).

The highest exploitable value on the distribution table
is 4, so an output difference Yi of PMix and IMix is
likely caused by an input difference Xi with probability
4
16 ×

2
16 = 1

32 .
To prove the robustness of CAES against differential

attack, we have chosen plaintexts messages mi of differ-
ence Xi producing ciphertexts messages ci of difference
Yi using the highest probability according to table 4 ( 1

32 ).
The plaintexts messages are generated using these steps:

1) Choose the difference Xi from 4 which have the high-
est probability.

2) Generate a random message.

3) XOR the data from Step (1) and Step (2).

Table 5 gives an example of plaintext messages generation
process.

Table 5: Example of plaintext message generated from a
given difference

Difference
00800000000000000000000000000000
00000000000000000000000000000000

Random message
F622919DE18B1FDAB0CA9902B9729D49
2C807EC599D5E980B2EAC9CC53BF67D6

Resulting message
F6A2919DE18B1FDAB0CA9902B9729D49
2C807EC599D5E980B2EAC9CC53BF67D6

Suppose that the probability to have an output differ-
ence Yi caused by an input difference Xi is exactly the
probability given by the distribution table 4. In this ideal
case, we need to generate and encrypt at least 271 plain-
text messages or 6.9×1010TB (Tera Byte) of data, which
is higher than all stocked data on the internet. Therefore,
we can assume that differential attack against complete
version of CAES cryptosystem is very difficult if not im-
possible.
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In practice, we have been able to cryptanalyze the re-
duced version of CAES (one iteration version and with-
out Shift transformation) using 67 chosen plaintext mes-
sages. For a version of CAES with higher number of
iteration (> 2) tracking the encryption evolution at each
iteration of the algorithm become very difficult. Indeed,
we found that the probability to have the expected value
of the output at the second iteration is 1

128 . As conclu-
sion, differential attack against the full version of CAES
is impossible at this time.

8 Conclusion and Perspective

In the current paper we presented several tests to prove
the robustness of CAES encryption algorithm. The ob-
tained results prove that the output of CAES is random
regardless the input, which prove that the algorithm hide
all useful information about the original data. And also,
we presented results of differential attack against CAES,
the results proved that this attack have no effects against
this algorithm. As perspectives, other tests and attacks;
such as linear attacks and timing attacks; will be carried
out in the near future.
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Abstract

The current era is known as the age of digital informa-
tion and general medium of access to this information is
computer networks. The uses of network technology also
make information insecure. Intrusion Detection System
(IDS) has been proven effective against such attacks. The
anomaly-based detection method is good to detect new at-
tacks. One of the foremost shortcomings in the anomaly-
based detection is the irrelevant and redundant features
to the classification algorithm that results in low detec-
tion rate. Therefore, the primary objective of the feature
selection process is to enhance the classification accuracy
by removing redundant and irrelevant features. In this re-
search a new feature selection algorithm called, Dynamic
Ant Colony System with Three Level Update Feature Se-
lection, has been proposed. The proposed method uses
a different level of pheromones that help ants to find the
robust features. The method also utilizes the information
of each individual ant during feature selection process and
incorporates the accuracy of the classification algorithms.
Results showed that proposed feature selection algorithm
outperformed compared to the previous feature selection
algorithms.

Keywords: Ant Colony Optimization; Feature Selection;
Intrusion Detection System

1 Introduction

Network security is becoming a crucial and elementary
task for the organizations. Due to which many tools are
being developed to overcome the threats to the security
of the network and system. Intrusion detection system is
one of the measure taken for the detection of the intru-
sion [50]. It mainly detects for the compromising of ei-
ther data confidentiality, integrity, or availability. Based
on the location of the intrusion detection system imple-
mentation, it is categorized into two types [20]; network
based intrusion detection system and host based intrusion

detection system. Network based intrusion detection sys-
tem detects intrusion in the network segment, whereas
host based intrusion detection detects intrusion in the
host system. Despite the division of the intrusion detec-
tion system according to their implementation, intrusion
detection system is further categorized according to the
implementation of the detection method [54]. There are
two types of intrusion detection method namely; signa-
ture based and anomaly based. Signature based detec-
tion method uses the stored signatures of the attacks for
the detection of the intrusion. Due to the utilization of
the stored signature of the attacks, this method has high
true positive rate. This method, however, cannot detect
zero day attack as no signature exist for zero day attack.
On the other hand, anomaly based detection method can
detect novel attacks as it works by taking the behavior of
the network into consideration. Network anomaly detec-
tion method makes a baseline for the normal activity, any
activity that deviates from that baseline is considered as a
possible intrusion [38]. Anomaly based detection method,
however, has a high false positive rate as it is difficult to
map the normal behavior of the network. Introduction
of new attacks in network changes the behavior of the
network while the normal data behavior remains same.
Anomaly detection is therefore, depends on the behavior
of both normal data and anomalous data. Learning the
boundary between normal behavior and anomalous be-
havior of the network is therefore required. In regard to
separate the normal and anomalous behavior, many tech-
niques including supervised classification algorithms are
adapted for this purpose [14, 24]. These classification al-
gorithms, however, highly depends on the input features
of the data. Redundant, irrelevant, and noisy features
make it difficult for the classification algorithm to build a
detection model with high accuracy rate. Feature selec-
tion approach is therefore used, which selects the features
that contribute more information about the class while
not compromising the accuracy of the classification algo-
rithm.

In network intrusion detection, features are extracted
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from protocols header at different layers of network ar-
chitecture and contents of data packets. Due to this rea-
son noise in channels propagate to extracted features, this
leads to false intrusion alarm. These noisy features should
be removed using feature selection. In this work we used
Ant colony optimization (ACO) for feature selection of the
network data. ACO has optimal solution, because ACO
can search in the feature space up to meeting an optimal
solution. ACO has the historical linkage to previous itera-
tions. Results of next iteration is based on the amount of
pheromone, which is left in previous iterations. Every ant
aimed to get the best local optimal solution and among
those solution global optimal solution is found. The opti-
mal feature set was then validated using Support Vector
Machine (SVM) for classification of normal and intrusive
activities in network.

The paper is organized as follows, Section 2 gives the
brief literature review of the feature selection method for
intrusion detection. Section 3 discusses the proposed fea-
ture selection algorithm and Section 4 discusses the re-
sults. The work is concluded in Section 5. .

2 Previous Work

Lin et al. [27] Used Simulated Annealing (SA) with Sup-
port Vector Machine (SVM) and Decision Tree (DT) to-
gether for feature selection and anomaly detection. Opti-
mal feature set was selected using simulated annealing
whereas Decision Tree was used to get rules from the
dataset. SVM was used for classification of the data. Sim-
ulated annealing was also used to adjust automatically
the parameter setting for SVM and DT. George [17] used
Principle Component Analysis (PCA) along with SVM for
intrusion detection. PCA was used for dimension reduc-
tion (feature selection) while SVM used for classification.
Evaluation, based on the SVM with PCA approach, gave
less misclassification compared to SVM method. Ganap-
athy et al. [16] along with survey of the different feature
selection and classification algorithm, proposed new fea-
ture selection algorithm. This feature selection algorithm
combined information gain ratio of the feature and rule
based approach. Liu et al. [29] has used principle com-
ponent analysis for feature selection along with neural
networks for classification purpose. Features with high-
est eigenvalues were selected in the proposed approach.
The mentioned approach, however, may leave the impor-
tant features for inclusion. Solely relying on the high
value of eigenvalues might not be enough for feature se-
lection [4]. Baig et al. [5] proposed two-phase technique
for the classification of KDD99 dataset into normal and
anomalous class. This approach used three feature rank-
ing techniques, gain ratio, information gain, and global
method for data handling (GMDH) for feature selection.

Ghali [18] used the rough set theory along with the ar-
tificial neural network. The aim was to reduce the dataset
for intrusion detection which resulted in less consumption
of computer resources. RSNNA (Rough Set Neural Net-

work Algorithm) was used for feature reduction, which
found dependencies among the features while feed for-
ward neural network was used for the classification of the
data. Sheikhan et al. [45] proposed a method that used
fuzzy association rule for the generation of feature sub-
sets. While fuzzy logic with ARTMAP (adaptive reso-
nance theory neural networks) was used for the valida-
tion of the feature subset using classification. Kannan
et al. [23] proposed feature selection method based on
genetic algorithm. The purpose of the study was to re-
move unimportant features thus reducing training time
of the classification or clustering. In addition to that
Fuzzy based SVM was used for the validation of the fea-
ture subset. The proposed genetic algorithm was based
on weighted sum, increasing global search capability re-
sulted in better attribute collaboration. Rufai et al. [42]
combined membrane computing (MC) and bee algorithm
(BA) for their work. Motivated by membrane structure
and operations of living cells MC, gives the solution for
BA to find the best feature subset. Thus, it improved BA
for feature selection. BA was run on different membranes
in the main membrane to get the initial solution. Zainal
et al. [53] used a 2-tier approach, which included rough
set and particle swarm optimization (PSO), Rough-PSO.
SVM was used for classification while fitness function was
used to find out the fitness of the proposed feature subset.

3 Dynamic Ant Colony System
with Three Level Update Fea-
ture Selection (DACS3-FS)

Nature inspired science for solving many hard problems
that are existed for humans. Researchers, therefore, mim-
ics their properties to solve real world problems. One
of them is following the foraging behavior of ants. Real
ants have the property to solve very complex problems
by utilizing information of each ant. Ants use a chemical
substance called, pheromone, for indirect communication
with each other. Pheromone is laid by ant on the way
back from food to nest and vice versa. It works as a guid-
ance to other ants. High pheromone intensity attracts
more ants. Intensity of pheromone depicts the impor-
tance of the path. Using this property ants are able to
select shortest path from nest to food source.

ACO was first used to solve Traveling Salesman Prob-
lem, which is a NP-complete problem [35]. Ant system is
one of the variation of ant colony optimization technique.
ACO is used for many optimization problems due to its
high optimal solution for optimization problems [47]. Ant
colony optimization (ACO) has less complexity in terms
of time and memory requirement. ACO uses heuristic in-
formation and pheromone value to compute next move.
During traversing an edge ant updates the pheromone
value on the edges. Pheromone update also called global
pheromone update for ant system. Ant system is one of
the variation of ant colony optimization technique which
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includes the pheromone update level after completion of
the tour by all ants. This method was improved by in-
troducing another level of pheromone update called; local
pheromone update in ant colony system (ACS) [10].

Yi and Gong [25] introduced improved version of ACS
called, Dynamic Ant Colony system (DACS). Improved
version of ACS avoid the growth of pheromone level too
high by introducing the dynamic decay parameter (1 -
ρ[τ(r,s)]). The dynamic decay parameter is applied at
both level of pheromone updates such as local pheromone
updating rule and global pheromone updating rule. Helmi
et al. [39], improved the DACS algorithm by introduc-
ing updating of pheromone at three level; local level, in-
termediate level, and at global level. Local pheromone
is updated when all ants start their tour. Intermedi-
ate pheromone updating is done by retrieving the best
knowledge of the best individual ants of the group after
completing a tour and then it is divided into best of the
group and worst of all groups. This is followed by the
global pheromone update in which the ant that having
best tour is being considered and is divided into worst of
the global best and best of the global best. This method
provides better searching guidance in the effort to search
for better solution.

In this research, the proposed work of Helmi et al. [39],
is modified to adapt for the feature selection. Block di-
agram of the DACS3-FS algorithm is given in Figure 1.
The purpose of declaring different pheromone update lev-
els are to take the advantage of the pheromone intensity
since the small increment in the pheromone values will
not guarantee that ACO will give optimal solution [33].
Also by increasing amount of pheromone too high causes
to converge the solution too early.

3.1 Features Representation

Suitable representation of the problem domain for ant
colony optimization implementation is important. Some
of the previous work used graphical representation for fea-
ture selection [40, 44], while some researchers used other
methods like represented features in a binary form i.e. 1
and 0 [2, 46]. In this study, completely connected graph
representation is used, Figure 2. Dark doted lines in the
figure depicts, how features are selected by the best ant in
feature selection process. Thus each ant have chance to
select any node based on pheromone and heuristic value.
Features are represented by a node and are connected
with each other by edges. Pheromone and heuristic val-
ues are related with the features thus not laid on the arcs.
Number of ants used were equal to total number of the
features. Using too many ants would lead to quick con-
vergence which may result to bad solution while few ants
would not be able to utilize the cooperation of synergistic
effect due to pheromone decay process [7].

Figure 1: Flow chart of DACS3-FS

Figure 2: Graphical representation of features
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3.2 Heuristic Function

Heuristic information plays a vital role to generate high
quality results [37]. It describes priori desirability of the
move. It has great influence on the performance of the
ant colony optimization algorithms [28]. Artificial ants
can lead to bad result and can reinforce it in each tour as
initial random pheromones do not lead them. To avoid
such deadlock heuristic information helps to recover from
that deadlock [37]. Heuristic information related to the
feature must be used [1]. It helps for positive construc-
tive step thus helps to improve the performance of the
ants [9]. There are two type of heuristic information [30]
i.e. static heuristic and dynamic heuristic. Static heuris-
tic is calculate and initialized at the start of the algorithm
run and remains same throughout whole algorithms run
like distance between cities in TSP. The advantage of the
static heuristic is that it is calculated once and easy to
compute [11]. Dynamic heuristic is calculated at every
step as it depends on partial computed solution. Dynamic
heuristic is, therefore, computationally expensive. In the
proposed work we have used correlation as heuristic in-
formation. So the static heuristic is used in this work.
Correlation of each feature respective to class is used and
the values are constant thoughout whole algorithms run.
So the ants can get some extra information for construct-
ing solution. The importance of the heuristic is controlled
by β.

3.3 Transition Probability

Like real ants artificial ants must evaluate the intensity of
pheromone to do decision for next move [41]. In real ants
the greater the amount of pheromone more the probability
that ants will select that path. In computation problem
completely relying on pheromone value for the path de-
cision can lead to false result [36]. But in graph problem
artificial ants decide the next move based on the proba-
bilistic choice from a set of allowed nodes. This proba-
bilistic choice depends on two parameters i.e. heuristic
value and pheromone value [34]. Heuristic value is re-
garded as the visibility of the path in future perspective
while pheromone value is regarded as common memory in
past perspective of the path. Both values together con-
trols the movement of the ant for solution constructions.
In the proposed methodology we used correlation values
of the features as a heuristic value and number of times
features visited as initial pheromone value. Correlation
values of the features to the classes will help move proba-
bility function to consider the importance of the feature to
the prediction of the classes. In feature selection problem,
the heuristic value should involve some kind of evaluation
function for movement of feature to feature [21]. This
will avoid ant to select bad feature each time by consider-
ing heuristic value since it is the priori desirability of the
move. In the proposed method, initial pheromone value
(τo )is set to 1 so no feature get biased pheromone at the
start of the algorithm run. Thus allowing ant to select

next feature unbiased regarding its pheromone value at
start. Only feature will be selected once by a single ant
while a single feature can be visited by many ants. Move
probability for the proposed DACS3-FS is given as;

Pij = max[
(
τj
)α ∗ ( ηj )β ] (1)

Where τj represents pheromone value of the next fea-
ture while heuristic information of the next feature is rep-
resented by, ηj . Parameters α and β controls the trade-off
between pheromone and heuristic information. The val-
ues of these parameters, therefore, influences the result
of probability function. The trade-off between intensifi-
cation and diversification is influenced by modifying the
values of parameters [48]. Moreover, as static heuristic
approach has been used in the proposed method, there-
fore, it will effect random probability function at the start
of the construction. Selecting a single feature in each iter-
ation, for feature subset construction, requires more com-
puting cycles. Moreover, single feature by itself does not
much help to find the class of the data, therefore, group
of features are selected in this step.

3.4 Pheromone Value

Artificial pheromone is the cumulated numerical informa-
tion associated with the edges that is laid by different ants
during solution construction [12]. This pheromone infor-
mation imitate the search experience of ants by chang-
ing the pheromone value by visiting edges each time.
Pheromone information helps ant to probabilistically de-
cide the next edge move. High intensity pheromone at-
tracts more ants [8]. Pheromone evaporated with time
that helps to diversify the search which improves the
chances of other nodes to be explored by ants. Pheromone
ants change this information each time they visit the
edge to imitate and store their memory in the form of
pheromone. This pheromone information is changed by
different ants while traversing. Pheromone value, how-
ever, should be evaporated with some degree to diversify
the traversing of the ants. At the end, each feature con-
sists of the pheromone that has been laid by ants while
traversing that feature. Feature which is visited by many
ants will have high amount of pheromone.

3.4.1 Local Pheromone Update

Local search is the basic start of the ant colony optimiza-
tion algorithm. Each arc in ant colony optimization get
initialized by equally non-negative small value [51, 13].
An arc in ACO get local pheromone update with each iter-
ation. Pheromones values get dwindle with each iteration.
In ant colony system local pheromone is used to make
visited edges less desirable and thus increase chance to
explore the edges that are not visited yet [32, 19]. While
in ant system we deposit the pheromone after decaying
pheromone with some constant factor [49]. In this work
local pheromone update, using Equation (2), is used while
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ant traverse the feature.

τ(r, s)← (1− ρ).τ(r, s) + ρ.∆τo (2)

Where

∆τo =

{
1
Fn

if Fn εfeatures visited by n ants

0 Otherwise

ρ is a pheromone decay parameter and 0<ρ<1. Too
much pheromone produced by the local pheromone up-
date causes the local optimization solution in which it
ignores the optimization solution [22]. To avoid local op-
timization solution problem the ∆τo is controlled by the
number of times the specific feature is used.

3.4.2 Intermediate Pheromone Update

In the proposed method we have used intermedi-
ate pheromone update which helps to reinforce the
pheromone value. Available knowledge of each member
of the ant′s group is used for intermediate pheromone up-
date. Each ant′s subset was evaluated using naive bayes
classifier. Recalling that feature subset selected by ant
was evaluated using naive bayes classifier. Feature subset
that produced high accuracy for naive bayes classifier was
allowed to deposit pheromone using Equation (3). This
step is important because it encourages ants to produce
best feature subset for global pheromone update level.

τ(r, s)← ((1− ρ.τ(r, s)).τ(r, s)) + ρ.∆τo (3)

Where

∆τo =


1

accuracy ifτ(r, s)εLocal Group Best Tour

− 1
accuracy ifτ(r, s)εLocal Group Worst Tour

0 Otherwise

3.4.3 Global Pheromone Update

The accuracy from one classification algorithm is not
enough. This is because one classification algorithm does
not necessarily be able to find the correct relationship
between the feature and class label. As pheromone up-
date rule does not necessarily produce best solution [33].
Similarly, subset that produced good accuracy in inter-
mediate pheromone update level is not necessary be able
to produce good accuracy result for other classification al-
gorithms. Another level of pheromone deposit, therefore,
helps towards finding of best solution. Global pheromone
also help to tackle the local optima problem. In the pro-
posed ACO algorithm, accuracy of Support Vector Ma-
chine (SVM) was used for the global pheromone update.
Refer to the intermediate pheromone update level, only a
single ant is able to deposit the pheromone which is se-
lected feature set produced high accuracy for SVM. Best
of the best i.e. the subset which was able to produce high
accuracy for both classification algorithm can deposit the
global pheromone using Equation (4).

τ(r, s)← ((1− ρ.τ(r, s)).τ(r, s)) + ρ.∆τo (4)

Where

∆τo =


1

accuracy ifτ(r, s)εGlobal Group Best Tour

− 1
accuracy ifτ(r, s)εGlobal Group Worst Tour

0 Otherwise

3.4.4 Stopping Criteria

ACO runs several times until some stopping criteria met.
Stopping criteria can be number of time algorithms run,
number of subsets evaluation, maximum number of iter-
ations, or for specific number of time the best solution is
not changed and so on [31]. In this work maximum num-
ber of iterations were used as stopping criteria. Apart
from that if any ant is unable to improve accuracy in
three runs than this ant is destroy. This is necessary to
avoid trap into local optima.

4 Results and Discussions

KDD99 dataset is the benchmark dataset used for the
evaluation of anomaly detection methods in network in-
trusions [43]. Many research groups validated their
detection model using KDD99 dataset [3, 6, 26, 52].
The dataset came from DARPA98 IDS evaluation pro-
gram [15]. Training data is collected from seven weeks
of data in which few weeks data are attack free while
other weeks of data consist of attacks. Despite of it, two
weeks of data resulted testing dataset which consist of
attack data and normal data. Kdd99 has huge records
thaś why its subset is widely used and is called kdd-
cup.data 10 percent (kdd99 10%). 22 attacks are in the
training set, 16 additional attacks are in the testing set.
The training set contains 494020 instances while 311029
instances are for testing dataset. KDD99 contains four
attack classes, User-to-Root (U2R), Probe, Denial of Ser-
vice (DoS), Root-to-Local (R2L), and one legitimate data
class called, Normal.

The experiments were carried out on system with core
i7 and running windows 10 with 16GB of RAM. Mat-
lab and weka tools were used for the experiment. More-
over, KDD99 dataset contains redundant data which were
removed in this experiment. Support Vector Machine
(SVM) was used for the validation of the feature subset
selected using DACS3-FS. SVM was used for both binary
and multiclass classification. Results of the feature sub-
sets are empirically compared with the benchmark results.

The features that have been used in previous studies
are shown in Table 1. As discussed earlier KDD99 dataset
has 41 features thus we also used the result of the KDD99
full feature set for comparison purpose. This is due to
the purpose of the study to increase true positive rate
(TPR), when the data is correctly classified in its own
class, and precision, the portion of the true positive over
all the positive instances the detection method has de-
tected as anomalous, and accuracy meanwhile minimiz-
ing false positive rate (FPR), when data of some other
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class is incorrectly accepted, as low as possible. The F-
measure is the harmonic mean of precision and recall. A
good classifier is expected to obtain F-measure as high as
possible. These features were validated for both binary
and multiclass classification.

Table 1: Features selected using different feature selection
methods

FS Method Given Features Authors

Information
Gain

2,5,8,10,14,15,19,
26,27,30,31,32,33,
34,35,36,37,38,40

Ganapathy et al[16]

Rough Set 5,6,23,24,32, 33,36 Ghali [18]

Genetic
Algorithm

2,3,4,5,6,10,12,23,
25,29,30,35,
36, 37,38,40

Kannan et al.[23]

Membrane
Computing

2,3,8,13,20,24,32,
37,37,39,40

Rufai et al.[42]

KDD99 41 —
DACS3-FS 2,3,5,6,23, 33 —

4.1 Binary Classification

These features were validated for both binary and multi-
class classification. As discussed in earlier section, KDD99
dataset has one legitimate class called, Normal, and four
attack classes, DoS, R2L, PROBE, and U2R. For binary
classification, these four attack classes were combined into
a single class i.e. Attack class.

Table 2 gives the comparison of the different feature
selection method. As shown in table, feature set selected
using DACS3-FS algorithm had out performed resulted
accuracy 98.7087% while full feature set resulted accu-
racy of 98.5172%. Moreover, Table 3 gives the detail
comparison for normal class result, it can be seen that
DACS3-FS based feature set had performed well for bi-
nary classification. It had though TPR 99.1% slightly less
than the TPR 99.2% of rough set based feature set but
FPR for DACS3-FS was less compared to other feature
sets results. Result of attack class for different feature set
approach is given in Table 4. Rough set based feature
set had FPR and precision slightly better than DACS3-
FS based feature set but the classification algorithm was
unable to classify attack class data.

Table 2: Binary accuracy comparison

FeatureAlgorithms Features Accuracy%
IG 19 97.6348
Rough Set 7 98.0191
MC 10 95.9747
GA 17 98.3645
KDD99 41 98.5172
DACS3-FS 6 98.7087

Table 3: Normal class result comparison

TPR FPR Precision F-
Algorithm % % % measure
Information 98.9 4.3 97.2 0.981

Gain
Rough Set 99.2 3.8 97.6 0.984
Membrane 99.1 8.9 94.5 0.968
Computing

Genetic 99.1 2.7 98.3 0.987
Algorithm

DACS3-FS 99.1 1.9 98.8 0.989

Table 4: Attack class result comparison

TPR FPR Precision F-
Algorithm % % % measure
Information 95.7 1.1 98.3 0.969

Gain
Rough Set 96.2 0.8 98.7 0.974
Membrane 91.1 0.9 98.5 0.947
Computing

Genetic 97.3 0.9 98.5 0.979
Algorithm

DACS3-FS 98.1 0.9 98.6 0.984

4.2 Multiclass Classification

In the previous section, we used binary SVM for the bi-
nary classification of KDD99 dataset, in which we com-
bined all attack classes into a single attack class. In this
section, result for multiclass classification is given. SVM
was used for multiclass, although it is a binary classifier
but it can be used for multiclass using cascading different
binary SVM.

For normal class result is given in the Table 5. DACS3-
FS based feature set resulted low FPR and high precision
compared to other feature sets. For DoS attack class dif-
ferent feature sets result is given in Table 6. It can be seen
the genetic algorithm based feature set had better result
compared to DACS3-FS based feature set and informa-
tion gain based feature set. TPR for these three feature
set were same.

DACS3-FS based feature set performed well for R2L
class as given in Table 7. It had high TPR 80% and FPR
0%. Rough set based feature set had high precision and
low FPR but had low TPR 60.6% for Probe class as given
in Table 8. U2R class result using different feature sets is
given in Table 9. It can be rough set and DACS3-FS and
rough set based feature sets had same TPR 52.2% and
FPR 0.0% but DACS3-FS based feature set resulted high
precision. Accuracy for different feature selection algo-
rithm is given in Table 10, for different classes. It can be
seen that DACS3-FS resulted high accuracy of 98.7359%
while full feature set resulted accuracy of 98.6013%.
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Table 5: Normal class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 99.5 5.1 96.8 0.981
Rough Set 99.4 3.3 97.9 0.987
Membrane Computing 99.4 8.5 94.7 0.970
Genetic Algorithm 99.7 3.2 98.0 0.988
DACS3-FS 99.5 1.5 99.1 0.993

Table 6: DoS class result comparison

Algorithm TPR% FPR% Precision% F-measure
Information Gain 99.4 0.6 99.0 0.992
Rough Set 99.6 1.0 98.2 0.989
Membrane Computing 96.6 2.6 95.3 0.959
Genetic Algorithm 99.6 0.4 99.2 0.994
DACS3-FS 99.6 0.7 98.7 0.992

Table 7: R2L class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 17.9 0.0 98.7 0.303
Rough Set 55.7 0.1 91.7 0.693
Membrane Computing 1.5 0.1 15.0 0.028
Genetic Algorithm 68.4 0.0 95.8 0.798
DACS3-FS 80.9 0.0 97.0 0.882

Table 8: PROBE class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 81.1 0.2 91.9 0.861
Rough Set 60.6 0.1 92.2 0.731
Membrane Computing 15.4 0.1 84.1 0.260
Genetic Algorithm 71.6 0.2 90.5 0.800
DACS3-FS 80.8 0.2 90.4 0.853

Table 9: U2R class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 0.0 0.0 0.0 0.000
Rough Set 52.2 0.0 80.7 0.634
Membrane Computing 0.0 0.0 0.0 0.000
Genetic Algorithm 3.8 0.0 57.1 0.072
DACS3-FS 52.2 0.0 90.1 0.661

Table 10: Multiclass accuracy comparison

Feature Algorithms Features Accuracy%
IG 19 97.4769
Rough Set 7 97.834
MC 10 94.7481
GA 17 98.2571
DACS3-FS 6 98.7359

5 Conclusion

The performance of the classification algorithms is highly
depends on input features of the data. Poor selection
of features can affect classification accuracy badly which
leads toward high rates of false negatives and false pos-
itives. This problem can be handled effectively by us-
ing optimized selected features. Many feature selection
methods are unable to identify the complex relationship
between the features which in result unable to produce the
useful features. Some ranking feature selection methods
tried to find all the features relevant to class attribute
but failed to identify the redundant features. In this
study novel feature selection algorithm called, Dynamic
Ant Colony System with Three Level Update Feature Se-
lection, a variant of ant colony optimization was proposed.
The proposed algorithm is a wrapper based feature se-
lection approach using two machine learning algorithm
for the evaluation of the feature set during feature selec-
tion process. The proposed feature selection algorithm
resulted in an optimal feature set that produced efficient
detection model in terms of accuracy compared to the
previous feature selection algorithms.
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Abstract

The array erasure code, an ideal method for fault tol-
erance in storage systems, however, is obstructed by its
impossibility to set the fault tolerant ability according to
dynamic application environment for practical purpose.
In view of this, this paper presents a new class of array
erasure codes, with the greatest contribution to the array
codes which can be obtained according to the preset num-
ber of fault tolerance and storage efficiency in dynamic
structure, and fault tolerance capability can be presented
is not limited in theory. In addition, the new array code
has the advantages of simple structure, easy to realize,
with no strong constraints to satisfy in structure. Only
binary XOR operations are required for coding and de-
coding for a high operational efficiency, and fixed update
penalty and repair cost which will not increase with the
expansion of system size or increase of fault tolerance ca-
pability.

Keywords: Array Erasure Codes; Preset Fault Tolerance;
Strip Size; Weak Constraints

1 Introduction

At present, we have entered into the era of big data, with
all industry data explosively growing. More and more
data have become an important part of the normal op-
eration of society. In order to deal with the data stor-
age reliability problem caused by rapid growth of data
quantity, increasing the stability of a single storage node
is certainly a kind of theoretically feasible method. But
more effective approach is to use multiple storage nodes to
build a storage system, which can make full use of existing
equipments, increase storage capacity and improve data
access efficiency in parallel, and with a certain fault toler-
ance strategy, can also effectively enhance the reliability
of the whole storage system. In this case, the number of
storage nodes is usually used to represent the size of the
storage system. At present, large storage systems with

more than 100 nodes have become more and more popu-
lar, Google and other companies even have some PB level
storage systems with more than 3,000 nodes[8] . Com-
pared with the past, although the reliability of a single
storage node has been enhanced, in a large storage sys-
tem with a great amount number of nodes, the probability
of failure of multiple nodes in a period is still very high.
According to statistics from the Carnegie Mellon Univer-
sity, annual failure and replacement rate of a large storage
system with more than 300 nodes is about 5.1% [9]. Of
course, this is the probability of failure of nodes in the
storage system under normal operation conditions, and
if floods, landslides, earthquakes and other natural disas-
ters and administrators misoperation, hacker attacks and
other human factors are taken into consideration, fault
tolerance and storage system reliability enhancement is
more a concern.

Replication technology is the most mature fault toler-
ance technology in the field of reliability enhancement of
the storage system. A fault tolerance scheme depending
on replication technology has multiple copies of the same
data stored in different nodes of the system. As copies of
each node are exactly the same, usually it is not required
to strictly distinguish between the parity data (redundant
data) and the original data. When a node fails, a copy
in any node which is not failed can recover the missing
data. The fault tolerance method depending on replica-
tion technology is simple and intuitive, easy to realize and
dynamically expandable, but the low storage efficiency is
a huge defect. Assuming replication technology is used to
construct a storage system of t fault tolerance, it needs
to copy the original data into a t + 1 copies to be stored
in different nodes, that is, the storage efficiency is only
1/(t + 1). Especially for large storage systems, this ex-
tremely low effective utilization of storage space is very
difficult to accept.

Storage system as a whole shall consider not only a
certain performance parameter, but the most important
performance indicators according to the application en-
vironment. Erasure codes can balance all main perfor-
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mances of storage system to a certain extent, and it is a
kind of fault tolerance method which is more and more
important. At present, the RS erasure code is the most
widely used in the storage system. The relevant mathe-
matical theory of RS codes is mature, with regular code-
word structure and unlimited fault tolerance capability
in theory, and the codes have the MDS property, satis-
fying the theoretically optimal code rate (corresponding
to the storage efficiency in a storage system). However,
RS codes coding and decoding are performed on a mul-
tivariate finite field by complex operations, especially for
multiplication and inversion in a finite field. Therefore,
the main problem to be solved by fault tolerance method
based on RS codes for storage system is not to optimize
the coding process, but how to improve the operational
efficiency over the finite field. Of course, there are also
some scholars who have made a very fruitful work on this
issue, increasing operational efficiency over a finite field
greatly, and one of the most representative is the reduc-
tion computing program for a finite filed[7] and the finite
field calculation scheme GF-Complete[6] by Plank et al.
In spite of this, the current storage system is still diffi-
cult to bear the cost of RS code operations, especially the
large storage system.

Array erasure code (usually referred to as array code)
is a kind of erasure codes using binary XOR coding
and decoding operation, with high operational efficiency.
The special two-dimensional coding structure is seemingly
complex but can be used completely corresponding to
two-dimensional data layout structure normally used in
the current storage system of multiple nodes, so it is suit-
able for use in the storage system. However, in addition
to the small size centralized RAID6 system, the EVEN-
ODD code[1] is chosen as one of the alternative methods
for tolerating 2 failures, few array codes are used in the
current commercial storage system. Such a situation can
be attributed to the fixed fault tolerance capability of
most array codes which are not easy to expand. Such
as EVENODD codes[1], X codes[12] are 2 fault tolerance
array codes, as long as the constraints of these coding
structure are satisfied and in accordance with the coding
method, it can make the node fault tolerance of storage
system at 2, but only 2. In other words, as long as the
use of EVENODD codes or X codes as a fault tolerance
method, regardless of the size of a storage system, the
maximum fault tolerance is only 2. Similarly, with the
use of Star codes[3] and extended X codes[5] and other 3
fault tolerance array codes as a fault tolerance method,
the maximum fault tolerance of the storage system is also
fixed to 3. Grid codes[4] use two array codes with typical
horizontal or vertical data layout as the matched codes,
which can be used to obtain high fault tolerance with
coding in the horizontal and vertical directions simulta-
neously. But once two matched codes are determined,
the fault tolerance capability of the Grid codes is also de-
termined. Weaver codes[2] can determine the codeword
structure according to the requirement of fault tolerance
capability, with maximum fault tolerance up to 12, but

the fault tolerance capability of the codes is lack of the-
oretical support, that is, the fault tolerance capability
is obtained by computer check. In addition, the stor-
age efficiency of the codes is always lower than 50%, and
will quickly decline with the increase of fault tolerance.
Reference[10] proposes a new way to reversely determine
the structure of coding by fault tolerance, but specific
implementation method is not provided.

In view of above problems, this paper presents a new
class of array erasure codes, which use the horizontal data
layout. All calculations in the new array codes completely
are binary field XOR, with high operational efficiency.
The repair cost and update penalty are fixed constants,
which will not increase with the expansion of storage sys-
tem size. The codes can be constructed according to the
fault tolerance requirements for running storage system,
with fault tolerance not restricted in theory, but also the
storage efficiency can be set in a particular fault tolerance
capability. After a small transformation, the new codes
can also be used in areas other than storage[11]. All of
these properties make the new array codes already avail-
able on the basis of practical application in large storage
systems.

2 Array Codes Capable of Preset-
ting Fault Tolerance

Some basic concepts in the field of storage coding, such
as data, check, parity, redundancy, element, strip, stripe,
horizontal array codes, vertical array codes, coding, de-
coding, data reconstruction, can refer to literatures[1, 12,
3, 5, 2] for definitions. This paper will continue to use the
definitions of these concepts which will not be repeated.
The new array code proposed in the paper uses the hor-
izontal data layout structure, so the entire storage array
can be divided into data element array and check element
array in logic. A column in the storage array corresponds
to a storage node, and in the horizontal data structure
each column or all shall be data elements, or check ele-
ments. A node failure shall mean that all elements the
node corresponds to become unknown. For convenience
in description, this paper defines the following symbols.
In case of no special note afterward, the meaning of these
symbols is used here. It is agreed that f is the fault tol-
erance of the proposed array code to be constructed, n
for the number of columns of data element array, r for
the number of columns of check element array, m for the
number of rows of storage array. Obviously f , m, n, r are
positive integers.

2.1 The m = 2 Case

For the f fault tolerance array codes, at least f groups
is required with n linear independent check equations
in each group, that is, the deployment of f group cod-
ing chains with different slopes. This paper will use the
positive and negative expansion of numbers to determine
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the different slopes of deployed coding chains, that is, all
slopes of coding chains are taken from the set {1, -1, 2,
-2,... }. Actually, the nature of the coding chain is the
linear relationship between data elements and check ele-
ments. The specific concepts and definitions of the coding
chain and its slope shall refer to the literature[10], which
will not be repeated hereof. When f = 1, it only needs
to deploy 1 group of coding chains. In a storage array of
n = 2, a group of coding chains with slope of 1 is deployed,
as shown in Figure 1, in which the XOR sum of elements
with the same background color is 0. Of course, the re-
lationship between data elements and check elements can
also be expressed by linear equations, and the check rela-
tionship among various elements in the storage array in
Figure 1 can be expressed by the equation group (1).

{
d(1, 1) + d(2, 2) = c(1)
d(1, 2) + d(2, 1) = c(2)

(1)

Figure 1: Relationship among elements with f = 1

In Figure 1, if any one of columns in the storage ar-
ray fails, in each equation in the equation group (1) one
element will become unknown. Obviously, the unknown
element can be obtained by the other two known elements
in XOR equation. Therefore, any one invalid column in
the array can be effectively recovered.

When fault tolerance is required to reach 2, then 2 sets
of coding chains with different slopes shall be deployed.
In a storage array with n = 4, two sets of coding chains
with slopes at 1 and -1, respectively, as shown in Figure 2,
are deployed. As to why the n must be equal to or greater
than 4, answers will be given below. Figure 2 (a) and (b)
show the deployment of 2 coding chains with slopes of
1 and -1 respectively, in which the XOR sum of elements
with the same background color is 0. Of course, the check
relationship can also be expressed by equation group (2).


d(1, 1) + d(2, 2) = c(1); d(1, 2) + d(2, 3) = c(2)
d(1, 3) + d(2, 4) = c(3); d(1, 4) + d(2, 1) = c(4)
d(1, 1) + d(2, 4) = c(5); d(1, 2) + d(2, 1) = c(6)
d(1, 3) + d(2, 2) = c(7); d(1, 4) + d(2, 3) = c(8)

(2)

After any 2 columns in storage array shown in Figure 2
fail, it can always find at least 2 unknown elements in an
equation with only 1 unknown element, and the element
values could be known by XOR. After this, if there are
other unknown elements, then all exist in the equation of
only 1 unknown element, and can be easily recovered.

Figure 2: Relationship among elements with f = 2

2.2 General Coding and Data Recon-
struction Method

In a storage array, d(i, j) is used to represent the element
at row i and column j in the data element array, and c(t)
as the t check element in the check element array. Among
them check elements are arranged at priority, where i, j
and t are positive integers, and 1 ≤ i ≤ m, 1 ≤ j ≤ n,
1 ≤ t ≤ m · r. The element identification on the storage
array is shown in Figure 3.

Figure 3: Element ID in storage array

In the identification system of above data elements and
redundant elements, each check element may be calcu-
lated by expression (3) .

c(t) =

m∑
i=1

d(i, lc + i · (2 · (lr%2)− 1) · dlr/2e − 1)%n+ 1) . (3)

Where, lr represents the lr coding chain used in the
present check element, lc represents that the slope of cod-
ing chain which is used for the lc time, which can be
obtained by expression (4), in which, the operator “[]“
represents rounding while “ %“ modulus.{

lr = [(t− 1)/n] + 1
lc = (t− 1)%n + 1

(4)

Example 1. Maximum fault tolerance capability of stor-
age system as 3, constructing the corresponding array
code.

It is assumed that the storage array strip size t = 3,
and 7 columns of data element array in the storage array.
As previously stated, the maximum fault tolerance capa-
bility f is 3, the size of data element array is 3 × 7, the
number of check elements is 21, so the number of columns
in the check element array is also 7. The maximum fault
tolerance capability is 3, so coding chains with slopes of
1, -1 and 2 are deployed. Specific deployment process as
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Figure 4: Relationship among elements with f = 3

shown in Figure 4, XOR sum of elements with the same
background color is 0.

We can use the method of this paper to construct a
specific fault tolerance array code according to the re-
quirement of application environment. And the next will
be a brief introduction of how to restore and reconstruct
after the failure of nodes. Again, this paper only consid-
ers the case of node error, that is, the entire storage node
failure causes the loss of all data elements on the node,
which also corresponds to the column failure in the stor-
age array. The basic idea of data recovery on the failure
node can be summed up as, that is, to find the coding
chains with only one failure element, obviously the failure
element on the coding chain can be calculated by other
valid elements. Continue to repeat this process until all
the invalid elements are fully recovered.

Example 2. It is assumed that the nodes 1, 3 and 5 in
the storage system fail, with all failure nodes replaced and
renewed, the elements at 1, 3 and 5 in the data element
array in storage array become unknown. The whole data
recovery process is shown in Figure 5. Elements marked
with “X“ represent invalid element with unknown value,
and elements with the same background color shall be a
coding chain with only 1 failure element, which could be
recovered by XOR of other elements on the coding chain.

Continue to extend the example. It is assumed that
the size of data element array is 3× 6, and elements on 1,
3, and 5 columns fail. However, as shown in Figure 6, it
is impossible to find any coding chain that contains only
a failure element. In this case, all data in the storage
system are lost.

2.3 Constraint Conditions and Fault Tol-
erance Capability Guarantee

From the example 2 in the previous section it can be con-
cluded that, if you need to grant the storage array of strip
size 3 with fault tolerance of 3, in addition to the deploy-
ment of 3 coding chains of different slopes, the number of

Figure 5: Successful recovery of failure node data

Figure 6: Failed failure node data recovery

columns of data element array shall be at least not less
than 7, otherwise fault tolerance is not guaranteed. By
further expansion of this conclusion, the use of f coding
chains with different slopes to construct array code can-
not guarantee the fault tolerance f , the number of fault
tolerance and array size also need to meet a certain con-
ditions. According to the data reconstruction method of
the previous section, to ensure that at least 1 failure el-
ement in one or more coding chains with only 1 failure
element, then the fault tolerance f , strip size m and the
number of columns of data element array n shall meet the
conditions:n ≥ m·f−f+1. The fault tolerance capability
can be guaranteed in the case of satisfying the constraints
as proved below.

For array codes of horizontal layout, the occurrence of
node level failure can be divided into the following three
types: 1. All failure nodes in the check element array; 2.
Failure nodes in check element array and data element ar-
ray; 3. All failure nodes in the data element array. When
all of the failure nodes are in the check element array, it
just needs to re-do a coding operation after the replace-
ment of the failure nodes. This is the simplest case of
data reconstruction. When the data element array and
the check element array have failure nodes, it is relatively
easy to deal with. In the array code with f fault toler-
ance, each data element is passed by f coding chains, so
a data element is related to f check elements. Accord-
ing to the constraint conditions it can be known that, so
two check elements associated with the same data element
must not appear in the same column. As a result, all of
the failure elements in data element array can be recov-
ered completely, and then all the failure elements in the
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check element array can be recovered by coding. And for
all of the f failure nodes in the data element array, the
following mathematical induction is used to prove.

First of all, we mark the f failure columns in data el-
ement array as E1, E2 · · · , Ef , where di shall be the dis-
tance between the failure column Ei and the failure col-
umn on its right. It is assumed that max(d1, d2 · · · , df ) =
df , where i = 1, 2 · · · , f . Therefore, by the principle of
the pigeon cage, it is known that df ≥ m is established.
At that time, when there was only one failure column,
the column will be recorded as E1. By the coding chain
deployment method it can be known, each data element
is passed by one coding chain, apparently all the failure
elements on the column can be successfully restored. As-
suming that all the failure elements can be recovered when
f = k, where k is a positive integer. In the following, a
discussion on f = k + 1 is conducted. Be known by the
precondition, max(d1, d2 · · · , dk) = dk ≥ m. Therefore, if
the inequality d1 ≥ dm/2e is established, it is clear that
all elements on the first failure column E1 can be recov-
ered by the coding chains with slopes of 1 or -1. In the
same way, if dk ≥ dm/2e is established, all the elements on
the final failure column Ek+1 can be recovered by coding
chains with slopes of 1 or -1. At this point, the above two
situations can be changed into f = k, and according to the
aforementioned assumptions, all the failure data can be
recovered. When d1 < dm/2e and dk < dm/2e , the first
failure element in all of the failure columns can be recov-
ered by coding chains with slopes of ±1,±2, · · · ,±k, k+1.
And when all the failure elements in the first row on all
failure columns are recovered successfully, only to repeat
the same steps, the remaining failure elements can be ef-
fectively restored. Quod erat demonstrandum.

The inequality n ≥ m · f − f + 1 is the constraint con-
dition that is needed to satisfy when we are constructing
the specific fault tolerance capability of array codes in this
paper.

2.4 Satisfaction of Expected Storage Ef-
ficiency

Storage efficiency is an important performance index to
measure the effective utilization of storage space. As men-
tioned earlier, in the storage system reliability enhance-
ment field, replication technology is the method of fault
tolerance without any operations, and the principle is sim-
ple and easy to implement. It is usually not recommended
the use of replication technology in large storage systems
in consideration of storage efficiency. Compared with
that, the fault tolerance system based on erasure codes
can greatly improve the storage efficiency under the con-
dition of the same fault tolerance capability. Of course,
in this process, the calculations are required. For array
codes, as mentioned before, with the storage efficiency
as the standard, it can be divided into MDS codes and
non MDS codes. MDS codes have a theoretical optimal
value in storage efficiency, and its typical representation
includes EVENODD codes[1], X codes [12], Star codes[3]

and extended X codes[5] and so on. But the fault tol-
erance capability of array codes with MDS property is
only 2 or 3, which obviously cannot meet the demand
of modern large storage system reliability enhancement.
In order to improve the fault tolerance of array codes,
researchers have designed some array codes without the
MDS property, with fault tolerance capability greatly im-
proved compared with array code with MDS property,
but mostly with great sacrifice in storage efficiency, such
as the Weaver codes with fault tolerance at 10, the storage
efficiency is less than 20%.

From the last section, we can know that the total num-
ber of data elements in the array erasure codes generated
by this method is m · n, and check elements f · n. Ob-
viously, the storage efficiency of array erasure codes con-
structed by the new method is m · n/(m · n + f · n) =
m/(m + f). Therefore, the factor affecting the storage
efficiency in specific fault tolerance is the strip size m.
Figure 7 shows the storage efficiency varies with the size
of strip size with the fault tolerance at 20, 30, 50 and 100.
Obviously, with fault tolerance capability unchanged, in-
creasing strip size can effectively improve the storage ef-
ficiency. Thus, under a certain fault tolerance, of course,
it can also set the storage efficiency.

Figure 7: Influence of strip size on storage efficiency

Example 3. Fault tolerance capability is 4, and storage
efficiency is not less than 80%, constructing the corre-
sponding array code.

According to the previous description of array codes
construction method, the storage efficiency can be ex-
pressed as m · n/(m · n + f · n) = m/(m + f) , then
the inequality m/(m + f) ≥ 0.8 needs to be established.
Then the inequality m ≥ 4 · f holds, and from the pre-
conditions it is known that when f = 4, m ≥ 16. In this
example m = 16, then it is inferred that n ≥ 61 when
n ≥ m·f−f+1. In this example, n = 61, we can know the
total number of check elements f×n = 4×61 = 244, and it
is inferred that the check node number is d244/16e = 16.
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And then, the basic information is known throughout the
storage array. The array has 16 rows, namely the strip
size is 16. The data element array has 61 columns, check
element array has 16 columns, a total of 976 data ele-
ments, and 244 check elements, with storage efficiency of
exactly 80%. According to the proof of the previous sec-
tion, respectively with the 4 coding chains with slope of
±1,±2 deployed, the fault tolerance capacity of the array
code is up to 4.

3 Experiments and Analysis

3.1 Operational Burden

Because most of the code word structures of array codes
are irregular and it is difficult to use a precise formula to
express the overall workload of coding or data reconstruc-
tion. Usually the times of XOR calculations of generating
a check bit is used to measure the complexity of coding,
and the times of XOR calculations to recover a lost data
element for the complexity of data recovery. It can be
known from the preceding text that the length of each
coding chain is m + 1, so that the operational effort re-
quired to generate a single check element or to recover a
single failure element is m−1. However, stripe size grows
with the enlargement of strip size m or fault tolerance f ,
which means that the number of check elements will also
increase, so does the overall operational burden. There-
fore, changes in the strip size and fault tolerance would
affect coding and data recovery calculations, as one of
the factors we need to consider. Assuming that the strip
size is 200, fault tolerance 50, with the storage of 1G
data as an example, XOR calculations needed to gener-
ate all check elements or recover failure data on 50 nodes
is about 4.2 × 109, and it takes a general personal com-
puter with dominant frequency of 3.2G 16s to complete.
Figure 8 shows the influence of strip size increasing on
array code coding and data recovery operation and Fig-
ure 9 the influence of fault tolerance on coding and data
recovery operational burden.

3.2 Constraint Conditions of Array Code
Construction

Most of the array erasure codes in the construction pro-
cess will restrict the storage array size namely stripe size
or strip size. Satisfying the constraints is the basic con-
dition of coding to reach a certain fault tolerance capa-
bility. Table 1 shows the comparison of several kinds of
array codes during construction with constraints on stripe
size and strip size, where p represents a prime number, sr
stripe size, sc strip size, obviouslysr, sc are positive inte-
gers greater than 1, which will no longer be listed in the
table. From this table it is not difficult to find that most
array erasure codes have very strict constraints on stripe
size or strip size, and usually requires stripe size as prime
or satisfies a linear relationship with a prime. Constraints
on the stripe or strip size will greatly limit the application

Figure 8: Influence of strip size on operational burden

Figure 9: Influence of fault tolerance on operational bur-
den

and extension of array codes. In the practical process of
array codes, in order to deal with the situation mentioned
above, researchers have proposed a number of compromise
solutions, the most typical approach is when the number
of nodes in storage array is not a prime, add 1 or more
virtual nodes with storage data values as 0 to comple-
ment the prime. In the process of coding or data recovery
these virtual nodes participate in operations. However,
with the expansion of storage scale, increase of storage
node data, the interval between adjacent primes is ex-
panding, virtual node number will increase dramatically
to complement the prime, along with the invalid calcula-
tions of encoding and data reconstruction increase. As a
result, such schemes are greatly restricted in large stor-
age. Weaver codes have a high fault tolerance, without
any special requirements on stripe size and strip size, but
the code is not based on any systematical coding method
and lack of theoretical support. The fault tolerance ca-
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pability of Weaver codes depends on computer engineer-
ing test, so it is difficult to apply in large storage sys-
tem. Grid codes have better fault tolerance capability, to
achieve simple storage with efficiency up to 80%, but the
code in the construction process need to find two other ar-
ray codes (must be the typical horizontal code or vertical
code) to form matched codes. Fault tolerance capability
of Grid codes depend on the fault tolerance capability of
the matched codes selected. In addition, the Grid code
is not a typical horizontal or vertical array code, and its
storage layout combines the characteristics of horizontal
and vertical arrays. Such a pattern brings in high fault
tolerance and at the same time also makes its expansion
subject to certain constraints in practical situation.

Table 1: Constraints on construction of array erasure
codes

Array Codes Stripe Size Strip Size

EVENODD
Codes

sr = p sc = sr − 1

X Codes sr = p sc = sr
Liberation
Codes

N/A sc = p, p ≥ sr

B Codes TBD by the math-
ematical problem
solving results

sc = 2 · sr||sc = 2 ·
sr + 1

P Codes sr = p||sr = p− 1 sc = sr/2
RDP Codes sr = p− 1 sc = sr
Star Codes sr = p sc = sr − 1
Weaver
Codes

N/A N/A

Grid Codes TBD by matched
codes

TBD by matched
codes

Array codes
presented in
this paper

sr − df · n/me ≥ f ·
(sc − 1) + 1

N/A

Unlike construction of most other array codes, the new
method is based on the preset fault tolerance to construct
the corresponding array codes, so there is no special con-
straint similar to prime for the array size. But as men-
tioned earlier, fault tolerance capability f , strip size m
and column number n in data element array shall satisfy
a linear constraint n ≥ m ·f −f + 1. The number of fault
tolerance f and block size m are usually determined by
application environments, and when the two parameters
are determined, n is determined. And under specific en-
vironment, when it is needed to limit the n, by the fault
tolerant quantity and above inequality the value of m is
calculated. Obviously, the constraint condition is easily
satisfied, that is, the strength of the constraint condition
is very weak.

3.3 Repair Cost and Update Penalty

Repair cost usually refers to the total number of stor-
age nodes that are required to reconstruct a failure data
element. The repair cost is an important performance
index in the storage system, which is closely related to
data reconstruction, data update and degraded reading

and writing. By the coding chains deployment method,
each chain has m+1 elements, including m data elements
and 1 check element. Therefore, the number of nodes for
reconstruction of a failure data element is m, which will
not increase with the increase of storage system scale and
fault tolerance capability.

Update penalty is an unique index in the horizontal
layout array code, which refers to the number of check
nodes that need to change 1 minimum data bit. When
the data update is more frequent, the update penalty is
too high, which will lead to the check node’s access over-
heat and reduce the overall I/O performance of the stor-
age system. In this paper, we can know that each data
element has f different code chains, that is, each data el-
ement is related with f different check elements. In other
words, when any one data element is changed, it always
involves the f check nodes, that is, the update penalty is
f , and it has reached the theoretical optimal value of the
f fault tolerance array code.

4 Conclusion

Same with most current array codes, the proposed array
codes still use only binary XOR in coding, with high op-
erational efficiency. Differing from most previous array
code construction methods, the method proposed in this
paper is a kind of array code construction method based
on specific fault tolerance, which can construct any array
code of any fault tolerance capability according to envi-
ronmental requirements. And satisfying the specific fault
tolerance, by changing the strip size it adjusts the stor-
age efficiency. In addition, the proposed array codes are
subject to weak constraints when constructing, which are
easy to meet. Finally, the array codes constructed by the
proposed method also have the theoretical optimal up-
date penalty and the repair cost which does not change
with the storage size and fault tolerance capability. It
is hoped that the method proposed in this paper can be
used for the practical application of array codes in the
field of storage, and it plays a positive role in other fields.
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