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Abstract

With the vulgarization of Internet, the easy access to its
resources and the rapid growth in the number of com-
puters and networks, the security of information systems
has become a crucial topic of research and development
especially in the field of intrusion detection. Techniques
such as machine learning and data mining are widely used
in anomaly-detection schemes to decide whether or not a
malicious activity is taking place on a network. This pa-
per presents a new intrusion detection system (IDS) based
on information gain criterion to select relevant features
from network traffic records and a new version of support
vector domain description to classify the extracted fea-
tures and to detect new intrusions. Experimental eval-
uation on NSL-KDD, a filtered version of the original
KDD99 has shown that the proposed IDS can achieve
good performance in terms of intrusions detection and
recognition.

Keywords: Information Gain Metric; Network Intrusion
Detection System; NSL-KDD; Support Vector Domain
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1 Introduction

In computer science domain, an intrusion can be defined
as the attempts to compromise the confidentiality, in-
tegrity, or availability of a computer or network. Thus,
Network Intrusion Detection Systems (NIDS) are a crit-
ical defense layer of any network security architecture.
The main task of NIDS is to monitor network traffic for
suspicious contents, and to alert system administrators
when a malicious activity is taken place. The detection
of intrusions can be performed basing on analyzing the
events which occur in the monitored network. Two pri-
mary approaches are used: misuse or signature detec-
tion and anomaly detection. The first technique, exist-

ing in the majority of commercial NIDSs, aims to de-
tect known attacks by using predefined attack patterns
and signatures so it looks for a specific event that has
already been recognized and registered. The second tech-
nique detects attacks by comparing the deviation from a
model describing the normal behavior of the monitored
resource. There are advantages and disadvantages associ-
ated with each approach: Misuse detection methods can
detect malicious network traffics without generating high
false alarms but they are basically limited to known at-
tacks. This leads to the necessity for frequent updates of
the intrusions database. On the contrast anomaly detec-
tion methods based on heuristics or rules are able to de-
tect known and unknown attacks. This propriety is very
important since new kinds of vulnerabilities and intru-
sions are constantly appearing. However, new legitimate
behavior can be falsely identified as malicious, resulting in
a false positive. Recently new hybrid intrusion detection
systems that exploit benefits of both misuse and anomaly
detection techniques are developed and showed great suc-
cess [21, 28].

Anomaly detection approach is based on techniques
such as: Threshold detection, rule-based measures, statis-
tical measures, machine learning and data mining meth-
ods. The first technique expresses some attributes of user
and system behavior in terms of counts. Then it compares
the latter with a tolerance level. The second approach
tries to define a set of rules that can be used to decide
whether a given behavior is normal or not. Statistical
measures analyze the distribution of the network traffic
attributes and can be parametric or non-parametric, the
first one is assumed to fit a particular pattern while the
second is learned from a set of historical values. The
last technique based on machine learning and data min-
ing learns from a set of training data and constructs a
model able to classify new network traffic as legitimate or
malicious.

In this paper we aim to design a new intrusion detec-
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tion system based on the last technique described above.
The proposed NIDS works in three steps: At first, a data
encoding and normalization operations are performed on
the network traffic records. Then, information gain (IG)
method is applied to extract relevant features from the
preprocessed data. Finally, a new version of SVDD called
SVDD with small sphere and parametric volume (SSPV-
SVDD) [3] will be trained with the extracted features and
used as a novelty detection model able to detect unknown
attacks. Experimental evaluation of our approach will be
performed using NSL-KDD a benchmark dataset widely
used to evaluate the performance of NIDSs.

This paper is organized as follows: Section 2 presents
an overview of some previous applications of machine
learning and soft computing methods to detect network
intrusions. Section 3 describes in details our new network
intrusion detection system. This section is divided into
three parts: The first one describes the architecture of
the proposed NIDS, the second presents the techniques of
data encoding, data normalization and relevant feature
extraction and finally the third presents the application
of SSPV-SVDD to detect network intrusions. The last
section investigates empirically the performance of the
proposed NIDS using NSL-KDD. This section is divided
into two parts: The first one describes NSL-KDD dataset
and the second presents the experimental setting and the
results of applying the proposed NIDS on NSL-KDD. A
conclusion is provided in the final section.

2 Related Work

There are numerous important research papers regard-
ing the use of machine learning and soft computing tech-
niques to detect network intrusion. For example Liu et
al. [18] proposed a genetic clustering method for intrusion
detection. Their method is able to establish clusters au-
tomatically and to detect attacks by labeling normal and
abnormal groups. Javadzadeh and Azmi [13] proposed a
hybrid approach to design NIDSs. Their method is able
to generate fuzzy rules based on a fuzzy genetic machine
learning algorithm and to detect multiple attacks. Agh-
dam and Kabiri [1] focused on feature selection of net-
work traffic for intrusion detection purpose. They pro-
posed a new method based on ant colony optimization
(ACO) algorithm and nearest neighbor classifier to elimi-
nate irrelevant and redundant features from network traf-
fic records. Wang et al. [29] presented an application of
artificial neural networks (ANN) and fuzzy clustering on
intrusion detection. Their approach works sequentially:
Firstly fuzzy clustering technique was applied to create
different training subsets. Then, based on the latter,
different ANN models are trained to formulate different
base models. Finally, a fuzzy aggregation module is em-
ployed to aggregate these results. Li et al. [35] introduced
an application of multiple kernel support vector machine
(SVM) for intrusion detection. This new version of SVM
improves the standard one by calculating the weights of

kernel functions and Lagrange multipliers simultaneously
and automatically without user intervention. Mukherjee
and Sharma [20] presented an intrusion detection method
based on naive Bayes classifier with a new feature reduc-
tion method. In order to select the most relevant features
the authors investigate the performance of three standard
features selection methods, namely correlation-based fea-
tures selection, information gain and gain ratio. Then
they proposed a new features reduction method named
feature vitality. The reduced data sets are further clas-
sified using Native Bayes classifier. Li et al. [17] pro-
posed the use of K-means clustering and particle swarm
optimization (PSO) algorithm to deal with network intru-
sions. The key idea behind using PSO is to reach a good
overall convergence and to overcome falling into local min-
ima. Wankhade et al. [30] discussed the development of a
secured information system by applying various data min-
ing techniques on intrusion detection systems for the ef-
fective identification of both known and unknown attacks.
Tao et al. [24] presented one-class classification approach
to detect network intrusions based on SVDD. They used
genetic algorithm to determine the optimal parameter of
the kernel function. Then they analyzed the behavior
of the classifier basing on the selected parameters. Yu
Zhang et al. [36] proposed an optimized method of SVDD
based on particle swarm optimization algorithm (PSO).
Their method adopts PSO to eliminate the superfluous
parameters in SVDD and carries out dimension reduc-
tion to data. GhasemiGol et al. [9]. presented a novel
approach to describe the normal behavior of computer
networks using minimal hyper-ellipse instead of hyper-
sphere used by SVDD. The hyper-ellipse creates tighter
boundary around the positive examples. The boundary
was used to detect new attacks. Zhou et al. [38] pre-
sented an improved intrusion detection method based on
kernel learning. They used Kernel principal component
analysis (KPCA) as preprocessor of the dataset. Then
they applied SVDD on the preprocessed data. Kenaza
et al. [16] introduced an adaptive SVDD-based learning
for false alarm reduction in intrusion detection. In their
work they aimed to take into consideration the dynamic
aspect of a monitored environment, and they proposed
an adaptive SVDD-based learning approach that aims at
continuously enhancing the performances of the SVDD
classifier by refining the training dataset. Yang et al. [32]
proposed a new method for anomaly intrusion detection
based on SVDD. In their work they considered intrusion
detection problem as one-class classification and then they
built SVDD model for normal data. This model was used
to detect known and unknown attacks. Yang et al. [33]
introduced a new framework for adaptive anomaly detec-
tion based on SVDD classifier and change detection al-
gorithm. The proposed framework consists of four main
components: preprocessor, change detector, model gener-
ator and anomaly detector.
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Figure 1: Architecture of the proposed network intrusion detection system

3 The Proposed Network Intru-
sion Detection System

3.1 Architecture of the Proposed NIDS

Figure 1 shows the architecture of the proposed network
intrusion detection system. The proposed NIDS works in
two steps:

• Training: After preprocessing (encoding, normaliza-
tion and feature reduction) a set of network traffic
measurements having M classes describing normal
and attacks behaviors, SSPV-SVDD with Gaussian
kernel will be applied on each class. The result is a
set of M minimal hyperspheres each of which has a
center ak and a radius Rk with k = 1, · · · ,M and
encloses the samples of a specified class.

• Novelty detection: After preprocessing an unknown
network traffic measurement x with the same tech-
nique used in the training step. The decision function
expressed by Equation (5) will be evaluated. The re-
sult is either the class label of x or no one of the
learned classes which signify that x is a new type of
attacks.

3.2 Encoding, Normalization, and Fea-
ture Reduction

Network traffic contains different forms of data (continu-
ous, discrete and symbolic) with significantly varying res-
olution and ranges, in order to handel this dataset with
SSPV-SVDD a preprocessing is required. The latter is
based on 3 steps:

Step 1: Convert symbolic attributes to numeric values.
The conversion is performed using the encoding ta-
bles shown in Tables 1, 2, 3, 4.

Table 1: Encoding of symbols in the 2nd field of NSL-
KDD dataset

Symbol tcp udp icmp
Code 1 2 3

Step 2: Normalize numeric values [37]. The data
attributes are scaled to fall within the interval
[xnewmin, x

new
max] that can be [-1, 1] or [0,1].The scaling is

performed using Equation (1). Likewise, before test-
ing, the same way is applied to scale testing data.
The main advantage is to avoid attribute in greater
numeric ranges dominate those in smaller numeric
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Table 2: Encoding of symbols in the 3rd field of NSL-KDD dataset

Symbol ftp data other private http remote job name netbios ns eco i
code 1 2 3 4 5 6 7 8
Symbol mtp telnet finger domain u supdup uucp path Z39 50 smtp
code 9 10 11 12 13 14 15 16
Symbol csnet ns uucp netbios dgm urp i auth domain ftp bgp
code 17 18 19 20 21 22 23 24
Symbol ldap ecr i gopher vmnet systat http 443 efs whois
code 25 26 27 28 29 30 31 32
Symbol imap4 iso tsap echo klogin link sunrpc login kshell
code 33 34 35 36 37 38 39 40
Symbol sql net time hostnames exec ntp u discard nntp courier
code 41 42 43 44 45 46 47 48
Symbol ctf ssh daytime shell netstat pop 3 nnsp IRC
code 49 50 51 52 53 54 55 56
Symbol pop 2 printer tim i pm dump red i netbios ssn rje X11
code 57 58 59 60 61 62 63 64
Symbol urh i http 8001 aol http 2784 tftp u harvest
code 65 66 67 68 69 70

Table 3: Encoding of symbols in the 4rd field of NSL-KDD dataset

Symbols SF S0 REJ RSTR SH RSTO S1 RSTOS0 S3 S2 OTH
Codes 1 2 3 4 5 6 7 8 9 10 11

Table 4: Encoding of symbols in the 41rd field of NSL-KDD dataset

Class Sampling Rate Length Code
Non-attack 1 Normal 0
DOS 10 Back, land, neptune, pod, smurf,

teardrop, apache2, processtable, worm,
udpstorm, mailbomb

1

Probe 6 Ipsweep, portsweep, nmap, satan,
saint, mscan

2

R2L 16 Warezclient, guess passwd, ftp write,
multihop, imap, warezmaster, phf, spy,
snmpgetattack, httptunnel, snmpguess,
named, sendmail, xlock, xsnoop

3

U2R 7 Rootkit, buffer overflow, loadmodule,
perl, ps, xterm, sqlattack

4



International Journal of Network Security, Vol.20, No.1, PP.25-34, Jan. 2018 (DOI: 10.6633/IJNS.201801.20(1).04) 29

ranges.

xnew = xnewmin +
xnewmax − xnewmin

xoldmax − xoldmin

(xold − xoldmin). (1)

With xoldmax and xoldmin are respectively the maximum
and the minimum values of the attribute that x be-
longs to, xold is the value before normalization and
xnew is the value after normalization that will belong
to the interval [xnewmin, x

new
max].

Step 3: Extract relevant features using information gain
measure that can be expressed as follows: Let S be
a set of M classes that contains s labeled training
points where each class I includes si samples. Ex-
pected information needed to classify a given sample
is evaluated using the following equation:

I(s1, s2, ..., sM ) = −
M∑
i=1

si
s
log2(

si
s

).

An attribute A with values {A1, A2, .., Av} can split
the training set S into v subsets {S1, S2, .., Sv} where
Sj is the subset which has the value Aj for attribute
A and contains sij points of class i. The entropy of
the attribute A can be expressed as:

E(A) =

v∑
j=1

s1j + ...+ sMj

s
I(s1j , s2j , ..., sMj). (2)

Information gain for A is given by the equation:

Gain(A) = I(s1, s2, , sM )− E(A). (3)

3.3 Application of SSPV-SVDD to De-
tect Network Intrusion

Support Vector Domain Description is a relatively new
classification method inspired by Support Vector Machine
(SVMs). SVDD was originally developed by Tax and
Duin [26, 27] and then improved by many researchers.
This classifier aims to enclose the data of interest through
the smallest hypersphere where its boundary serves to
classify new unknown samples. Due to its high generaliza-
tion capability, SVDD have been applied successfully to
a wide range of problems, such as: Biometric authentica-
tion [10], novelty detection [7, 31], fault diagnosis [6, 34],
credit ratings [8, 22], disease diagnosis [5, 15], digital in-
vestigations and computer security [4, 19], financial fraud
detection [2, 14], etc. SVDD inherits many of the advan-
tages of SVMs, including SVDD has a solid mathemat-
ical foundation based on the statistical learning theory.
Also, it benefits from kernel functions that maps a lin-
early inseparable data points represented in the original
space into a high dimensional feature space in which they
become separable. In addition, training a given dataset
with SVDD implies solving a constrained quadratic prob-
lem (QP) with a single minimum which avoids the risk

of becoming trapped by local minimum solutions. More-
over, the classification of a new unknown sample requires
checking the sign of a decision function basing only on a
small subset of the training data known as support vectors
(SVs) which reduces the time required to classify new un-
known instances. Furthermore, training SVDD requires
setting a small number of parameters which limits the
intervention of users.

The proposed NIDS is designed with an improved ver-
sion of SVDD called SSPV-SVDD [3]. The latter aims to
improve SVDD by introducing a new regularization pa-
rameter that offers the following advantages: 1) It allows
user to customize the hyperspherical boundary between
different classes; 2) It plays a compromise between the
acceptance of negative data and the rejection of target
data; 3) It allows to distinguish between the set of sam-
ples existing on the boundaries.

SSPV-SVDD considers a dataset S = {(x1, y1),
(x2, y2), · · · , (xN , yN )} with i = 1, · · · , N and xi ∈ Rd.
The label yi equals +1 for the target samples, and −1 for
the negative ones. The objective of SSPV-SVDD is to find
the smallest hypersphere, with a center a and a radius R
that includes the maximum number of target samples and
excludes the majority of negative ones following the value
of a regularization parameter called p. This problem is
formulated as follows:

Minimize:

R2 + C

N∑
i=1

εi

Subject to:

‖xi − a‖2 ≤ R2 − p.yi + εi,∀i = 1, .., N,

with yi = +1

‖xi − a‖2 ≥ R2 − p.yi − εi,∀i = 1, .., N,

with yi = −1.

Where ‖.‖ is the Euclidean norm. p is a strictly positive
real number. εi are slack variables that measure the vio-
lation amount of the constraints. To allow the presence of
outliers a positive parameter C was introduced, the latter
gives the tradeoff between the volume of the sphere and
the rejection of target samples.

It’s an optimization problem with constraints that may
be solved by Lagrange’s method. The primal problem of
SSPV-SVDD can be written as follows:

L(R, ε, a) = R2 + C

N∑
i=1

εi −
N∑
i=1

εiyi

−
N∑
i=1

αiyi(R
2 − ‖xi − a‖2 − pyi).

Where αi and µi are Lagrange multipliers, Annulling the
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partial derivatives of L with respect to R, a, εi yields:

∂L

∂R
= 0 ⇒

N∑
i=1

αiyi = 1.

∂L

∂a
= 0 ⇒ a =

N∑
i=1

αixiyi

∂L

∂εi
= 0 ⇒ αi = C − µi.

The dual optimization problem can be written as:

Maximize:

L(α) = −
N∑
i=1

N∑
j=1

αiαjyiyjxixj +

N∑
i=1

αi(yixixi + p)

Subject to:

0 ≤ αi ≤ C and
N∑
i=1

αiyi = 1. (4)

In multi-classes case, each class k = 1, ..,M is represented
with a small sphere (ak, Rk). To classify a new unknown
sample z we have simply to evaluate the decision function
given bellow:

class of z = argmaxk=1,...,M (1−

√
‖z − ak‖2

R2
k

)

with ‖z − ak‖ ≤ Rk.

The radius Rk that corresponds to the kth class (minimal
sphere), can be expressed as follows:

R2
k = ‖xs − ak‖2 + ysp. (5)

Where xs is a training point that belongs to the set of
Support Vectors of the kth class having 0 < αs < C.

4 Experimental Setup and Perfor-
mance Evaluation

4.1 Description of KDD CUP 99 Dataset

In order to evaluate the performance of our new intrusion
detection system, we propose to perform several experi-
ments basing on KDD99 database. The latter is a ver-
sion of the 1998 DARPA intrusion detection evaluation
data set prepared and managed by MIT Lincoln Labs [12].
KDD99, widely used by NIDS researchers, includes a wide
variety of intrusions simulated in a network environment.
In this dataset, each record is composed by 41 fields and
categorized into one of 5 classes that are normal and 4
types of attacks: DoS (denial of service), R2L (root to
local), U2R (user to root) and Probing (surveillance).

As the number of records in the original KDD99 is
very large and contains redundant data, we propose to
work with the new filtered version of the original. This
new dataset, called NSL-KDD, was created by Tavallaee

et al. [25] after a statistical analysis of KDD99. NSL-
KDD has the following major advantages over the origi-
nal KDD99 [11]. It eliminates redundant records to which
the classifier will be biased towards during the training.
and it contains a reasonable number of records. There-
fore, experiments can be achieved using the whole dataset
without the need to randomly select a reduced subset.

Similar to KDD-99, NSL-KDD has the same number of
attributes with a reduced number of samples. For KDD99
the training dataset contains 494021 records, and the test-
ing dataset consists of 311029 records while NSL-KDD
contains 125973 patterns for training and 22544 patterns
for testing.

Figure 2 shows a random record taken from NSL-KDD.
It can be seen that each attribute can take one of the
following forms: continuous, discrete, or symbolic. The
before last attribute in each record describes the class
label that can take 40 values normal and 39 attacks that
can be classified in 4 main intrusions DoS, R2L, U2R and
Probing.

Figure 2: Random record taken from NSL-KDD dataset

4.2 Experimental Results

The intrusion dataset NSL-KDD is divided on two sub-
sets training and testing. In the experiment the classifier
SSPV-SVDD will be trained by the first subset, and then
tested by the second. The parameter C is fixed at 100 and
the kernel is Gaussian with σ ∈ {0.15, 0.30, ..., 1.5}. Gaus-
sian kernel was chosen because of its wide uses in pattern
recognition problems and its good generalization capa-
bility. Since we are using the whole NSL-KDD dataset
having 125973 records the traditional QP solvers can ’t
be applied directly because they need to store Gram ma-
trix of size N×N (125973×125973). To deal with this
problem we propose to solve the QP of SSPV-SVDD
with the algorithm called Sequential Minimal Optimiza-
tion (SMO) [23], SMO is an iterative algorithm that de-
composes the Quadratic Problem given by Equation (4)
to the extreme in such a way that the working set only has
two samples and their optimal Lagrange multipliers can
be solved analytically. The recognition rates are calcu-
lated for the training and testing sets using the following
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Figure 3: Classification accuracy of NSL-KDD using SSPV-SVDD with 41 attributes

equations:

%(Normal) =
#of normal records well classified

Total number of records
×100

%(DoS) =
#of attacks DOS well classified

Total number of records
×100

%(R2L) =
#of attacks R2L well classified

Total number of records
×100

%(U2R) =
#of attacks U2R well classified

Total number of records
×100

%(Probing) =
#of attacks Probing well classified

Total number of records
×100

Global recognition rate = %(Normal) + %(DoS)

+%(R2L) + %(U2R)

+%(Probing).

Figure 3 shows the classification accuracy of NSL-KDD
dataset using the entire 41 attributes. The figure is di-
vided into two parts: The left side shows the global recog-
nition rate of the training dataset with different values of
σ. It can be seen that the recognition rate grows with σ
until a maximum value that reaches 98%. This signifies
that relatively 123454 training instances out of 125973 are
well enclosed by the minimal five hyperspheres. The right
side illustrates the generalization capability of our NIDS.
It can be observed that the recognition rate increases with
the kernel width until a maximum of 72.5% which means
that 16344 of records out of 22544 are well classified. To
increase further the recognition rate next experiment will
be performed with the most significant attributes instead
of the all ones.

Figure 4 shows the 41 attributes of NSL-KDD dataset
sorted in descending order of their information gain mea-
surement, the latter is evaluated using Equations (2)

and (3). The main objective of this experiment is to re-
duce the number of NSL-KDD attributes by selecting the
most relevant ones. This will decrease the space and time
complexities required to solve the QP of SSPV-SVDD ex-
pressed by Equation (4) and could obtain a tight descrip-
tion of NSL-KDD dataset. By analyzing the histogram,
we observe that the IG differs from an attribute to another
and the last IGs are practically nulls. We will choose to
eliminate the attributes with IG<0.001.

Figure 5 shows the classification accuracy of NSL-KDD
dataset using the attributes having IG≥0.001. Also, the
figure is divided into two parts: The left side describes
the recognition rate of the training dataset. It can be
seen that the recognition rate is better than the previous
experiment and it reaches 99%. The right side represents
the novelty detection capability of our NIDS. It can be
observed that the recognition rate grows with σ until a
maximum value which outperforms the previous experi-
ment and reaches a maximum of 77.5%. This means that
the selection of the most significant attributes of NSL-
KDD using information gain metric was performed suc-
cessfully and have improved the classification accuracy of
our NIDS.

5 Conclusions

In this paper, we have presented a new network intru-
sion detection system based on anomaly detection ap-
proach. The proposed system includes: Data transforma-
tion where symbolic attributes of network traffics are con-
verted to numeric, normalization operation where the nu-
merical attributes are scaled in a small specified range, rel-
evant attributes selection where information gain method
was applied as a measure to estimate the quality of the
attributes, and finally a novelty detection model based
on SSPV-SVDD as classifier and SMO as solver to decide
whether a network traffic is an attack or normal.In con-
trast to numerous IDSs researchers who use just a small
random subset of NSL-KDD in the experimental evalu-
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Figure 4: The 41 attributes of NSL-KDD shorted in descending order of IG

Figure 5: Classification accuracy of NSL-KDD using SSPV-SVDD with the attributes having IG≥ 0.001

ation which gives good but inexact results, in this work
we have tested our IDS with the whole NSL-KDD which
contains 125973 of samples for training and 22544 sam-
ples for testing. The experimental results have shown
that with the most significant attributes of NSL-KDD,
the proposed IDS can learn 124713 network traffics and
can classify successfully 17471 of unknown network be-
haviors which gives 77.5% of novelty detection rate. This
proves that the proposed NIDS is efficient and accurate
in detecting different kinds of attacks..
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