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Abstract

The current era is known as the age of digital informa-
tion and general medium of access to this information is
computer networks. The uses of network technology also
make information insecure. Intrusion Detection System
(IDS) has been proven effective against such attacks. The
anomaly-based detection method is good to detect new at-
tacks. One of the foremost shortcomings in the anomaly-
based detection is the irrelevant and redundant features
to the classification algorithm that results in low detec-
tion rate. Therefore, the primary objective of the feature
selection process is to enhance the classification accuracy
by removing redundant and irrelevant features. In this re-
search a new feature selection algorithm called, Dynamic
Ant Colony System with Three Level Update Feature Se-
lection, has been proposed. The proposed method uses
a different level of pheromones that help ants to find the
robust features. The method also utilizes the information
of each individual ant during feature selection process and
incorporates the accuracy of the classification algorithms.
Results showed that proposed feature selection algorithm
outperformed compared to the previous feature selection
algorithms.

Keywords: Ant Colony Optimization; Feature Selection;
Intrusion Detection System

1 Introduction

Network security is becoming a crucial and elementary
task for the organizations. Due to which many tools are
being developed to overcome the threats to the security
of the network and system. Intrusion detection system is
one of the measure taken for the detection of the intru-
sion [50]. It mainly detects for the compromising of ei-
ther data confidentiality, integrity, or availability. Based
on the location of the intrusion detection system imple-
mentation, it is categorized into two types [20]; network
based intrusion detection system and host based intrusion

detection system. Network based intrusion detection sys-
tem detects intrusion in the network segment, whereas
host based intrusion detection detects intrusion in the
host system. Despite the division of the intrusion detec-
tion system according to their implementation, intrusion
detection system is further categorized according to the
implementation of the detection method [54]. There are
two types of intrusion detection method namely; signa-
ture based and anomaly based. Signature based detec-
tion method uses the stored signatures of the attacks for
the detection of the intrusion. Due to the utilization of
the stored signature of the attacks, this method has high
true positive rate. This method, however, cannot detect
zero day attack as no signature exist for zero day attack.
On the other hand, anomaly based detection method can
detect novel attacks as it works by taking the behavior of
the network into consideration. Network anomaly detec-
tion method makes a baseline for the normal activity, any
activity that deviates from that baseline is considered as a
possible intrusion [38]. Anomaly based detection method,
however, has a high false positive rate as it is difficult to
map the normal behavior of the network. Introduction
of new attacks in network changes the behavior of the
network while the normal data behavior remains same.
Anomaly detection is therefore, depends on the behavior
of both normal data and anomalous data. Learning the
boundary between normal behavior and anomalous be-
havior of the network is therefore required. In regard to
separate the normal and anomalous behavior, many tech-
niques including supervised classification algorithms are
adapted for this purpose [14, 24]. These classification al-
gorithms, however, highly depends on the input features
of the data. Redundant, irrelevant, and noisy features
make it difficult for the classification algorithm to build a
detection model with high accuracy rate. Feature selec-
tion approach is therefore used, which selects the features
that contribute more information about the class while
not compromising the accuracy of the classification algo-
rithm.

In network intrusion detection, features are extracted
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from protocols header at different layers of network ar-
chitecture and contents of data packets. Due to this rea-
son noise in channels propagate to extracted features, this
leads to false intrusion alarm. These noisy features should
be removed using feature selection. In this work we used
Ant colony optimization (ACO) for feature selection of the
network data. ACO has optimal solution, because ACO
can search in the feature space up to meeting an optimal
solution. ACO has the historical linkage to previous itera-
tions. Results of next iteration is based on the amount of
pheromone, which is left in previous iterations. Every ant
aimed to get the best local optimal solution and among
those solution global optimal solution is found. The opti-
mal feature set was then validated using Support Vector
Machine (SVM) for classification of normal and intrusive
activities in network.

The paper is organized as follows, Section 2 gives the
brief literature review of the feature selection method for
intrusion detection. Section 3 discusses the proposed fea-
ture selection algorithm and Section 4 discusses the re-
sults. The work is concluded in Section 5. .

2 Previous Work

Lin et al. [27] Used Simulated Annealing (SA) with Sup-
port Vector Machine (SVM) and Decision Tree (DT) to-
gether for feature selection and anomaly detection. Opti-
mal feature set was selected using simulated annealing
whereas Decision Tree was used to get rules from the
dataset. SVM was used for classification of the data. Sim-
ulated annealing was also used to adjust automatically
the parameter setting for SVM and DT. George [17] used
Principle Component Analysis (PCA) along with SVM for
intrusion detection. PCA was used for dimension reduc-
tion (feature selection) while SVM used for classification.
Evaluation, based on the SVM with PCA approach, gave
less misclassification compared to SVM method. Ganap-
athy et al. [16] along with survey of the different feature
selection and classification algorithm, proposed new fea-
ture selection algorithm. This feature selection algorithm
combined information gain ratio of the feature and rule
based approach. Liu et al. [29] has used principle com-
ponent analysis for feature selection along with neural
networks for classification purpose. Features with high-
est eigenvalues were selected in the proposed approach.
The mentioned approach, however, may leave the impor-
tant features for inclusion. Solely relying on the high
value of eigenvalues might not be enough for feature se-
lection [4]. Baig et al. [5] proposed two-phase technique
for the classification of KDD99 dataset into normal and
anomalous class. This approach used three feature rank-
ing techniques, gain ratio, information gain, and global
method for data handling (GMDH) for feature selection.

Ghali [18] used the rough set theory along with the ar-
tificial neural network. The aim was to reduce the dataset
for intrusion detection which resulted in less consumption
of computer resources. RSNNA (Rough Set Neural Net-

work Algorithm) was used for feature reduction, which
found dependencies among the features while feed for-
ward neural network was used for the classification of the
data. Sheikhan et al. [45] proposed a method that used
fuzzy association rule for the generation of feature sub-
sets. While fuzzy logic with ARTMAP (adaptive reso-
nance theory neural networks) was used for the valida-
tion of the feature subset using classification. Kannan
et al. [23] proposed feature selection method based on
genetic algorithm. The purpose of the study was to re-
move unimportant features thus reducing training time
of the classification or clustering. In addition to that
Fuzzy based SVM was used for the validation of the fea-
ture subset. The proposed genetic algorithm was based
on weighted sum, increasing global search capability re-
sulted in better attribute collaboration. Rufai et al. [42]
combined membrane computing (MC) and bee algorithm
(BA) for their work. Motivated by membrane structure
and operations of living cells MC, gives the solution for
BA to find the best feature subset. Thus, it improved BA
for feature selection. BA was run on different membranes
in the main membrane to get the initial solution. Zainal
et al. [53] used a 2-tier approach, which included rough
set and particle swarm optimization (PSO), Rough-PSO.
SVM was used for classification while fitness function was
used to find out the fitness of the proposed feature subset.

3 Dynamic Ant Colony System
with Three Level Update Fea-
ture Selection (DACS3-FS)

Nature inspired science for solving many hard problems
that are existed for humans. Researchers, therefore, mim-
ics their properties to solve real world problems. One
of them is following the foraging behavior of ants. Real
ants have the property to solve very complex problems
by utilizing information of each ant. Ants use a chemical
substance called, pheromone, for indirect communication
with each other. Pheromone is laid by ant on the way
back from food to nest and vice versa. It works as a guid-
ance to other ants. High pheromone intensity attracts
more ants. Intensity of pheromone depicts the impor-
tance of the path. Using this property ants are able to
select shortest path from nest to food source.

ACO was first used to solve Traveling Salesman Prob-
lem, which is a NP-complete problem [35]. Ant system is
one of the variation of ant colony optimization technique.
ACO is used for many optimization problems due to its
high optimal solution for optimization problems [47]. Ant
colony optimization (ACO) has less complexity in terms
of time and memory requirement. ACO uses heuristic in-
formation and pheromone value to compute next move.
During traversing an edge ant updates the pheromone
value on the edges. Pheromone update also called global
pheromone update for ant system. Ant system is one of
the variation of ant colony optimization technique which
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includes the pheromone update level after completion of
the tour by all ants. This method was improved by in-
troducing another level of pheromone update called; local
pheromone update in ant colony system (ACS) [10].

Yi and Gong [25] introduced improved version of ACS
called, Dynamic Ant Colony system (DACS). Improved
version of ACS avoid the growth of pheromone level too
high by introducing the dynamic decay parameter (1 -
ρ[τ(r,s)]). The dynamic decay parameter is applied at
both level of pheromone updates such as local pheromone
updating rule and global pheromone updating rule. Helmi
et al. [39], improved the DACS algorithm by introduc-
ing updating of pheromone at three level; local level, in-
termediate level, and at global level. Local pheromone
is updated when all ants start their tour. Intermedi-
ate pheromone updating is done by retrieving the best
knowledge of the best individual ants of the group after
completing a tour and then it is divided into best of the
group and worst of all groups. This is followed by the
global pheromone update in which the ant that having
best tour is being considered and is divided into worst of
the global best and best of the global best. This method
provides better searching guidance in the effort to search
for better solution.

In this research, the proposed work of Helmi et al. [39],
is modified to adapt for the feature selection. Block di-
agram of the DACS3-FS algorithm is given in Figure 1.
The purpose of declaring different pheromone update lev-
els are to take the advantage of the pheromone intensity
since the small increment in the pheromone values will
not guarantee that ACO will give optimal solution [33].
Also by increasing amount of pheromone too high causes
to converge the solution too early.

3.1 Features Representation

Suitable representation of the problem domain for ant
colony optimization implementation is important. Some
of the previous work used graphical representation for fea-
ture selection [40, 44], while some researchers used other
methods like represented features in a binary form i.e. 1
and 0 [2, 46]. In this study, completely connected graph
representation is used, Figure 2. Dark doted lines in the
figure depicts, how features are selected by the best ant in
feature selection process. Thus each ant have chance to
select any node based on pheromone and heuristic value.
Features are represented by a node and are connected
with each other by edges. Pheromone and heuristic val-
ues are related with the features thus not laid on the arcs.
Number of ants used were equal to total number of the
features. Using too many ants would lead to quick con-
vergence which may result to bad solution while few ants
would not be able to utilize the cooperation of synergistic
effect due to pheromone decay process [7].

Figure 1: Flow chart of DACS3-FS

Figure 2: Graphical representation of features
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3.2 Heuristic Function

Heuristic information plays a vital role to generate high
quality results [37]. It describes priori desirability of the
move. It has great influence on the performance of the
ant colony optimization algorithms [28]. Artificial ants
can lead to bad result and can reinforce it in each tour as
initial random pheromones do not lead them. To avoid
such deadlock heuristic information helps to recover from
that deadlock [37]. Heuristic information related to the
feature must be used [1]. It helps for positive construc-
tive step thus helps to improve the performance of the
ants [9]. There are two type of heuristic information [30]
i.e. static heuristic and dynamic heuristic. Static heuris-
tic is calculate and initialized at the start of the algorithm
run and remains same throughout whole algorithms run
like distance between cities in TSP. The advantage of the
static heuristic is that it is calculated once and easy to
compute [11]. Dynamic heuristic is calculated at every
step as it depends on partial computed solution. Dynamic
heuristic is, therefore, computationally expensive. In the
proposed work we have used correlation as heuristic in-
formation. So the static heuristic is used in this work.
Correlation of each feature respective to class is used and
the values are constant thoughout whole algorithms run.
So the ants can get some extra information for construct-
ing solution. The importance of the heuristic is controlled
by β.

3.3 Transition Probability

Like real ants artificial ants must evaluate the intensity of
pheromone to do decision for next move [41]. In real ants
the greater the amount of pheromone more the probability
that ants will select that path. In computation problem
completely relying on pheromone value for the path de-
cision can lead to false result [36]. But in graph problem
artificial ants decide the next move based on the proba-
bilistic choice from a set of allowed nodes. This proba-
bilistic choice depends on two parameters i.e. heuristic
value and pheromone value [34]. Heuristic value is re-
garded as the visibility of the path in future perspective
while pheromone value is regarded as common memory in
past perspective of the path. Both values together con-
trols the movement of the ant for solution constructions.
In the proposed methodology we used correlation values
of the features as a heuristic value and number of times
features visited as initial pheromone value. Correlation
values of the features to the classes will help move proba-
bility function to consider the importance of the feature to
the prediction of the classes. In feature selection problem,
the heuristic value should involve some kind of evaluation
function for movement of feature to feature [21]. This
will avoid ant to select bad feature each time by consider-
ing heuristic value since it is the priori desirability of the
move. In the proposed method, initial pheromone value
(τo )is set to 1 so no feature get biased pheromone at the
start of the algorithm run. Thus allowing ant to select

next feature unbiased regarding its pheromone value at
start. Only feature will be selected once by a single ant
while a single feature can be visited by many ants. Move
probability for the proposed DACS3-FS is given as;

Pij = max[
(
τj
)α ∗ ( ηj )β ] (1)

Where τj represents pheromone value of the next fea-
ture while heuristic information of the next feature is rep-
resented by, ηj . Parameters α and β controls the trade-off
between pheromone and heuristic information. The val-
ues of these parameters, therefore, influences the result
of probability function. The trade-off between intensifi-
cation and diversification is influenced by modifying the
values of parameters [48]. Moreover, as static heuristic
approach has been used in the proposed method, there-
fore, it will effect random probability function at the start
of the construction. Selecting a single feature in each iter-
ation, for feature subset construction, requires more com-
puting cycles. Moreover, single feature by itself does not
much help to find the class of the data, therefore, group
of features are selected in this step.

3.4 Pheromone Value

Artificial pheromone is the cumulated numerical informa-
tion associated with the edges that is laid by different ants
during solution construction [12]. This pheromone infor-
mation imitate the search experience of ants by chang-
ing the pheromone value by visiting edges each time.
Pheromone information helps ant to probabilistically de-
cide the next edge move. High intensity pheromone at-
tracts more ants [8]. Pheromone evaporated with time
that helps to diversify the search which improves the
chances of other nodes to be explored by ants. Pheromone
ants change this information each time they visit the
edge to imitate and store their memory in the form of
pheromone. This pheromone information is changed by
different ants while traversing. Pheromone value, how-
ever, should be evaporated with some degree to diversify
the traversing of the ants. At the end, each feature con-
sists of the pheromone that has been laid by ants while
traversing that feature. Feature which is visited by many
ants will have high amount of pheromone.

3.4.1 Local Pheromone Update

Local search is the basic start of the ant colony optimiza-
tion algorithm. Each arc in ant colony optimization get
initialized by equally non-negative small value [51, 13].
An arc in ACO get local pheromone update with each iter-
ation. Pheromones values get dwindle with each iteration.
In ant colony system local pheromone is used to make
visited edges less desirable and thus increase chance to
explore the edges that are not visited yet [32, 19]. While
in ant system we deposit the pheromone after decaying
pheromone with some constant factor [49]. In this work
local pheromone update, using Equation (2), is used while
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ant traverse the feature.

τ(r, s)← (1− ρ).τ(r, s) + ρ.∆τo (2)

Where

∆τo =

{
1
Fn

if Fn εfeatures visited by n ants

0 Otherwise

ρ is a pheromone decay parameter and 0<ρ<1. Too
much pheromone produced by the local pheromone up-
date causes the local optimization solution in which it
ignores the optimization solution [22]. To avoid local op-
timization solution problem the ∆τo is controlled by the
number of times the specific feature is used.

3.4.2 Intermediate Pheromone Update

In the proposed method we have used intermedi-
ate pheromone update which helps to reinforce the
pheromone value. Available knowledge of each member
of the ant′s group is used for intermediate pheromone up-
date. Each ant′s subset was evaluated using naive bayes
classifier. Recalling that feature subset selected by ant
was evaluated using naive bayes classifier. Feature subset
that produced high accuracy for naive bayes classifier was
allowed to deposit pheromone using Equation (3). This
step is important because it encourages ants to produce
best feature subset for global pheromone update level.

τ(r, s)← ((1− ρ.τ(r, s)).τ(r, s)) + ρ.∆τo (3)

Where

∆τo =


1

accuracy ifτ(r, s)εLocal Group Best Tour

− 1
accuracy ifτ(r, s)εLocal Group Worst Tour

0 Otherwise

3.4.3 Global Pheromone Update

The accuracy from one classification algorithm is not
enough. This is because one classification algorithm does
not necessarily be able to find the correct relationship
between the feature and class label. As pheromone up-
date rule does not necessarily produce best solution [33].
Similarly, subset that produced good accuracy in inter-
mediate pheromone update level is not necessary be able
to produce good accuracy result for other classification al-
gorithms. Another level of pheromone deposit, therefore,
helps towards finding of best solution. Global pheromone
also help to tackle the local optima problem. In the pro-
posed ACO algorithm, accuracy of Support Vector Ma-
chine (SVM) was used for the global pheromone update.
Refer to the intermediate pheromone update level, only a
single ant is able to deposit the pheromone which is se-
lected feature set produced high accuracy for SVM. Best
of the best i.e. the subset which was able to produce high
accuracy for both classification algorithm can deposit the
global pheromone using Equation (4).

τ(r, s)← ((1− ρ.τ(r, s)).τ(r, s)) + ρ.∆τo (4)

Where

∆τo =


1

accuracy ifτ(r, s)εGlobal Group Best Tour

− 1
accuracy ifτ(r, s)εGlobal Group Worst Tour

0 Otherwise

3.4.4 Stopping Criteria

ACO runs several times until some stopping criteria met.
Stopping criteria can be number of time algorithms run,
number of subsets evaluation, maximum number of iter-
ations, or for specific number of time the best solution is
not changed and so on [31]. In this work maximum num-
ber of iterations were used as stopping criteria. Apart
from that if any ant is unable to improve accuracy in
three runs than this ant is destroy. This is necessary to
avoid trap into local optima.

4 Results and Discussions

KDD99 dataset is the benchmark dataset used for the
evaluation of anomaly detection methods in network in-
trusions [43]. Many research groups validated their
detection model using KDD99 dataset [3, 6, 26, 52].
The dataset came from DARPA98 IDS evaluation pro-
gram [15]. Training data is collected from seven weeks
of data in which few weeks data are attack free while
other weeks of data consist of attacks. Despite of it, two
weeks of data resulted testing dataset which consist of
attack data and normal data. Kdd99 has huge records
thaś why its subset is widely used and is called kdd-
cup.data 10 percent (kdd99 10%). 22 attacks are in the
training set, 16 additional attacks are in the testing set.
The training set contains 494020 instances while 311029
instances are for testing dataset. KDD99 contains four
attack classes, User-to-Root (U2R), Probe, Denial of Ser-
vice (DoS), Root-to-Local (R2L), and one legitimate data
class called, Normal.

The experiments were carried out on system with core
i7 and running windows 10 with 16GB of RAM. Mat-
lab and weka tools were used for the experiment. More-
over, KDD99 dataset contains redundant data which were
removed in this experiment. Support Vector Machine
(SVM) was used for the validation of the feature subset
selected using DACS3-FS. SVM was used for both binary
and multiclass classification. Results of the feature sub-
sets are empirically compared with the benchmark results.

The features that have been used in previous studies
are shown in Table 1. As discussed earlier KDD99 dataset
has 41 features thus we also used the result of the KDD99
full feature set for comparison purpose. This is due to
the purpose of the study to increase true positive rate
(TPR), when the data is correctly classified in its own
class, and precision, the portion of the true positive over
all the positive instances the detection method has de-
tected as anomalous, and accuracy meanwhile minimiz-
ing false positive rate (FPR), when data of some other
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class is incorrectly accepted, as low as possible. The F-
measure is the harmonic mean of precision and recall. A
good classifier is expected to obtain F-measure as high as
possible. These features were validated for both binary
and multiclass classification.

Table 1: Features selected using different feature selection
methods

FS Method Given Features Authors

Information
Gain

2,5,8,10,14,15,19,
26,27,30,31,32,33,
34,35,36,37,38,40

Ganapathy et al[16]

Rough Set 5,6,23,24,32, 33,36 Ghali [18]

Genetic
Algorithm

2,3,4,5,6,10,12,23,
25,29,30,35,
36, 37,38,40

Kannan et al.[23]

Membrane
Computing

2,3,8,13,20,24,32,
37,37,39,40

Rufai et al.[42]

KDD99 41 —
DACS3-FS 2,3,5,6,23, 33 —

4.1 Binary Classification

These features were validated for both binary and multi-
class classification. As discussed in earlier section, KDD99
dataset has one legitimate class called, Normal, and four
attack classes, DoS, R2L, PROBE, and U2R. For binary
classification, these four attack classes were combined into
a single class i.e. Attack class.

Table 2 gives the comparison of the different feature
selection method. As shown in table, feature set selected
using DACS3-FS algorithm had out performed resulted
accuracy 98.7087% while full feature set resulted accu-
racy of 98.5172%. Moreover, Table 3 gives the detail
comparison for normal class result, it can be seen that
DACS3-FS based feature set had performed well for bi-
nary classification. It had though TPR 99.1% slightly less
than the TPR 99.2% of rough set based feature set but
FPR for DACS3-FS was less compared to other feature
sets results. Result of attack class for different feature set
approach is given in Table 4. Rough set based feature
set had FPR and precision slightly better than DACS3-
FS based feature set but the classification algorithm was
unable to classify attack class data.

Table 2: Binary accuracy comparison

FeatureAlgorithms Features Accuracy%
IG 19 97.6348
Rough Set 7 98.0191
MC 10 95.9747
GA 17 98.3645
KDD99 41 98.5172
DACS3-FS 6 98.7087

Table 3: Normal class result comparison

TPR FPR Precision F-
Algorithm % % % measure
Information 98.9 4.3 97.2 0.981

Gain
Rough Set 99.2 3.8 97.6 0.984
Membrane 99.1 8.9 94.5 0.968
Computing

Genetic 99.1 2.7 98.3 0.987
Algorithm

DACS3-FS 99.1 1.9 98.8 0.989

Table 4: Attack class result comparison

TPR FPR Precision F-
Algorithm % % % measure
Information 95.7 1.1 98.3 0.969

Gain
Rough Set 96.2 0.8 98.7 0.974
Membrane 91.1 0.9 98.5 0.947
Computing

Genetic 97.3 0.9 98.5 0.979
Algorithm

DACS3-FS 98.1 0.9 98.6 0.984

4.2 Multiclass Classification

In the previous section, we used binary SVM for the bi-
nary classification of KDD99 dataset, in which we com-
bined all attack classes into a single attack class. In this
section, result for multiclass classification is given. SVM
was used for multiclass, although it is a binary classifier
but it can be used for multiclass using cascading different
binary SVM.

For normal class result is given in the Table 5. DACS3-
FS based feature set resulted low FPR and high precision
compared to other feature sets. For DoS attack class dif-
ferent feature sets result is given in Table 6. It can be seen
the genetic algorithm based feature set had better result
compared to DACS3-FS based feature set and informa-
tion gain based feature set. TPR for these three feature
set were same.

DACS3-FS based feature set performed well for R2L
class as given in Table 7. It had high TPR 80% and FPR
0%. Rough set based feature set had high precision and
low FPR but had low TPR 60.6% for Probe class as given
in Table 8. U2R class result using different feature sets is
given in Table 9. It can be rough set and DACS3-FS and
rough set based feature sets had same TPR 52.2% and
FPR 0.0% but DACS3-FS based feature set resulted high
precision. Accuracy for different feature selection algo-
rithm is given in Table 10, for different classes. It can be
seen that DACS3-FS resulted high accuracy of 98.7359%
while full feature set resulted accuracy of 98.6013%.
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Table 5: Normal class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 99.5 5.1 96.8 0.981
Rough Set 99.4 3.3 97.9 0.987
Membrane Computing 99.4 8.5 94.7 0.970
Genetic Algorithm 99.7 3.2 98.0 0.988
DACS3-FS 99.5 1.5 99.1 0.993

Table 6: DoS class result comparison

Algorithm TPR% FPR% Precision% F-measure
Information Gain 99.4 0.6 99.0 0.992
Rough Set 99.6 1.0 98.2 0.989
Membrane Computing 96.6 2.6 95.3 0.959
Genetic Algorithm 99.6 0.4 99.2 0.994
DACS3-FS 99.6 0.7 98.7 0.992

Table 7: R2L class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 17.9 0.0 98.7 0.303
Rough Set 55.7 0.1 91.7 0.693
Membrane Computing 1.5 0.1 15.0 0.028
Genetic Algorithm 68.4 0.0 95.8 0.798
DACS3-FS 80.9 0.0 97.0 0.882

Table 8: PROBE class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 81.1 0.2 91.9 0.861
Rough Set 60.6 0.1 92.2 0.731
Membrane Computing 15.4 0.1 84.1 0.260
Genetic Algorithm 71.6 0.2 90.5 0.800
DACS3-FS 80.8 0.2 90.4 0.853

Table 9: U2R class result comparison

Algorithm TPR % FPR % Precision % F-measure
Information Gain 0.0 0.0 0.0 0.000
Rough Set 52.2 0.0 80.7 0.634
Membrane Computing 0.0 0.0 0.0 0.000
Genetic Algorithm 3.8 0.0 57.1 0.072
DACS3-FS 52.2 0.0 90.1 0.661

Table 10: Multiclass accuracy comparison

Feature Algorithms Features Accuracy%
IG 19 97.4769
Rough Set 7 97.834
MC 10 94.7481
GA 17 98.2571
DACS3-FS 6 98.7359

5 Conclusion

The performance of the classification algorithms is highly
depends on input features of the data. Poor selection
of features can affect classification accuracy badly which
leads toward high rates of false negatives and false pos-
itives. This problem can be handled effectively by us-
ing optimized selected features. Many feature selection
methods are unable to identify the complex relationship
between the features which in result unable to produce the
useful features. Some ranking feature selection methods
tried to find all the features relevant to class attribute
but failed to identify the redundant features. In this
study novel feature selection algorithm called, Dynamic
Ant Colony System with Three Level Update Feature Se-
lection, a variant of ant colony optimization was proposed.
The proposed algorithm is a wrapper based feature se-
lection approach using two machine learning algorithm
for the evaluation of the feature set during feature selec-
tion process. The proposed feature selection algorithm
resulted in an optimal feature set that produced efficient
detection model in terms of accuracy compared to the
previous feature selection algorithms.
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