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Abstract

High dimension, redundancy attributes and high comput-
ing cost issues usually exist in the industrial Internet in-
trusion detection field. For solving these problems, the
mutual information-based intrusion detection model for
industrial Internet was proposed. Firstly, by using fea-
tures selection method based on mutual information, the
attributes set was reduced and traffic characteristics vec-
tor was established. Secondly, the normal and abnormal
traffic characteristics maps were obtained via the traffic
characteristics map technology based on multi correlation
analysis. Finally, with the using of discrete cosine trans-
form and nonnegative matrix factorization, we can pro-
duce normal and abnormal hash digest, which were used
to produce intrusion detection rules. To verify the effec-
tiveness of this model, we adopt NSL-KDD data as the
experimental data. The experimental results show that,
by using the features selection approach based on mutual
information, the proposed model has good classification
accuracy and gets good detection performance.

Keywords: Intrusion Detection; Mutual Information;
NSL-KDD Data; Perceptual Hash; Traffic Characteristics
Map

1 Introduction

With the appearances of Industrial Internet and Indus-
trial 4.0, industrial control area attaches more and more
attentions from researchers [25]. Nowadays, big data,
cloud computing and Internet of things have been the ker-
nel techniques for the national critical infrastructures [13].
Furthermore, industrial control network security gradu-
ally transformed into the Industrial Internet security [26].
Looking through these major security issues happened in
USA, Israel, German and Poland in 2016, it is conclude
that network intrusion in industrial control area is pow-
erful destructive and complex, which can launch attacks
widely [4].

Aiming at the security problems in Industrial Internet,
the existing solutions mainly have two kinds. One is to
build a passive defense line via firewall, information en-
cryption and user authentication. Another is to establish
an active defense line by the intrusion detection method
or system. In the research of Industrial Internet intrusion
detection problems, researchers adopt classification, clus-
tering, information theories and mathematical statistics
four classes of approaches to deal with intrusion detec-
tion problems [12, 19]. The recent approaches include
Naive Bayes [6, 15], Bayes Tree [7], Hidden Bayes [7],
SVM [16, 17], least square SVM [2], artificial neural net-
work [10], neural network with random weight [3], accel-
erated deep neural networks [18], artificial immune [8].

Meanwhile, many researchers made great contributions
in the major of standard experimental data set and pre-
processing works. Many researches choose NSL-KDD [24]
standard experimental data to validate the detection per-
formance. What’s more, features selection method, as
the pre-processing operations, can be used in features se-
lection and dimension reduction of data. By this way,
the computing cost and time cost of intrusion detection
can be reduced. And the detection performance can
also be improved obviously. The recent features selection
methods include correlation based on features selection
method [6], linear discriminant analysis [15], fast corre-
lation based filter [7], mutual information [2], rough set,
decision-theoretic rough set [8], information gain [14], gain
ratio [14].

In the Industrial Internet intrusion detection issues,
there exist high dimension of data, redundancy attributes,
high computing cost problems. Aiming at these above
problems, the research works about intrusion detection
in Industrial Internet and features selection methods
were finished in this paper. Comparing the classification
accuracy among information entropy, information gain,
decision-theoretic rough set and mutual information four
methods, the features selection method based on mutual
information got the highest accuracy. In the perceptual
hash intrusion detection for Industrial Internet, the dy-
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namic feedback mechanism was added. And the NSL-
KDD standard experimental data was used in the valida-
tion experiments.

The rest of the paper is organized as follows. In Sec-
tion 2, the features selection method, standard data set
and image perceptual hash features extraction approach
three aspects are introduced in the related works. The
problem statement and preliminaries parts including the
research problems and related theories are illustrated in
Section 3. In Section 4, we present the intrusion detection
model based on mutual information for industrial Inter-
net. The results and performances of the proposed model
are analyzed in Section 5. Finally, we conclude our paper
in Section 6.

2 Related Works

The related works are mainly about features selection
method, standard experimental data and image percep-
tual hash features extraction approaches. The amount
of experimental data is continually increasing, which di-
rectly affect the detection performance, efficiency, and ac-
curacy of IDS. Considering these issues, features selection
method is adopted in the pre-processing operations.

In [6], the supervised classification algorithm based
on Naive Bayes was used to establish intrusion detec-
tion system. By using correlation based on features se-
lection method (CFS), the correlation between different
attributes and the relation between attributes and class
were analyzed. Therefore, the redundant attributes and
irrelevant attributes were removed. In [15], two-tier net-
work intrusion detection model based on machine learn-
ing was introduced. Adopting Naive Bayes and K near-
est neighbor method, the intrusion detection classifier
was established. The linear discriminant analysis (LDA)
was utilized to achieve features selection missions. This
method got high detection rate for U2R and R2L two
kinds of attacks. In [7], intrusion detection classifiers
were established by machine learning algorithms and pre-
processing operations. By using fast correlation based
filter (FCBF), the vital attributes were selected. The
research utilized Naive Bayes, Hidden Naive Bayes and
Naive Bayes Tree to classify the normal and abnormal
traffic records. The high computing payload of FCBF de-
creased the efficiency of intrusion detection. In [16], the
intrusion detection method based on SVM was researched.
The redundant attributes were deleted via filter method.
And the vital attributes were selected to build attributes
set, which obviously decreased the computing cost of IDS.
However, the setting of threshold in filter and classifica-
tion accuracy still needs optimization. In [2], the least
square support vector machine (LSSVM) was used to es-
tablish intrusion detection system. The experimental re-
sults show that, this method obtained high detection rate
and low computing cost. In [14], adopting embedded
filters to build intrusion detection model in cloud plat-
form, information gain, gain ratio, Chi-square and feature

weighting algorithm were used to select vital attributes.
Yet, the structure of features selection method is complex
and with high computing payload. In [21], the correlation-
based feature selection for intrusion detection system was
presented. Introducing the correlation-based feature se-
lection matrices and symmetrical uncertain matrices, the
correlation between attributes and classes were analyzed.
And different classification approaches were used to val-
idate the accuracy of features selection method. In [11],
the embedded SVM and non-linear projection techniques
were used to achieve the classification and detection of
abnormal intrusions. With the help of linear and non-
linear dimension reduction methods, 5 kinds classifiers
were produced. The research chose NSL-KDD data to
test the detection performance of the proposed method.

The NSL-KDD data is an improvement of KDD Cup
99 data. In many recent researches, the NSL-KDD data is
used to validate the performance of the proposed method
or model. And it is widely used in the research of Indus-
trial Internet intrusion detection problems.

In [10], the artificial neural network (ANN) was used
to analyze the performance of NSL-KDD data. And the
dimension reduction is obvious after the information en-
tropy, information gain and correlation analysis features
selection operations. In [3], the neural network with ran-
dom weights (NNRw), a semi-supervised learning algo-
rithm, was proposed. The non-iterative neural network
model was trained by the randomize method. By us-
ing fuzzy variable, the unsigned record can be classified.
This method had better learning ability and computing
efficiency, but the classification accuracy need to be im-
proved. In [18], the intrusion detection system was es-
tablished via deep neural network (DNN). The DNN has
forward transmission and back forward transmission fea-
tures. By this way, large amount of data characteristics
obtained from training data were used to establish intru-
sion detection model and classifiers. However, the pro-
posed approach highly depended on the hardware in the
platform and the computing cost is high. In [5], a varying
chaos particle swarm optimization approach (TVCPSO)
was presented. And the intrusion detection model based
on SVM was proposed. The chaos particle, time varying
inertia coefficient and time varying acceleration coefficient
three conceptions were introduced. The local optimum
solutions problems of particle swarm algorithm were ef-
fectively resolved. And, the weight object function was
utilized to balance the max true positive rate and the
min false positive rate. In [20], utilizing four frequently
used classification methods in the NSL-KDD data, the
imbalance problem of the data was analyzed. The ex-
perimental results show that the NSL-KDD data, as the
standard test data, can be used to validate the detec-
tion performance of intrusion detection for Industrial In-
ternet. In [22], an intrusion detection system based on
neural network was proposed. Adopting the feed forward
and reverse methods, combining with optimal technique,
the computing payload of intrusion detection method was
decreased. The NSL-KDD data was chosen as the exper-
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imental data. In [1], using a colony optimization method,
the effective and key features were selected, which im-
proved the performance of intrusion detection system.

The intrusion detection method for Industrial Internet
based on perceptual hash is a new and effective method
from the point of image [8]. The recent image perceptual
hash features extraction method includes discrete cosine
transform (DCT), discrete wavelet transform (DWT), sin-
gular value decomposition (SVD), non-negative matrix
factorization (NMF) and local binary pattern (LBP). The
intrusion detection method based on perceptual hash has
robustness and discrimination, which maintains the detec-
tion performance. It is proofed that the proposed method
is short time consuming. The NMF method needs less
storage and it sensitive to the local features in the traffic
characteristics map. Therefore, by using DCT and NMF
methods, hash digest are produced.

3 Problem Statement and Prelim-
inaries

The proposed model includes three parts: features selec-
tion method based on mutual information, traffic charac-
teristics map technique and improved image perceptual
hash intrusion detection method.

3.1 Features Selection Method Based on
Mutual Information

The attributes redundancy and attributes irrelevant is-
sues existing in intrusion detection lead to the low classifi-
cation accuracy, high computing cost and time consuming
problems. Taking into account of these problems, the fea-
ture selection method based on mutual information [9] is
adopted to select vital attributes set and reduce the high
dimension of data. The produced attributes set is the in-
put data to the traffic characteristics map technique. And
the information entropy and decision-theoretic rough set
are forward features selection approaches. These methods
have low computing cost but without considering the rela-
tionships between each attribute. In the feature selection
method based on mutual information, the correlation and
redundancy concepts are used to describe the correlations
between attributes.

Assume that the total number of the experimental data
is N. Every traffic record includes m attributes described
as {f1, f2, . . . , fm}. P(ft) is the corresponding probability
when ft get different values. And the information entropy
can be defined as

H(ft) = −
∑
ft

P (ft) logP (ft),

where H(ft) is the information entropy of attribute ft, 0 ≤
P(ft) < 1. When the value of ft is known, the uncertainty
of attribute ft can be described with condition information

entropy, which can be defined as

H(
ft
fi

) = −
∑
fi

P (fi)
∑
ft

P (
ft
fi

) logP (
ft
fi

),

where H(ft/fi) expresses the condition entropy of ft with
the condition of fi. P(ft/fi) is the condition probability of
the corresponding attribute, 0 ≤ P(ft/fi) < 1. According
to information entropy and condition entropy concepts,
the mutual information can be defined as

I(ft; fi) = I(fi; ft) = H(ft)−H(
ft
fi

),

where I(ft; fi) is the mutual information value. And I(ft; fi)
equal to I(fi; ft). The average mutual information is the
mean value of mutual information between attribute fi
and every possible attribute ft, t ∈ [1, 41]. The average
mutual information can be defined as

ave MI(fi) =
1

m

m∑
t=1

I(fi; ft), (1)

where ave MI(fi) is the average mutual information of
attribute fi.

Definition 1. (Correlation Degree) The correlation de-
gree of attribute fi is the average mutual information of
fi. The correlation degree can be defined as

Rel(fi) =
1

m

m∑
t=1

I(fi; ft),

where Rel(fi) is the correlation degree of fi, it is average
mutual information, m = 41.

Definition 2. (Condition Correlation Degrees) In the
condition of attribute fi, condition correlation degrees of
attribute ft can be defined as

Rel(
ft
fi

) =
H( ftfi )

H(ft)
Rel(ft),

where Rel(ft/fi) is the condition correlation degrees of
attribute ft in condition of fi. Rel(ft) is the correlation
degree of attribute ft.

Definition 3. (Redundancy Degrees) The redundancy de-
grees between attribute fi and ft can be expressed as

Red(fi; ft) = Rel(ft)−Rel(
ft
fi

),

where Red(fi; ft) is the redundancy degrees between at-
tribute fi and attribute ft. Rel(ft) is the average mutual
information of ft, and Rel(ft/fi) is the condition corre-
lation degrees of ft in condition of fi.

In the features selection method based on mutual infor-
mation, the significance of attribute can express the im-
portance of the waiting selecting attributes in attributes
set U. Meanwhile, the most significant attribute can be
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added into selected attributes set S. The significance of
attributes can be expressed as

UmRMR(fi) = Rel(fi)− max
ft∈Sm−1

{Red(fi; ft)}, (2)

where Rel(fi) is the correlation degree of attribute fi.
Red(fi; ft) is the redundancy degree between attribute fi
and ft. And attributed ft belongs to selected attributes
set S. Every time, the max significance of attribute fi can
be added into selected set S.

Algorithm 1 Features Selection method based on Mu-
tual Information
1: Input: Experimental data train-set and the number

of the selecting features K
2: Output: The selected features set S
3: Initialize the features selected set S = Ø, store se-

lected attributes.
4: Initialize the features selecting set U =
{f1, f2, . . . , fm}, m ∈ [1, 41].

5: According to Equation (1), computing average mutual
information of every attribute.

6: Choose the max average mutual information of at-
tribute fi, add attribute fi to the selected set S, and
delete attribute fi in the selecting set U.

7: while the number of selected features < K do
8: According to Equation (2), compute the signifi-

cance of every selecting attribute fi
9: Choose the most vital attribute fi, add fi to set S

and delete fi in the set U
10: end while
11: Output the selected attributes S

After the features selection method, the selected fea-
tures set is the input for the traffic characteristics map
technique.

3.2 Traffic Characteristics Map Tech-
nique

The traffic characteristics map technique is based on multi
correlation analysis (MCA) [23]. By computing the tri-
angle area mapping, the correlation information between
attributes in normal and abnormal network traffics. By
this way, the text network traffic records with 1×m vec-
tor format can be transformed into m×m network traffic
matrices. And m = 14 is the feature selection results.
The traffic characteristics map includes correlation be-
tween each attributes.

The experimental data is X = {x1, x2, . . . , xn}, and ac-
cording to the selected features set, the i−th traffic record
is xi = [fi1, f

i
2, . . . , f

i
m], (1 ≤ k ≤ m). The correlation be-

tween j−th attribute and k−th attribute can be computed
by triangle area.

The vector xi can map into the (j − k) two-dimension
Euclidean subspace, yi,j,k = [εjεk]

T = [fijf
i
k]

T, (1 ≤ i ≤
n, 1 ≤ j ≤ m, 1 ≤ k ≤ m, j 6= k). Variable εj =

[εj,1, εj,2, . . . , εj,n, ]
T, where ej,j = 1, ek,k = 1, other el-

ements is 0. yi,j,k is two-dimension column vector, which

is the point (fijf
i
k) of (j− k) two-dimension Euclidean sub-

space in Descartes coordinate system. Then, in Descartes
coordinate system, connecting the origin with the point
fij mapping in j coordinate axis and point fik mapping in
k coordinate axis, the triangle area is obtained, named
∆fijOfik. The triangle area is marked as Trij,k.

Trij,k = (‖ (fij, 0)− (0, 0) ‖ × ‖ (0, fik)− (0, 0) ‖)/2,

where 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ m, and j 6= k. The
complete triangle area mapping of a network traffic record
includes the triangle area of every pairs of attributes. Trij,k
is j−th row and k−th column. When j = k, Trij,k = 0. The
correlation between different attributes is the key point.
The symmetric matrix TAM can be got. For example,
the 4−dimension TAM is shown.

TAMi
x =


0 Tri1,2 Tri1,3 Tri1,4

Tri2,1 0 Tri2,3 Tri2,4
Tri3,1 Tri3,2 0 Tri3,4
Tri4,1 Tri4,2 Tri4,3 0


3.3 Image Perceptual Hash Intrusion De-

tection Method

The image perceptual hash features extraction based on
DCT and NMF is utilized to produce normal and abnor-
mal hash digests. Meanwhile, after the features selection
operation, the selected features is m = 14. Therefore, the
14× 14 traffic characteristics map is established.

In the preparing stage of perceptual hash features ex-
traction method, DCT coefficient is computed.

F (u, v) =
C(u)C(v)

4

m∑
x=0

m∑
y=0

f(x, y) •

cos(
π(2x+ 1)u

m2
) cos(

π(2y + 1)v

m2
)

(3)

where f is m×m image pixel point and F is m×m DCT
coefficient matrix. C is cosine coefficient matrix.

Algorithm descriptions:

1) After the features selection method, 14 × 14 pixel
traffic characteristics map is obtained by using traffic
characteristics map technique.

2) According to Equation (3), 14×14 coefficient matrix
can be computed by DCT.

3) In order to extract the local features in the map and
get the discriminative perceptual hash digest, the
low-frequency region of coefficient matrix is rebuilt
by NMF. And the local saliency information of map
is extracted. By NMF, the DCT coefficient matrix
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Figure 1: Intrusion Detection model based on mutual information for Industrial Internet

can factorize into basis matrix W and weights coef-
ficient matrix H.

DCT Coefficient =


w1

w2

...
wm

 [h1 h2 · · · hm
]
,

where DCT Coefficient is the DCT coefficient ma-
trix. W is the basis matrix and H is the weights
coefficient matrix. Each column vector sum in W is
the column vector of DCT coefficient matrix. The
matrix factorization vector [W ′H] is established and
the mean value of [W ′H] is computed.

NMF matrix = [W ′Hmean].

4) According to the hash rules, the hash digest can be
produced. The hash rule is defined as

h(xi+1) =

{
1 xi+1 > xi

0 xi+1 ≤ xi

where the (i + 1)th xi+1 is got. When xi+1 > xi, the hash
code of xi+1 is 1, or 0, 1 ≤ i ≤ 29. The length of hash code
is 28 bit with the binary form. The normal and abnor-
mal hash digest base is established and the corresponding
intrusion detection rules are extracted.

In the hash matching phase, the normalization Ham-
ming distance is used to measure the similarity between
different hash digest. The normalization Hamming dis-
tance is defined as

DH(Hs1, Hs2) =
1

L

L∑
w=1

| Hs1(w)−Hs2(w) |, (4)

where Hs1 and Hs2 are two hash digest, whose length are
28 bit. w is one bit in the hash digest. When the hash
matching threshold is set, if the hash similarity is above
threshold, it is abnormal or normal. The joint threshold
is 0.15.

4 The Proposed Method

The flow works of the intrusion detection model based on
mutual information for Industrial Internet (IDM-MI) is
shown in Figure 1. The method is divided into preparing
phase and intrusion detection phase based on Industrial
Internet.

As the Figure 1 shown, in the preparing phase, the nu-
merical operation is achieved. The features are reduced
via features selection method based on mutual informa-
tion. Then the normalization operation is finished. By
using MCA, the traffic characteristics map is produced.
With the using of DCT and NMF, the hash digests are
extracted to establish normal and abnormal hash digest
base. And the intrusion detection rule is also produced.

In the intrusion detection phase, the numerical oper-
ation is finished and the vital features set are extracted.
By MCA, the traffic characteristics map of test record
is produced. And the hash code is produced via DCT
and NMF. Adopting normalization Hamming distance,
the similarity between test hash and hash digest base is
measured. If the similarity is lower than threshold, it’s
normal or abnormal.

The scale of the training data is N1, and the scale of the
test data is N2. The original number of attributes is M.
After features selection operation, the number features
is M1. The number abnormal hash digest is t1 and the
abnormal hash digest is t2. The length of hash digest is
L. According to the analysis of the algorithm flows, the
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Algorithm 2 IDM-MI

1: Input: The standard NSL-KDD data train-data and
test-data

2: Output: Intrusion detection result
3: Obtain the train-data
4: while the number of train-data > 0 do
5: Adopt MCA method to produce traffic characteris-

tics map
6: Utilize DCT and NMF methods to extract hash

digest of normal and abnormal network traffic
7: Establish the intrusion detection rule set
8: Number −−
9: end while

10: Obtain test-data
11: while the number of test-data > 0 do
12: Adopt MCA method to produce traffic characteris-

tics amp
13: Using DCT and NMF method to produce hash code
14: According to Equation (4), compute the similarity

between hash code
15: if similarity < threshold then
16: The record is normal
17: else
18: The record is abnormal
19: end if
20: Number −−
21: end while

time complexity is O((N1 + N2)(M2
1 + 5M1)).

5 Experimental Results and Anal-
ysis

5.1 Preparing for the Simulation Experi-
ment Environment

The experiments were carried out by a ThinkPad com-
puter with 2.5 GHz quad-core i5-3210M and 8GB of
RAM. The operate system is windows 7, 64bits and the
simulation platform is Matlab R2013a.

The NSL-KDD [24] standard data set was chose to val-
idate the performance of the proposed model, which is
improved from the KDD Cup 99 data set. To keep the
effective evaluation for the intrusion detection methods,
the percentage of each kinds of data are same with the
KDD Cup 99. Some intrusion detection methods only
detect part of the repeated data effectively. Therefore,
the redundant records in the training data set and the re-
peated records in the test data set were removed. In order
to decrease the running payload, the number of the data
is reasonable. So, the NSL-KDDTrain+ 20Persent and
NSL-KDDTest-21 were selected to take part in the exper-
iments, which are named as Data1 and Data2 respectively.
The details of the experimental data are shown as Table
1.

Firstly, the numerical operations of the training data

Table 1: The details of the experimental data

Name Total Normal Dos Probe U2R R2L
Data1 25192 13449 9234 2289 11 209
Data2 22544 9711 7458 2421 200 2754

and test data were finished. The protocol-type, service,
flag and attack four attributes experienced numerical op-
erations. Secondly, according to the label of the attack,
the training data were classified into normal and abnor-
mal. Label {1} is normal and Label {2, 3, 4, 5} are ab-
normal. Finally, the normalization of the training data
and test data were achieved. The data is normalized into
[0, 255].

f(x) =


0 x ∈ [0,min)

255x
max−min x ∈ [min,max]

255 x ∈ (max,∞)

,

where max is the max value and min is the min value.
f(x) is the normalized value.

5.2 Feature Selection Methods

According to the recent research results, the pre-
processing selections of the experimental data were fin-
ished. Attributes {9, 20, 21} take no effect on the classifi-
cation. Attributes {15, 17, 19, 32, 40} have little influence
on the classification. The values of attributes {7, 8, 11, 14}
are mostly 0. The above mentioned attributes were re-
moved. Then, by feature selection method based on mu-
tual information, the dimension of the data was reduced.

According to the conceptions of the information en-
tropy, condition entropy and mutual information, the av-
erage mutual information was computed. By correlation
degree, condition correlation degrees and redundancy de-
gree, the significance of the selecting attributes, named
max correlation-min redundancy, was obtained. Consid-
ering the significance of the selecting attributes, the can-
didate attributes can be added into the selected attributes
set S. The number of the selected attributes is set K = 14.
Therefore, the result of the feature selection is 14 vital at-
tributes.

The result of the feature selection operation is set =
{3, 5, 6, 8, 12, 23, 24, 32, 33, 34, 35, 37, 38, 39}. Table 2 dis-
plays several recent features selection approaches and
compares their accuracy of the classification.

From Table 2, when the number of the attributes is
14, the classification accuracy of mutual information is
0.9940, which is the max value. So, the mutual infor-
mation features selection method is used to reduce the
dimension of data. However, the time consuming and
computing cost of this method are still need to be opti-
mal. It’s difficult to balance the time cost and classifi-
cation accuracy, which attach more attentions from the
researchers. In the next work, this problem is still the
research emphasis.
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Table 2: The details of the experimental data

Method Features selection results Accuracy
Information Entropy 3,5,6,23,24,29,30,31,32,33,34,35,36,37 0.9587

Information Gain 3,4,5,6,12,23,25,29,30,33,34,35,38,39 0.9744
Decision-Theoretic Rough Set 2,3,4,5,6,8,12,17,27,28,30,31,36,37 0.9865

Mutual Information 3,5,6,8,12,23,24,32,33,34,35,37,38,39 0.9940
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Figure 2: The traffic characteristics map of NSL-KDD training data set

Normal

2 4 6 8 10 12 14

2

4

6

8

10

12

14

Probe Attack

2 4 6 8 10 12 14

2

4

6

8

10

12

14

Dos Attack

2 4 6 8 10 12 14

2

4

6

8

10

12

14

U2R Attack

2 4 6 8 10 12 14

2

4

6

8

10

12

14

R2L Attack

2 4 6 8 10 12 14

2

4

6

8

10

12

14

Figure 3: The traffic characteristics map of the NSL-KDD test data set

By utilizing image perceptual hash features extraction
method, the hash code of the normal and abnormal net-
work traffic records are produced. The length of the hash
code is 28 bits. The number of the normal rule is 471 and
the number of the abnormal rule is 535.

5.3 Traffic Characteristics Map

After the features selection operations, the features space
is reduced. Then, the traffic characteristics map is pro-
duced via traffic characteristics technique, as the Figure 2
and 3 shown. The size of the selected features is 14, and
the traffic characteristics map is 14× 14 matrix.

In Figure 2, 5 kinds of records in the training data are
shown. According to the results of the features selection
method, the size of the map is 14 × 14. The difference
between every map is obvious. These maps are the input
data for the next operation.

As the Figure 3 shown, 5 kinds of record in test data
are produced. Comparing Figure 2 with Figure 3, the

features of the image is obvious. The discrimination is
good. In the 14 × 14 area, the almost same place exist
some pixel blocks which have different grey value.

5.4 Discriminative Experiments

The intrusion detection method based on mutual informa-
tion for industrial Internet has robustness and discrimina-
tion which keep the performance and efficiency of the in-
trusion detection. The robustness ensures that the same
normal and abnormal records produce same hash code.
And the discrimination ensures that the different records
produce different hash code. With the help of robustness
and discrimination, the proposed model can detect the ex-
isting records or new records. Therefore, this model has
adaptability. The false accept ratio (FAR) is selected in
the discriminative experiments. The FAR can be defined
as

FAR =
1

σ
√

2π

∫ τ

−∞
exp[
−(x− µ)2

2σ2
],
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where µ is the exception mean of the normal distribu-
tion. σ is the standard deviation and τ is the matching
threshold. Figure 4 is the normal distribution figure of
this mode.

Figure 4: Normplot figure of the proposed model

The total number of the hash code in training data is
1006. So, 505515 bit error ratio (BER) can be obtained.
Figure 4 is the normal distribution curve of the BER. In
Figure 4, the curve is almost overlapping with the straight
line of mean value. But the fluctuations also exist in the
two sides of the curve. The mean value is 0.4951 and the
standard deviation is 0.0945. The real standard deviation
is 0.1724.

When τ = 0, FAR = 0.0020. That is to say that, when
the matching threshold is τ = 0, in 1000 traffic records,
there are 2 false detections, which meet the requirements
of detection. The threshold of FAR is shown in Table 3.

Table 3: FAR comparing table

Threshold τ 0 0.005 0.01 0.015
FAR 0.0020 0.0022 0.0024 0.0027

As the Figure 5 shown, the hash matching of normal-
ization Hamming distance obey to Gaussian distribution,
the mean value µ = 0.5, standard deviation µ = 0.5/

√
N .

And N is the length of hash code, N = 28. Figure 5 is
the BER histogram obtained from the discriminative ex-
periments. The center of the histogram is 0.4951 which
is close to 0.5. The standard deviation of distribution is
0.1724.

5.5 Experiments Results and Analysis

We choose TP, FP, TN, FN and Acc as the evaluation
indexes. The TP is the percentage of abnormal records
correct classification in all abnormal records. The number

Figure 5: The BER predict histogram of image perceptual
hash features extraction method

of abnormal record correct classification is num1, and the
total number of abnormal records is N. The TP can be
defined as

TP =
num1

N
,

where the FN is the percentage of abnormal records false
classification in all abnormal records. The number of ab-
normal record false classification is num2. The FN can be
expressed as

FN =
num2

N
,

where TP + FN = 1. The FP is the percentage of nor-
mal records false classification in all normal records. The
number of normal record false classification is num3, and
the total number of normal records is M . The FP can be
defined as

FP =
num3

M
,

where the TN is the percentage of normal records correct
classification in all normal records. The number of nor-
mal record correct classification is num4. The TN can be
expressed as

TN =
num4

M
,

where FP + TN = 1. The Acc express the average detec-
tion ratio of normal and abnormal records. It is also the
ratio of correct predicted records to the entire records.
The Acc can be defined as

Acc =
TP + TN

TP + FN + FP + TN
.

Table 4 displays the difference with different methods
in these indexes.
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As Table 4 shown, the Acc of the proposed method
is 0.9940, which is less than 0.9985 of NB Tree method.
And the FP of the proposed method is 0.0012 which also
less than 0.0020 of NB Tree approach. The TP is 0.9893
which is less than 0.9990 of NB Tree and 0.9916 of ANN.
But, the FP of our method is less than 0.0036 of ANN.
The Acc of our method is equal to ANN. The features
selection method based on mutual information has bet-
ter performance and good results. The perceptual hash
method has a better detection efficiency and short time
consuming. Therefore, the IDM-MI has a better detection
performance.

Table 4: The details of the experimental data

Method Reference TP FP Acc
LSSVM-IDS Ref. [2] 0.9893 0.0028 0.9932

ANN Ref. [22] 0.9916 0.0036 0.9940
TVCPSO-SVM Ref. [5] 0.9703 0.0087 0.9808

NB Tree Ref. [6] 0.9990 0.0020 0.9985
Naive Bayes Ref. [6] 0.9360 0.1340 0.9010
AD Tree Ref. [6] 0.9890 0.0190 0.9850
FCBF Ref. [7] - - 0.8704
SVC Ref. [11] 0.9340 0.1400 0.8970
SVM Ref. [16] 0.8200 0.1500 0.8350

IDM-MI Our method 0.9893 0.0012 0.9940

6 Conclusions

An intrusion detection model based on mutual informa-
tion for industrial Internet was presented. Adopting fea-
tures selection method based on mutual information, the
issues of high dimension of data, attributes redundancy
and high computing cost were effectively resolved. The
dynamic feedback mechanism was added into the intru-
sion detection model based on perceptual hash. When the
new normal or abnormal records appearances, the new
hash digest was added into the hash digest base. And
the corresponding intrusion detection rule was updated.
The adaptability of the proposed method was enhanced.
The NSL-KDD data set was utilized to validate the ef-
ficiency and accuracy of detection. As the experimental
results show that the TP is 0.9893, the FP is 0.0012 and
the Acc is 0.9940, which proof the good performance of
detection. In the future, the algorithm optimization work
of our method is vital.
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