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Abstract

In this paper, an image encryption algorithm based on
DNA random coding and random operation combined
with chaotic map is proposed. In order to produce se-
quences with more chaotic characteristics, a new spa-
tiotemporal chaotic system is proposed by employing
the Tent-Sine system (TSS) in the coupled map lattice
(CML). SHA-256 hash of the plain image is used to gen-
erate secret keys. The Lorenz Map, Logistic Map and
TSS are applied to generate all parameters the proposed
algorithm needs. In order to get the high randomness and
overcome the limitations of DNA computing rules, encode
the every rows of original image and key image with DNA
rules respectively, which are randomly selected from eight
encoding rules. Then, apply encoded original image to ex-
ecute DNA operations with encoded key image row by row
to obtain the transitional image and the one of the four
DNA operations of every row is determined by logistic
map; Finally, randomly decode the transitional image to
gain the eventual encrypted image. experimental results
demonstrate that the proposed algorithm have ability to
resist typical attacks.

Keywords: Coupled Map Lattice; DNA Coding; Lorenz
Chaotic Map; SHA-256; Tent-Sine System

1 Introduction

With the rapid development of the Internet, the secu-
rity of the image constantly attract people’s attention. in
order to protect the image information are not to be dis-
closed, many image encryption algorithms are proposed
and implemented [4, 16, 22]. Because of bulky data ca-
pacity, high redundancy and strong correlations among
adjacent pixels, typical image encryption algorithms such
as RSA [14], DES [10, 40], AES [15, 21] are not competent

to encrypt such digital images. Nowadays, many image
encryption algorithm have been proposed, such as, image
cryptosystem based on chaos [9, 11, 19, 20, 30], DNA com-
puting [6, 33, 34, 35, 38], fractional fourier transform [1,
36], or cellular automata(CA) [7, 18]. Among those, chaos
based image cryptosystem have attracted extensive con-
cerns because of a natural and close connection between
chaos and cryptography. Such as, sensitive dependence
on initial conditions, pseudo-randomness,ergodicity and
reproduction are primary features of chaos system, which
meets the requirements of encryption. However, digital
implementations of chaotic systems will become periodic
eventually because of finite precision and temporal dis-
cretization can result with the security risks into chaos
based cryptosystem. To overcome the short period is-
sue existing in chaos, spatiotemporal chaotic system with
longer period has been widely employed in image cryp-
tography [2, 17, 31]. To improve the chaotic property of
three maps Logistic, the Logistic-Tent, Logistic-Sine and
Tent-Sine systems were developed [39]. In this paper, TSS
combined with CML is used to obtain longer period and
generate pseudo-random sequences.

Many of the excellent properties of DNA computing
have recently been found, for example: large-scale com-
putational parallelism, huge storage space and tiny en-
ergy loss. Therefore, the use of DNA complementary
rules to encrypt information technology has made great
progress. Zhen et al. [37] proposed an image encryption
algorithm based on spatiotemporal chaotic system and
DNA coding. In this research, logistic and spatiotem-
poral chaotic system are proposed, the mix DNA coding
and eight DNA encode rules will guarantee the efficiency
of image confusion and diffusion. Chai et al. [3] proposed
an algorithm based on memristive hyperchaotic system,
cellular automata (CA) and DNA sequence. In the re-
search, a dynamic DNA encoding scheme is proposed.
Two DNA rule matrices for encoding the plain image and
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two-dimensional (2D) CA are generated from chaotic se-
quences, and they are decided by the plain image, hence
we can obtain different DNA encoding rules for differ-
ent plain image. Wang et al. [26] proposed a novel im-
age encryption algorithm based on DNA computing and
chaotic map. In this research, a kind of spatiotempo-
ral chaos map, such as coupled map lattice is exploited
to confuse the plain image. After encoded the confused
image, permute its rows and columns to obtain the en-
coded cipher image. Hu et al. [8] proposed a novel image
encryption scheme which used hyper dimensional chaotic
systems and cycle operation for DNA sequence. In this
research, the pseudo-random sequence is controlled by a
chens hyper-chaos system, a cycle operation for DNA se-
quences is used to diffuse the pixel values of the image.
After carrying out exclusive-OR operation for decoded
matrices, and then the cipher image is generated.

However, the current DNA encoding image encryption
algorithm still exist problems [13] including: DNA encod-
ing rules are limited, and the limited DNA computation
rules, key sensitivity is low, etc. In view of these problems
in the proposed encryption algorithm, the algorithm pro-
posed in this paper will combine the DNA computing with
the DNA coding rules, Using the excellent characteristics
of chaotic map such as randomness to randomly deter-
mine the DNA encode rules and DNA operations. We
proposed a new DNA XNOR operation that can increase
the choice of DNA computing space. SHA-256 hash of the
plain image is used to generate secret keys, as long as the
original image has a slight change, SHA-256 hash value
will make a huge difference, which enhances the sensitiv-
ity of the cryptosystem.

The cryptosystem utilizes a 256 bit external secret key
K,which is generated by exploited SHA-256 function to
original image. We use K to generate the initial values of
TSS system and one-dimensional logistic map. Hence the
secret keys are extremely related to plain image. the cryp-
tosystem can resist brute force attack, chosen-plaintext
attack and chosen-ciphertext attack. TSS is applied to
generate key image of the size of M*N*4, then use ran-
domly encoded key image to conduct random DNA opera-
tions with encoded three matrices R, G and B components
row by row to obtain three encoded DNA transitional
images,and DNA operation and DNA encode rules are
randomly decided by one-dimensional logistic map. The
Lorenz system [12, 24] is used to generate three sequences.
These sequences are used to permute three encoded DNA
transitional images.

The main contributions of the proposed encryption al-
gorithm are as follows:

1) Exploit the chaotic map randomly determine the
DNA encode rules and DNA operations,then execut-
ing DNA coding and computing row by row to guar-
antee the image’s encoding rules and operations of
each row are randomly selected.

2) A new spatiotemporal chaotic system is constructed
by employing the Tent-Sine system (TSS) in the cou-

pled map lattice (CML).

The rest of this paper is organized in the following man-
ners: Section 2 introduce the basic theory of the proposed
algorithm. The proposed image encryption method is ex-
plained in Section 3. In Section 4, experimental results
and security analysis are proposed. Finally the conclu-
sions are drawn in Section 5.

2 Basic Theory

2.1 TSS-based CML

Algebraic implementation of any chaos map could be pe-
riodic, but the period of discrete dynamic system such
as, the CML is adequately long to ensure cryptosystem
security [26]. The CML defined as in Equation (1):

xj+1 = (1− e)F (xj+1(i) + eF (xj)), (1)

where i=1,2,...,n is the time variable, j =1,2,...,l is the
spatial variable, l is the lattice length (In the proposed
image cryptosystem, l=3. e ∈ (0, 1) expresses the cou-
pling factor, xj(i) expresses the variate for the j th lattice
site at time i. Moreover, the periodic boundary of the
CML is x1(i) = xl+1(i). In order to generate extremely
random sequences, TSS is adopted as the map F (x ):

F (x) =

{
u(1− x)/2 + (4− u) sin(πx)/4 mod 1 x ≥ 0.5
(ux/2 + (4− u) sin(πx)/4) mod 1 x < 0.5

(2)

Where x ∈ (0, 1), u ∈ (0, 4].

2.2 1-D Logistic Map

In this proposed algorithm, we use 1-D logistic map [29]
to select particular category of DNA operations or DNA
encoding rules. 1-D logistic map can be defined as in
Equation (3).

f(x) = rx(1− x) x ∈ [0, 1], (3)

where x ∈ (0, 1), r ∈ (0, 4]. we can figure that when r ∈
(3.9, 4] the random-like sequence is in 0 and 1.

2.3 Lorenz System

As a continuous three-dimensional chaotic system, Lorenz
system is defined by the Equation (4): ẋ = a(y − x)

ẏ = cx− y − xz
ż = xy − bz

(4)

Where a, b, c are system parameters, the system is in a
chaotic state, while a = 10, b = 28, c = 8/3. It is essential
to disperse the system by the fourth-order Runge-Kutta
method for encrypting image.
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2.4 DNA Encoding and Computing

DNA is composed of four deoxynucleotides A (adenine),
G (guanine), C (cytosine), T (thymine), where G and C
are complementary, so are A and T. Generally, 0 and 1
are complement to each other in binary system. Hence,
00, 11, 01, 10 could be encoded into the four bases. There
are 24 kinds of DNA encoding methods according to com-
binatorics, but out of which only 8 coding combinations
are effective because of the complementary relationship
between the four, as listed in Table 1.

Table 1: Encoding and decoding rules

Rule 1 2 3 4 5 6 7 8
00 A A T T C C G G
01 C G C G A T A T
10 G C G C T A T A
11 T T A A G G C C

In image cryptosystem, the gray value of a pixel can be
expressed as its corresponding binary sequence, and then
encoded into a DNA sequence. on the contrary, a DNA se-
quence can be translated into a pixel value. For instance:
The pixel value 196, its binary sequence 11000100 could
be encoded into a DNA sequence GCAC adopting DNA
encoding Rule 5. And so on 55 is gained by decoding the
DNA sequence with Rule 7. Additionally, we apply dif-
ferent operations of DNA sequence to encrypt the image.
The details of the addition, subtraction, XOR DNA op-
erations rules are shown in the following tables, Table 2
to Table 4.

Table 2: XOR operation

⊕ A C T G
A A C T G
T T G A C
C C A G T
G G T C A

Table 3: Addition operation

+ A C T G
A C A G T
T G T C A
C A C T G
G T G A C

Table 4: Subtraction opera-
tion

- A C T G
A C G A T
T G T C A
C A C T G
G T A G C

Table 5: XNOR operation

� A C T G
A C A G T
T T G C A
C A C T G
G T G A C

Inspired by the DNA Addition, Subtraction, and Ex-
clusive OR operations, we proposed XNOR DNA oper-
ation that is shown in Table 5. From this table, we can
detect the the value of each row or column is unique. That
is, the outcome of XNOR DNA operation is distinctive.
In this paper, we will apply these DNA operations rules
to diffuse pixel gray values.

2.5 Hash-256

Hash functions are mainly used to provide the security
service of integrity. Hash-256 is a widely used crypto-
graphic hash function, which generates 256 bits hash value
typically presented as a 64 digit hexadecimal number lit-
erally. Due to its good feature of security, even one-
bit change can lead to a significant difference between
two images. We divide the 256-bit secret key into 8-bit
blocks(ki), so K can also be expressed as follows.

K = k1, k2, k3 · · · , k32

The initial values can be derived as follows.
x1 = x′1 + (k1⊕k2⊕k3⊕···⊕k11)

256

x2 = x′2 + (k12⊕k13⊕k14⊕···⊕k22)
256

x3 = x′3 + (k23⊕k24⊕k25⊕···⊕k32)
256

(5)

xavg =
x1 + x2 + x3

3
, (6)

where x′1,x′2 and x′3 are the initial given values.

3 Proposed Cryptosystem

3.1 Key Image Generation

In the image encryption algorithm, the key image is gen-
erated by the following steps:

Step 1: Use Equation(5) to modify the initial conditions
x′1,x′2 and x′3.

Step 2: On the condition of the parameters e, u and
the modified initial values x1x2 and x3, TSS-based
CML is executed for 500 times for avoiding the tran-
sient effect. Continue to execute the chaotic map for
M +4N times and three pseudo-random sequences
CL1, CL2, CL3 are obtained. CL1, CL2, CL3 are
converted into six sequences as follows:

s′1 = CL1(1 : 2M)
s′2 = CL2(1 : 2M)
s′3 = CL3(1 : 2M)
s′4 = CL1(2M + 1 : 4M +N)
s′5 = CL2(2M + 1 : 4M +N)
s′6 = CL3(2M + 1 : 4M +N)

(7)

sj = floor((s′j × 106 − fix(s′j × 106))× 1010)

mod256, (8)

where j =1, 2, ..., 6, floor(a) returns the nearest inte-
ger to a towards minus infinity, fix (a) rounds a to
the nearest integer towards zero. After executing
Equation (7) and Equation (8), the pseudo-random
sequence of sj (j =1, 2, ..., 6) is in 0 and 255.
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Figure 1: Histogram of the key image

Step 3: The six pseudo-random sequences are handled
to generate tow sequences:I1 of length M and I2 of
length N. Then a key image KI (M,N ) is constructed
by I1 and I2:

I1 = s1(1 : M)⊕ s2(M + 1 : 2M)⊕ s3(1 : M)

I2 = s4(N + 1 : 2N)⊕ s5(1 : N)⊕ s6(N + 1 : 2N)

KI = I1 × I2 =


I11
I12
...
I1M

× [ I21 I22 · · · I2N
]

=


I11I21 I11I22 · · · I11I2N
I12I21 I12I22 · · · I12I2N

...
...

...
...

I1MI21 I1MI21 · · · I1MI2N


Figure 1 shows a sequence of random pixels value which

are generated by the proposed method through histogram.
The information entropy of the generated key image is
7.9979.

3.2 Encryption Algorithm

In the proposed encryption algorithm, particular DNA en-
coding rules and DNA operations are randomly decided
by 1-D logistic map. Firstly, the SHA-256 is applied on
the original image to produce the sequence K and then,
the initial values of the TSS-based CML system can be
calculated using K. Secondly, R,G and B components of
original image and the key image are encoded, applying
a randomly selected rule from Table 1, into four DNA se-
quence matrices. Thirdly, employ encoded key image to
conduct random DNA operations with the encoded plain
images to obtain a transitional image. Fourthly, the tran-
sitional image is permuted by using a Lorenz chaotic se-
quence. Finally, decode the permuted DNA matrix ap-
plying a randomly selected rule from Table 1 to gain the
eventual cipher image. The details of the encryption al-
gorithm is presented as follows:

Step 1: The input is a original image P(M,N,3) which
M and N express the width and height of the image,
respectively.

Step 2: Produce the key sequence K and the initial val-
ues x′1,x′2 and x′3 of the Lorenz system and the ini-
tial value xavg of the 1-D Logistic map according to
Section 2.5.

Step 3: the plain image is divided into three compo-
nents, and we obtain three components, R, G and
B, and convert the R, G, B to binary matrices
R(M,N *8), G(M,N *8) and B(M,N *8), then encode
R, G, B by rows with DNA rules that are decided
by Equation (2) and Equation (9) and gain three
DNA sequence matrices Pr(M,N *4), Pg(M,N *4) and
Pb(M,N *4).

rule = bx× 8c+ 1. (9)

In Equation (9), rule is the selected type of DNA rule,
which occupies an important position in the encoding
stage. The initial value of Equation (2) is provided
by Equation (5) and Equation (6). The details about
DNA rules are shown in Table 1. Each pixel of a row
is coding by particular DNA rule. After all pixels of
image are encoded, the size of encoded images are
4*M *N.

Step 4: Generate key image according to Section 3.1,
then encode KI by rows with DNA rules that are de-
cided by Equation (2) and Equation (9) and obtain
a encoded DNA sequence matrices KIe(M,N *4).

Step 5: Execute DNA operations between the encoded
plain image (Pr, Pg and Pb) and the encoded key
image (KIe) row by row. The particular type of
DNA operations is determined by Equation (2) and
Equation (10). Details on DNA operations are listed
in Table 2 to Table 5.

op = bx× 3c+ 1
pr′ = pr op KIe
pg′ = pg op KIe
pb′ = pb op KIe

(10)

Where op is the selected type of DNA operation.
Carry out the selected operation row by row After the
encoded transitional images are generated, namely
Pr’, Pg’ and Pb’, in the process of this period, four
kinds of DNA operations (XOR, XNOR +, -) are
randomly executed. The size of encoded transitional
images are 4*M *N.

Step 6: Generate three chaotic sequences according to
the initial value x′1,x′2 and x′3 of the Lorenz sys-
tem. Executing Equation (4) with the fourth-order
Runge-Kutta method for 1000 times to avoid the
transient effect, where the step size of the Runge-
Kutta method is 0.001. Continue to iterate Lorenz
system, three pseudo-random sequences sx, sy and
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sz are generated, whose length is M *N *4. Then the
three sequences are handled by Equation (11). (lx, fx) = sort(sx)

(ly, fy) = sort(sy)
(lz, fz) = sort(sz)

(11)

Where sort() is the sequencing index function, fx is
the new sequence after ascending to sx, lx, ly and lz
are the index value of fx, fy and fz, respectively.

Step 7: Convert the three binary matrices Pr′, Pg′ and
Pb′ to three vectors V r(M ∗ N ∗ 4), V g(M ∗ N ∗ 4)
and V b(M ∗N ∗4), respectively. Confuse V r, V g and
V b according to: V r′(i) = V r(lx(i))

V g′(i) = V g(ly(i))
V b′(i) = V b(lz(i))

Step 8: Convert V r′, V g′ and V b′ to three matrices
Re(M,N ∗ 4), Ge(M,N ∗ 4) and Be(M,N ∗ 4), re-
spectively. Decode Re, Ge and Be exploiting a se-
lected DNA encoding rule and generate three matri-
ces Rb,Gb and Bb. The decoding rule is according to
Equation (9). Randomly DNA decoding and DNA
encoding enhance the performance of diffusion pro-
cess of the proposed algorithm.

Step 9: Finally, merge Rb,Gb and Bb images and that is
the ultimate cipher image.The cipher image is with
size M *N.

3.3 Decryption Algorithm

Decryption algorithm is the inverse process of encryption.
receivers should have already obtained the secret keys ap-
plied to encrypt the original images. Then we can decode
cipher images by following steps:

Step 1: Using randomly selected DNA rules, encode the
R, G and B components of the ciphered image. We
obtain three matrices Re, Ge and Be, and we convert
them to three vectors V r′, V g′ and V b′. As it is
mentioned in Step 3 of the encryption algorithm.

Step 2: V r′, V g′ and V b′ are confused vectors. In order
to obtain the non-confused vectors V r, V g and V b,
we invert Step 7 which is mentioned in the encryption
algorithm as follows: V r(i) = V r′(lx(i))

V g(i) = V g′(ly(i))
V b(i) = V b′(lz(i))

Where lx,ly and lz are generated as it is mentioned
in Step 6 of the encryption algorithm.

Step 3: Convert the three vectors V r,V g and V b to three
matrices Pr′,Pg′ and Pb′.

Step 4: Use encoded key image and encoded cipher im-
age to generate the transitional encoded image. The
particular DNA operation is illustrated in Step 5 of
Encryption algorithm. After we invert the step 5 of
the encryption algorithm to obtain Pr, Pg and Pb,
and KIe is obtained and as it is mentioned in Step 4
of the encryption algorithm.

Step 5: Decode the Pr, Pg and Pb to get the R, G and
B components of the plain image. The particular rule
is illustrated in Step 3 of the encryption algorithm.

Step 6: Finally, merge R, G and B images and that is
the ultimate original image.

4 Simulation Result and Security
Analysis

In this paper, we use the standard 256*256*3 color im-
age of ”Lena” as the input image. We utilize MATLAB
7.12 to simulate the encryption and decryption opera-
tions and set parameters e=0.01, u=1.4356, r=1.4356,
x′1=0.5346x′2=0.4846, x′3=0.6969.

4.1 Key Space

A key space larger than 2100 could guarantee high level
of security from the crytography of view [27]. In the pro-
posed cryptosystem, the keys are:

1) The given initial values of x′1,x′2 and x′3.

2) The 256-bit long hash value.

3) The parameters of e and u of TSS-based CML and r
of the logistic map.

For the initial conditions x′1,x′2,x′3, r, e, and u ,if the
precision is 1014, the key space size will be 1084. Further,
the key space of the security SHA-256 is 2128, we can get
the total key space S = 2128*1084 ≈ 3.4*10122, which is
enough to prevent the exhaustive attack. Thus, brute-
force attacks on the key are impossible.

4.2 Key Sensitivity

A good encryption algorithm should be sensitive to the
secret key; that is, a very tiny different in the secret key
will cause a greatly significant change in the output. We
conduct a secret key sensitivity test using a key that is just
little different from the original key to encrypt Lena im-
age. One of the keys x′1, u is altered tinily and keep other
keys parameters unchanged, then the encrypted image is
decrypted by the changed keys. As it can be seen from
Figure 2, no effective information is decrypted, which sug-
gests that the proposed cryptosystem could resist the ex-
haustive attack.
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(a) (b) (c)

Figure 2: Key sensitivity tests: decrypted images while (a) right keys, (b) x′1 + 10−16, (c) u+ 10−15

4.3 The Histogram Analysis

Image histogram is a significant characteristic in image
analysis. An ideal cipher image should has a uniform
frequency distribution. Figure 3 and Figure 4, illustrate
the histograms of the plain and cipher images,it clearly
shows that the histograms of the cipher image is uniform
and random-like, which suggests that the proposed algo-
rithm does not provide any useful statistic information in
the cipher image.

4.4 Information Entropy

The information entropy calculated by Equation (12) is a
significant features for measuring the randomness of the
cipher image. The gray values distribute more uniformly,
the entropy is more close to its ideal value:

H(m) = −
M−1∑
i=0

p(mi)log2p(mi),

M−1∑
i=0

p(mi) = 1, (12)

where mi (i = 0, 1,· · · , M -1) represents the gray values,
p(mi) (i = 0, 1,· · · , M -1) represents the probability of
the symbol s. The entropy should ideally be 8 for a ci-
pher image with 256 gray levels, which indicates that the
information is uncertainty. In the paper the average in-
formation entropy of the cipher image is 7.9985, close to
the ideal value 8. Hence, we conclude that the proposed
algorithm has high randomness. The entropy for cipher
images using different encryption algorithm are calculated
and listed in Table 6, the result of the proposed algorithm
in this paper is larger than other algorithms.

Table 6: Results of information entropy

Algorithm Entropy
Ours 7.9985
[27] 7.9971
[2] 7.9856
[23] 7.9965

4.5 Correlation of Two Adjacent Pixels

To analyze the correlation of the plain image and cipher
image, we have randomly selected 5000 pairs of adjacent
pixels from plain-image and cipher-image and have calcu-
lated the correlation coefficients as follows:

E = 1
N

N∑
i−1

xi

D(x) = 1
N

N∑
i−1

(xi − E(x))
2

Cov(x, y) = 1
N

N∑
i−1

(xi − E(x))(yi − E(y))

rxy = Cov(x,y)√
D(x)
√

D(y)

(13)

The x and y represent gray-level values of two adjacent
pixels. The correlation of R, G and B components of plain
image and cipher image of Lena is shown in Figure 5. Ta-
ble 7 shows that the dependence between adjacent pixels
of the cipher image is much smaller than of plain-image.
These results clearly show that the correlation coefficients
of the plain image are close to 1 while those of the cipher
image are nearly 0 and the distribution of adjacent pixels
is fairly uniform. It indicates that the proposed algorithm
has successfully eliminated the correlation of adjacent pix-
els in the plain image so that neighboring pixels in the ci-
pher image virtually have no correlation. So the proposed
algorithm can resist the statistic attacks.

4.6 Differential Attack

The number of pixels change rate (NPCR) and the unified
average changing intensity (UACI) for the cipher images
are generally applied to evaluate the number of pixels
change rate. C1(i, j ) and C2(i, j ) stand for two cipher
images which corresponding plain images are only one
pixel value difference.

NPCR =

M−1∑
i=0

N−1∑
i=0

D(i,j)

M×N × 100%

D(i, j) =

{
0, C1(i, j) = C2(i, j)
1, C1(i, j) 6= C2(i, j)

UACI = 1
M×N

[
M−1∑
i=0

N−1∑
i=0

|C1(i,j)−C2(i,j)|
255

]
× 100%,

(14)
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(a) (b) (c)

(d) (e) (f)

Figure 3: (a) plain image Lena-R, (b) plain image Lena-G, (c) plain image Lena-B, (d) the histogram of the plain
image Lena-R, (e) the histogram of the plain image Lena-G, (f) the histogram of the plain image Lena-B

(a) (b) (c)

(d) (e) (f)

Figure 4: (a) The encrypted image Lena-R, (b) The encrypted image Lena-G, (c) The encrypted image Lena-B,
(d) the histogram of the encrypted Lena-R, (d) the histogram of the encrypted Lena-G, (f) the histogram of the
encrypted Lena-B.

Table 7: The related correlation coefficient between plain-image and cipher image

Scan direction
Lena

Plain image Cipher image
R G B R G B

Horizontal 0.9828 0.9725 0.9725 0.0095 0.0183 0.0034
Vertical 0.9689 0.9700 0.9486 -0.0026 0.0001 -0.0035
Diagonal 0.9704 0.9585 0.9585 0.0078 -00039 0.0052
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(a) (b) (c)

(d) (e) (f)

Figure 5: Distribution of two horizontally adjacent pixels in the plain image of Lena in the (a) red, (b) green, (c)
blue components. The distribution of two horizontally adjacent pixels in the cipher-image of Lena in the (d) red, (e)
green, (f) blue components.

where M and N are the width and height of the cipher
image, respectively. In order to evaluate the plain im-
age sensitivity of the proposed algorithm, one pixel ran-
domly selected from the plain image is changed. Two
cipher images are generated by encrypting the plain and
the modified plain images using the proposed algorithm.
The UPCR and UACI between the two cipher images are
listed in Table 8 (The experiment is performed over 100
times.). So we can see that the NPCR and UACI are
extremely close to the expected values, so the proposed
algorithm has the ability to resist the differential attack.

4.7 Data Loss Attack

An ideal cryptosystem should be against data loss attack
through transmission and storage. The size of 64*64,
128*128, 256*128 are deleted from the cipher image to
evaluate the robustness of the proposed algorithm against
the cropping attack, which are shown in Figure 6 (a)-(c).
The corresponding decrypted images are shown in Fig-
ure 6 (d)-(f) can still be recognizable. So we prove that
the proposed algorithm has the ability to resist the data
loss attack.

5 Comparison

To demonstrate its superiority, the proposed cryptosys-
tem is compared with the existing image encryption tech-
niques towards some performance indicators, as in Ta-
bles 6 and 8. For key space analysis, it is sufficiently
large to resist the exhaustive attack. The correlation co-
efficients of our cryptosystem are more close to 0 than

the encryption methods [5, 25, 28, 32], which reveals that
the cryptosystem withstands the statistical attack bet-
ter. The information entropy in this paper is higher com-
pared with those in [2, 23, 39]. Table 8 exhibits that the
NPCR, UACI values of the proposed cryptosystem are
close to the ideal values, meaning the image cryptosys-
tem with the ability to against the known-plaintext and
the chosen-plaintext attacks.

6 Conclusions

In proposed algorithm, a robust image encryption algo-
rithm established on the spatiotemporal chaotic system
and DNA operation is proposed. We proposed TSS com-
bined with CML to make up a new spatiotemporal chaos
for generating more random sequences. In the DNA oper-
ation process, adding the DNA XNOR operation, through
this improvement, not only improve the randomness of the
encryption,but also enhance the pixels diffusion effect. In
order to guarantee the sensitivity of the cryptosystem, the
algorithm randomly determine the DNA encode rules and
DNA operation which is decided by one-dimensional lo-
gistic map. Through the experimental result and security
analysis, we find that our algorithm has good encryption
effect, larger secret key space and high sensitive to the
secret key. Furthermore, the proposed algorithm also can
resist most known attacks, such as statistical analysis and
exhaustive attacks. All these features show that our al-
gorithm is very suitable for digital image encryption.
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Table 8: Results of NPCR and UACI

Image
NPCR UACI

R G B R G B
Our (Lena) 99.6395 99.6378 99.6564 33.6875 33.4883 33.4796

Our (Peppers) 99.6404 99.6299 99.6283 33.3998 33.5734 33.5387
[5] 99.60 99.60 99.59 33.52 33.49 33.38
[25] 99.6086 99.6086 99.6086 33.5000 33.5000 33.5000
[32] 99.61 99.61 99.61 33.38 33.38 33.38
[28] 99.5862 99.2172 98.8479 33.4834 33.4639 33.2689

(a) (b) (c)

(d) (e) (f)

Figure 6: The encrypted Lena with (a) 1/16, (b) 1/4, (c) 1/2 data cropping; corresponding decrypted images (d)-(f)
from (a)-(c).
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