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Abstract

Over the past few years a number of research papers about
reversible watermarks has been produced. Reversible wa-
termarking is a novel category of watermarking schemes.
It not only can strengthen the ownership of the original
media but also can completely recover the original me-
dia from the watermarked media. This feature is suitable
for some important media, such as medical and military
images, because these kinds of media do not allow any
losses. The aim of this paper is to define the purpose of
reversible watermarking, reflecting recent progress, and
provide some research issues for the future.

Keywords: Copyright protection, reversible watermarking,
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1 Introduction

Digital watermarking has been widely used to protect the
copyright of digital images. In order to strengthen the in-
tellectual property right of a digital image, a trademark of
the owner could be selected as a watermark and embedded
into the protected image. The image that embedded the
watermark is called a watermarked image. Then the wa-
termarked image could be published, and the owner can
prove the ownership of a suspected image by retrieving
the watermark from the watermarked image. According
to the retrieved results, we can determine the ownership
of the suspected image. Generally, a practical and useful
watermarking scheme has to meet the following require-
ments [26].

1) Robustness:
A watermarking scheme should resist destruction

from standard image processing and malicious at-
tacks. For example, watermarked images may be
compressed before transmitting or storing it. Thus,
the watermarked image has to survive the legitimate
usage such as lossy compressions, conversions, re-
samples, and other non-malicious operations. On
the other hand, the watermarked image may be in-
curred in several of the intentional or the uninten-
tional attacks to try to remove the embedded water-
mark. A robust watermarking scheme has to ensure
the retrieved watermark is recognized, when the im-
age quality does not get seriously harmed. Without
robustness, an embedded watermark can be removed
easily even in a legal procedure, and is unable to be
proven.

2) Imperceptibility:
A watermark can be embedded into an image as ei-
ther visible or invisible. The visible watermark is
perceptible and is just like noise. It mostly can be
removed by a noise removing process. In order to
decrease the risk of cracking, most of the proposed
watermarking schemes are invisible. On the other
hand, the quality of the watermarked image is also
important. If the watermark embedding process se-
riously affects the quality of the watermarked image,
the watermarked image will draw the attention of at-
tackers or even lose its value. Therefore, the quality
between the original image and the watermarked im-
age should not be seriously degraded. The property
is called imperceptibility.

3) Readily Embedding and Retrieving:
The watermark must be able to be easily and securely
embedded and retrieved by the owner. Therefore,
the overheads of embedding process and retrieving
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Figure 1: Flowcharts of conventional and reversible watermarking schemes

process should be limited in a reasonable range.

In recent years a special kind of digital watermarking
is discussed widely, called reversible watermarking. It not
only provides the protection of the copyright by embed-
ding the assigned watermark into the original image but
also can recover the original image from the suspected im-
age. The retrieved watermark can be used to determine
the ownership by comparing the retrieved watermark with
the assigned one. Similar to conventional watermarking
schemes, reversible watermarking schemes have to be ro-
bust against the intentional or the unintentional attacks,
and should be imperceptible to avoid the attraction of
attacks and value lost. Therefore, the reversible water-
marking also has to satisfy all requirements of the conven-
tional watermarking such as robustness, imperceptibility,
and readily embedding and retrieving.

Except for these requirements, reversible watermarking
has to grantify the following two additional requirements.

1) Blind:
Some of the conventional watermarking schemes re-
quire the help of an original image to retrieve the em-
bedded watermark. However, the reversible water-
marking can recover the original image from the wa-
termarked image directly. Therefore, the reversible
watermarking is blind, which means the retrieval pro-
cess does not need the original image.

2) Higher Embedding Capacity:
The capable size of embedding information is defined
as the embedding capacity. Due to the reversible
watermarking schemes having to embed the recov-
ery information and watermark information into the
original image, the required embedding capacity of
the reversible watermarking schemes is much more
than the conventional watermarking schemes. The
embedding capacity should not be extremely low to
affect the accuracy of the retrieved watermark and
the recovered image.

The procedure of conventional and reversible wa-
termarking schemes can be illustrated by using the
flowcharts in Figure 1. The steps of conventional water-
marking and reversible watermarking are similar except
there is an additional function to recover the original im-
age from the suspected image. Therefore, the reversible
watermarking is especially suitable for the applications
that require high quality images such as medical and mil-
itary images.

In addition, there are two research fields often con-
nected with digital watermarking: data hiding (steganog-
raphy) [9] and image authentication [7]. The purpose of
data hiding is using the cover image to conceal and trans-
mit the secret information. And the purpose of image
authentication is to verify the received image whether it
be tampered or not. In order to achieve the goals, the
data hiding scheme should have a large embedding ca-
pacity to carry more secret information, and it has to be
imperceptible to keep the secret undetectable. The image
authentication schemes also require embedding some in-
formation into the protected image, and also has to keep
the imperceptibility between the preprocess image and
processed image.

As in the definition, the goals of the reversible water-
marking are to protect the copyrights and can recover the
original image. The robustness, imperceptibility, high em-
bedding capacity, readily embedding and retrieving, and
blind are the basic criterions of the reversible watermark-
ing. A reversible data hiding scheme and a reversible
image authentication scheme can be also defined as the
schemes which can recover the original image from the
embedded image. Schemes for digital images are focused
in this paper since most of the reversible watermarking
schemes are developed for digital images currently.

So far, there are several reversible watermarking
schemes which have been proposed [1, 4, 8, 12, 14, 15,
16, 17, 18, 19, 23, 25, 28, 30, 34, 35, 36]. In order to in-
troduce the current researches of reversible watermarking
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(a) The embedding process

(b) The retrieving and recovering processes

Figure 2: The illustrations of Celik et al.’s lossless generalized-LSB data hiding scheme

clearly, we classify the reversible watermarking schemes
into three classifications:

1) The schemes by applying data compression, such as
[4, 5, 6, 10, 11, 12, 13, 14, 17, 30, 31].

2) The schemes by using difference expansion, such as
[1, 2, 3, 19, 20, 21, 22, 23, 24].

3) The schemes by using histogram bin exchanging,
such as [8, 18, 27, 28, 33, 34].

The detailed descriptions of the three types are intro-
duced in Sections 2, 3, and 4, respectively. The features
and comparisons are analyzed in Section 5. Some research
issues are discussed in Section 6, and the conclusions are
in Section 7.

2 Reversible Watermarking

Schemes by Applying Data

Compression

In order to recover the original image from the water-
marked image, an intuitional strategy is to embed the re-
covery information into the original image. Except for the
recovery information, we also have to embed the data of
watermark into the original image. Therefore, the capac-
ity of the embedded information is much more than the
conventional watermarking schemes. In order to embed
more data into the original image, a straight solution is to
compress the embedding data. There are several water-
marking schemes [4, 5, 6, 10, 11, 12, 13, 14, 17, 30, 31] ap-
plying data compression to reduce the size of embedding

data. In this type of reversible watermarking schemes,
we introduce a well-known scheme that was proposed by
Celik et al. in 2005 [4]. The details of the embedding
process of the scheme is described as follows.

1) Every pixel is quantified by using the following L-
level scalar quantization, and the corresponding re-
mainders are generated:

QL(x) = L × b x
L
c.

For example, allow the 4 × 4 block of original image
be

H =









20 37 7 22
35 12 32 13
22 12 18 23
12 23 12 26









,

the watermark W be {10 0010 1011}2, and the pa-
rameter L = 5. Then the quantified image is

Q =









20 35 5 20
35 10 30 10
20 10 15 20
10 20 10 25









,

and the remainders are

R =









0 2 2 2
0 2 2 3
2 2 3 3
2 3 2 1









.
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Figure 3: Example of Celik et al.’s lossless generalized-LSB data hiding scheme

2) Using adapted CALIC lossless compression algorithm
[29, 32] to compress the remainders.

Continue the former example, it is assumed that the
16 remainders are compressed to 12 digit data and
denoted as {x0, x1, . . . , x11}. In the opposite direc-
tion, {x0, x1, . . . , x11} can be decompressed to the
original 16 remainders, too.

3) To concatenate the L-ary converted watermark in-
formation after the compressed remainders.

For the same example, watermark W is converted
from {10 0010 1011}2 to {4 2 1 0}5, and becomes
{x0, x1, . . . , x11, 4, 2, 1, 0}.

4) The watermarked image is generated by adding the
compressed data and the watermark to the quantified
image. Finally, we gain the watermarked image

H ′ =









20 + x0 35 + x1 5 + x2 20 + x3

35 + x4 10 + x5 30 + x6 10 + x7

20 + x8 10 + x9 15 + x10 20 + x11

10 + 4 20 + 2 10 + 1 25 + 0









.

In the retrieving and recovering process, the first step
of embedding process is applied again in the suspected
image. The first twelve digits of the remainders can be
decompressed to the 16 original remainders and the last
four bits is the hidden watermark. Therefore, the water-
mark can be retrieved to verify the ownership and the
original image can be recovered. The processes of this
scheme is shown in Figure 2 and the example is shown in
Figure 3.

Celik et al. also used this concept directly to pro-
pose an image authentication scheme [5] and data hid-
ing scheme [6]. Except for Celik et al., Fridrich et al.
[10, 11, 12, 13] also developed a serious of reversible
schemes by applying data compression. Xuan et al.
[30, 31] applied a similar concept to compress and replace
the high and middle frequency data transformed by using
wavelet transformation. Leest et al. [17] also proposed a
similar scheme in this area.

However, the robustness of this type of reversible wa-
termarking scheme is weak. Due to most data compres-
sion techniques which can not resist the distortions, any
loss of the compressed data may crash the whole embed-
ded data. Therefore, schemes belonging to this type lack
robustness and are usually designed for data hiding or
image authentication.

3 Reversible Watermarking

Schemes by Using Difference

Expansion

The second type of reversible schemes is using difference
expansion to embed information. So far, several schemes
[1, 2, 3, 19, 20, 21, 22, 23, 24] belong to this type. These
schemes usually generate some small values to represent
the features of the original image. Then, we expand (en-
large) the generated values to embed the bits of water-
mark information. The watermark information is usu-
ally embedded in the LSB parts of the expanded values.
Then the watermarked image is reconstructed by using
the modified values.

We introduce Tian’s scheme [22] to describe the con-
cept of this type. In Tian’s scheme, an integer transfor-
mation is defined as

l = b
(x + y)

2
c, (1)

where x and y are two adjacent pixels. The inverse integer
transformation can be represented as

x′ = l + b
(h + 1)

2
c, and (2)

y′ = l − b
h

2
c, (3)

where

h = x − y. (4)

The processes of Tian’s scheme are described as follows.
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Figure 4: Flowcharts of the Tian’s scheme

1) Calculating li and hi for the i-th pair of pixels, de-
noted as {xi, yi}, by using Equations 1 and 4.

For example, let x0 and y0 be 106 and 100. Then we

have l0 = b (106+100)
2 c = 103 and h0 = 106− 100 = 6.

2) Calculating h′

i = hi × 2 + wi, where wi is the corre-
sponding bit of watermark.

Using the same example in the above. If w0 = {0}2,
then h′

0 = 6 × 2 + 0 = 12. If w0 = {1}2, then h′

0 =
6 × 2 + 1 = 13.

3) The parameters li and h′

i are used to substitute for
the parameter li and hi in Equations 2 and 3 to get
xi

′ and yi
′.

Continuity, if the embedded bit of watermark is 1,

then x′

0 = l0 + b
(h′

0
+1)
2 c = 103 + b (13+1)

2 c = 110 and

y′

0 = l0 − b
h′

0

2 c = 103 − b 13
2 c = 97. Similarly, if

the embedded bit of watermark is 0, then x′

0 = l0 +

b
(h′

0
+1)
2 c = 103+b (12+1)

2 c = 109 and y′

0 = l0−b
h′

0

2 c =
103 − b 12

2 c = 97.

4) Repeat the former steps until all pixel pairs are pro-
cessed.

5) The watermarked image can be constructed by using
each x′

i and y′

i.

In Tian’s scheme, h represents the generated feature
of the original image and it is expanded to embed infor-
mation. The flowcharts of Tian’s scheme is illustrated in
Figure 4.

In the retrieval phase of this scheme, the corresponding
pixel pairs are collected again and substituted in Equa-
tions 1 and 4. For example, suppose that x′

0 = 110 and

y′

0 = 97, we get l0 = b
(x′

0
+y′

0
)

2 c = b (110+97)
2 c = 103 and

h′

0 = x′

0 − y′

0 = 110 − 97 = 13. Extracting the least sig-
nificant bit of h′

0 = 13 = {1101}2 and then we get the
corresponding watermark bit w0 = 1 and h0 = b 13

2 c = 6.

Finally the original pixels x0 = l0 + b (h0+1)
2 c = 103 +

b (6+1)
2 c = 106 and y0 = l0 − bh0

2 c = 103 − b 6
2c = 100 are

calculated from Equations 2 and 3.
However, embedding data in the expansions may cause

overflow problems in this type. For example, suppose that
x = 200 and y = 10, we get l = 105, h = 190, and
h′ = 380 or 381. The modified pixel value x′ becomes

105 + b 380
2 c = 295 or 105 + b 381

2 c = 295. It is clear that
the value is invalid. Therefore, a threshold to prevent
the value from overflow is necessary. However, it causes
another problem. For example, suppose that a threshold
is 10 and h0 = 6. Thus, h′

0 may becomes h′

0 = 12 or
13. In the retrieving phase, suppose that a value h′

0 = 12
is received. There are two possible situations h0 = 6
(embedded) or h0 = 12 (not embedded). Therefore, we
need additional information to determine whether the pair
of pixels is embedded. Alattar [1] named the additional
information the location map and embedded it back into
the watermarked image.

By elaborately design or location map, Alattar’s
scheme [1] uses different integer transformation consid-
ering all cases without exceptions. Zhang and Wang [36]
directly use the integer wavelet transformation with differ-
ence expansion, and Thodi and Rodriguez [19, 20] apply
the error prediction process of JPEG-LS and expand the
predicted errors to embed information.

Most schemes of this type are pixel wise or block based
in which loss of data doesn’t affect the next one. How-
ever, the completeness of location map is destroyed, caus-
ing mismatching to all the latter pixels. Therefore, the
schemes of this type are also fragile under attacks.

4 Reversible Watermarking

Schemes by Using Histogram

Bin Shifting

The former two types of reversible watermarking are not
robust under image processing and distortions. In order
to enhance the robustness of the reversible watermark-
ing, the embedding target is replaced by the histogram of
a block. There are several schemes [8, 18, 27, 28, 33, 34]
belonging to this type. We introduce the Vleeschouwer et
al.’s circular interpretation scheme [27] to wrok out the
concept of this type. In Vleeschouwer et al.’s scheme,
the original image is segmented into several blocks of
the neighbor pixels, and the embedding processes are de-
scribed as follows.

1) For each block B, we randomly separate B into two
zones Za and Zb, and calculate the two corresponding
histograms of pixel values, Ha and Hb. For example,



International Journal of Network Security, Vol.2, No.3, PP.161–171, May 2006 (http://isrc.nchu.edu.tw/ijns/) 166

(a) Embedding process

(b) Restore and recovering process (c) Restore and recovering process

Figure 5: Example of Vleeschouwer et al.’s scheme

in Figure 5(a) it is assumed that an original image
block is separated into two zones Za and Zb and then
two histograms Ha and Hb for pixel values in zones
Za and Zb are built, respectively.

2) If the corresponding bit of watermark is 1, we down-
grade every bin in Hb except in shifting the lowest bin
to the highest one. If the corresponding bit of water-
mark is 0, we upgrade the bins except in shifting the
highest to the lowest one. The embedded results are
shown in Figures 5(b) and 5(c), where the bins are
shifted.

3) Repeat the former steps until all blocks are processed.

From the characteristics of the images, the neighboring
pixels are usually similar to each other. Therefore, Ha and
Hb should also be similar for most of the image blocks. In
normal cases, it is assumed that the peak bin of Za and
Zb are the same.

In cases in which the highest and lowest bins are shifted
to the other side may cause a huge distortion. For exam-
ple, the white background may become black. Therefore,
Vleeschouwer et al. [28] proposed an improved version of
circular reversible watermarking scheme by using the bi-
jective transformations shown in Figure 6. The improved
bijective transformation shifts two bin regions at most
and avoid the extreme distortion.

Some schemes [18, 30, 31] developed another histogram
technique that embed information only in the peak bin
pixels. Although these schemes need additional side infor-
mation to retrieve the watermark and recover the original

image, they provide a higher quality of the watermarked
image. Yang et al. [33, 34] also proposed another his-
togram expansion model to increase the embedding ca-
pacity. Chang et al. [8] applied a similar idea to propose
a reversible scheme for VQ compressed images.

Generally, most schemes in this type are block-based
embedding and thus they have the ability to resist some
attacks. The embedding capacity in this type is lower but
the robustness is the major advantage of this type.

5 Discussions

In this section, we discuss the properties of the three types
of reversible watermarking schemes. Usually, higher em-
bedding capacity usually comes along with a higher dis-
tortion. Therefore, based on the watermarked images
with the similar image quality, we compare the embed-
ding capacity with the three types by using the three
standard test images, “F-16”, “Mandrill”, and “Lena”,
as shown in Figure 7. The PSNR (Peaks of the Signal-
to-Noise Ratio ) is a popular index term to evaluate the
difference between the pre-processing image and the post-
processing image. A larger value of PSNR means that the
watermarked image has a better quality, the difference be-
tween the original image and the watermarked image is
imperceptible.

For a similar quality of watermarked images, the em-
bedding capacity of the first type directly depends on the
compression rate. The best experimental result of this
type appears in Celik et al.’s scheme [4] of which the
highest embedding capacity is 13% for F-16 image and
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(a) Vleeschouwer et al.’s first circular transformation

(b) Vleeschouwer et al.’s improved circular transformation

Figure 6: Vleeschouwer et al.’s circular transformations

the lowest embedding capacity is 2.2% for Mandrill im-
age with PSNR = 31.9 dB.

The embedding capacity of second type depends on
the expanded data and the techniques of recording the
location map. In Alattar’s scheme [1], the capacity is 27%
(2.17 bpp) for Lena image with PSNR = 31.78 dB and is
12% (0.98 bpp) for Mandrill image with PSNR = 30.19
dB. We found that the embedding capacity is relatively
higher than the other types.

Due to the block-based properties, the embedding ca-
pacity of the third type is much lower than the other
types. Except Yang et al.’s schemes [33, 34] reached about
4% for a sharpened Mandrill image with the PSNR value
about 30 dB, other schemes in this type are almost lower
than 1%.

The major operation of the first type is data compres-
sion. Thus, the complexity of the first type depends on the
data compression techniques. In the second and the third
types, there is no such complicated operation. Therefore,
the complexity of the second type and the third type are
relatively lower than the first.

As mentioned in Section 2, most compressed data can
be decompressed only from complete data. Therefore,
the schemes in the first type have to apply the addi-
tional techniques like spread-spectrum, error-correction,
or other methods to enhance robustness. Unfortunately,
these techniques will decrease the embedding capacity in
the first type. Therefore, this additional technique must
be worth the sacrifice, and the schemes are not robust
against image processes and attacks.

Although a partial distortion will not affect undam-
aged regions in the schemes of the second type, the lo-
cation map must correctly indicate the embedding cases.
Any loss of the location map will mess up the latter veri-
fications. Therefore, the situation is similar to the former
one, and the second type is not robust.

The schemes in the third type only need to recognize
the correct bins for the watermarked pixels. For this rea-
son, the retrieved results are still correct with a slight
distortion that doesn’t force the pixel away from the orig-
inal bin.

From the above discussions, we found that the schemes
in the first and second types do not provide any robust-
ness. Only the schemes in the third type meets the re-
quirement of robustness, and it can completely achieve
the requirements of the reversible watermarking.

6 Research Issues

It is clear from the comparisons in Section 5 that the
embedding capacity and the robustness are the two ma-
jor challenges of reversible watermarking. Furthermore,
many of the conventional watermarking schemes are em-
bedding watermarks in frequency domains. In general,
the advantages of embedding watermarks in frequency
domains are naturally resisting some attacks, immuned
to several destruction, or others. But the existing re-
versible watermarking schemes did not fully utilize the
advantages. Therefore, we provide the following three re-
search issues.

1) Providing a higher embedding capacity.
Although capacity is indeed not the necessary re-
quirement of watermarking schemes, but higher ca-
pacity is one of the ultimate goals. There’s still room
for reversible watermarking schemes to improve this
terminology.

2) Providing a higher robustness.
The reversible watermarking schemes using his-
togram bin shifting can resist several attacks, but
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(a) F-16 (b) Mandrill (c) Lena

Figure 7: Three standard test images

the requirements for realistic applications are strict
with more challenges.

3) Use the advantage of frequency domains.
We thought it could be an opportunity to raise the
practicability by this direction.

7 Conclusions

In this paper, the reversible watermarking schemes are
defined and introduced. In order to work out the features
of reversible watermarking schemes, we particularly clas-
sified the existing reversible watermarking schemes into
three types. They are the schemes which apply data com-
pression, by using difference expansion, and the schemes
by using histogram bin shifting. The three types are an-
alyzed and compared to introduce the current status of
reversible watermarks.

In the schemes by applying data compression, a proper
design of compression method is important. The existing
schemes belong to this type lacking robustness because
the applied compression methods can not resist the dis-
tortions. The formula to produce the difference and the
techniques to handle location map are still under devel-
opment in reversible watermarking schemes by using dif-
ference expansion. The schemes belong to this type are
also weak in robustness because the destroyed location
map will cause mismatching. The type of histogram bin
shifting is different from the previous two types with ro-
bustness. Reversible watermarking schemes are still in
development and have dramatically potential possibilities.
From this paper, we hope to provide an overall introduc-
tion of reversible watermarking, and give a proper cause
to commence the research in this fascinating area.
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