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#### Abstract

Finding a shorter addition/subtraction-chain for an integer is an important problem for many cryptographic systems based on number theory. Especially, execution time of multiplication on an elliptic curve cryptosystem is directly proportional to the length of the addition/subtraction-chain. In this paper, we propose an algorithm to find an addition/subtraction-chain. The proposed algorithm is based on the small-window method, and reduces the number of windows by using subtractions. We show the proposed algorithm finds the shorter addition/subtraction-chain than what can be found by any other previous algorithm.
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## 1 Introduction

Since Diffie and Hellman had proposed public-key cryptography in 1976, many cryptosystems based on number theory have been developed [3, 4]. They have to deal with large numbers as 512-bit integers to gain acceptable security. As it takes much time to deal with such large numbers on current computer systems, we need algorithms which can execute cryptographic functions fast. Modular exponentiation in RSA and multiplication on an elliptic curve cryptosystem are ones of such operations $[6,9,10]$.

A modular exponentiation is composed of many modular multiplications. An addition-chain is used to represent the computation sequence of modular multiplications for a modular exponentiation. A shorter addition-chain means faster execution of the corresponding modular exponentiation, because there is one-to-one relationship between an element of the addition-chain and a modular multiplication in the process of the modular exponentiation.

Also, an addition-chain is used to reduce the execution
time when we calculate the $d$ multiple of a point $P$, that is $d \cdot P$, on an elliptic curve cryptosystem. Calculation of $d \cdot P$ is composed of repetition of additions and computation sequence of additions can be represented by an addition-chain. On an elliptic curve cryptosystem, subtraction of a point from another point requires the same time as the corresponding addition, because negation of a point is very easy. Therefore, we can use subtractions when we find the computation sequence of a multiplication over elliptic curves. That computation sequence can be represented as an addition/subtraction-chain. An addition/subtraction-chain of length $l$ for an integer $n$ is a sequence of integers $a_{0}, a_{1}, \ldots, a_{l}$ satisfying $a_{0}=1, a_{l}=n$, and $a_{i}= \pm a_{j} \pm a_{k}$, where $0 \leq j \leq k<i \leq l$.

Many researchers have studied about addition(/subtraction)-chains for their cryptographic importance $[1,2,7,9,13,14,15]$. In these researches there are some remarkable investigations. Downey et al. proved that finding the shortest addition-chain containing a set of integers is an NP-complete problem in [5]. Schonhage revealed the fact that the lower bound of the shortest length of an addition-chain for an integer $a$ is $\log a+\log \nu(a)-2.13$ in [11] $(\nu(a)$ is the number of 1 's in the binary representation of $a)$. Together with these studies, there are many proposals for addition-chain algorithms. The intuitive binary method has been used for a long time [8], and the modified binary method using modulo inverse of a number was proposed in [7] and [12]. Also, the simple and efficient small-window method is presented in [8]. Bos and Coster proposed the large-window method using some heuristics [1]. Yacobi proposed a modified m-ary algorithm which uses similarities between data compression and operation that deals with large numbers in [15]. Koyama and Tsuruoka proposed a signed binary window method in [9]. There is performance comparison of these various algorithms in Table 1.

In this paper, we propose an algorithm to find an addition/subtraction-chain. The proposed algorithm is
based on the small-window method, and reduces the number of windows by using subtractions. We show the proposed algorithm finds the shorter addition/subtractionchain than what can be found by any other previous algorithm.

Composition of this paper is as follows. In Section 2, we propose an addition/subtraction-chain algorithm. In Section 3, we calculate the length of the chain which is found by the proposed algorithm. In Section 4, we compare the performance of the proposed algorithm with those of previous addition/subtraction-chain algorithms. Finally, we conclude in Section 5.

## 2 Algorithm

In this section, we propose an addition/subtraction-chain algorithm. First, we explain the small-window method [8] briefly, because our algorithm is based on it. And then, we explain our algorithm.

### 2.1 Small-Window Method

With the small-window method, we write a number in the binary scale, and split it in many small pieces(windows). After that, we find the addition-chain by merging those windows.

For example, we find the addition-chain for a small integer " $3584965235_{10}$ " with the small-window method. The binary representation of " $3584965235_{10}$ " is as follows:

## 11010101101011100011101001110011.

We can divide it into the following partition with windows of which maximum size is 4 .

$$
\underline{1101} 0 \underline{1011} 0 \underline{1011} \underline{1} 000 \underline{111} 0 \underline{1001} \underline{11} 00 \underline{11}
$$

First, all values that a window may have should be included in the addition-chain. That is, $\{1,2,3,5,7, \ldots, 13,15\}$ should be included. Note that 2 must be included in the set, since we are not able to calculate $3,5,7, \ldots, 13,15$ without it.

We start with the first(from the left) window "1101". First, we shift " 1101 " five times to the left. Then, it becomes "1101 00000 ". In this process, $\{13 \times 2,13 \times$ $\left.2^{2}, 13 \times 2^{3}, 13 \times 2^{4}, 13 \times 2^{5}\right\}$ is inserted into the additionchain. Second, we add the second(from the left) window " $1011 "$ to "1101 00000". Then, it becomes "1101 0 1011", which corresponds to the most significant 9-bit-string of the number of which addition-chain we want to find. The decimal number equivalent to it, $427_{10}\left(=13 \times 2^{5}+11\right)$, is inserted into the addition-chain.

We call the process explained in the above paragraph window merge. Merging all eight nonzero windows, we can get an addition-chain. This procedure of finding an addition-chain with the small-window method is described in C-like pseudo-code in Algorithm 2.1.

We calculate the length of the addition-chain found above by counting the elements in the addition-chain.

First, $9\left(=2^{4-1}+1\right)$ elements are inserted into the chain, because a window of which maximum size is 4 may have an odd integer smaller than $16\left(=2^{4}\right)$ and 2 should be included in the addition-chain to calculate these integers. Second, 28(=32-4) elements are inserted into the chain, because the first window should be shifted 28 times to the left and one shift means that one element should be inserted into the chain. Third, $7(=8-1)$ elements are inserted into the chain, because the number of windows is 8 and merging two windows means that one element should be inserted into the chain. The number of all elements in the addition-chain is $44(=9+28+7)$, and the length of chain is the number of elements in the chain minus one [8]. Therefore, the length of the addition-chain found in the example is 43 .

Algorithm 2.1. Let $a\left(=e_{n-1} e_{n-2} \cdots e_{1} e_{0}, \quad e_{i}=\right.$ 0 or $1,0 \leq i<n$ ) be the number of which additionchain we want to find, and let $k$ be the window size. In this algorithm, $\alpha$ is the addition-chain represented as a set, $w_{j}$ means each window, '|' concatenation.

```
Small_Window( \(a, k\) )
\{
        \(\alpha=\left\{1,2,3,5,7,9, \ldots, 2^{k}-1\right\} ;\)
        \(i=n-1 ; p=0\);
        while \((i \geq 0)\) \{
            \(w_{p}=e_{i} e_{i-1} e_{i-2} \cdots e_{i-k+1} ;\)
            \(i=i-k\);
            for \(\left(; e_{i}==" 0 " ; i--\right) \quad w_{p}=w_{p} \mid e_{i} ;\)
            \(p++\);
        \}
```

```
/*Now, \(a=w_{0} w_{1} \cdots w_{p-2} w_{p-1}, w_{i}=e_{i, s_{i}-1} e_{i, s_{i}-2}\)
\(\cdots e_{i, 1} e_{i, 0}, 0 \leq i<p, k \leq s_{i} * /\)
    while \(\left(w_{0}>2^{k}\right) \quad w_{0}=w_{0} / 2\);
        \(i f\left(w_{0}==\right.\) even \()\)
        \(\alpha=\alpha \cup\left\{w_{0}-1, w_{0}, 2^{1} \times w_{0}, 2^{2} \times w_{0}\right.\),
        \(\left.\cdots, 2^{s_{0}-k} \times w_{0}\right\} ;\)
        else
        \(\alpha=\alpha \cup\left\{w_{0}, 2^{1} \times w_{0}, 2^{2} \times w_{0}, \ldots, 2^{s_{0}-k} \times w_{0}\right\} ;\)
        \(a c=2^{s_{0}-k} \times w_{0}\)
        for \((i=1 ; i<p ; i++)\{\)
        while \(\left(w_{i}==\right.\) even \() \quad w_{i}=w_{i} / 2\);
        \(\alpha=\alpha \cup\left\{2^{1} \times a c, 2^{2} \times a c, \ldots, 2^{\left\lfloor\log w_{i}\right\rfloor+1} \times a c\right\} ;\)
        \(a c=2^{\left\lfloor\log w_{i}\right\rfloor+1} \times a c+w_{i} ;\)
        \(\alpha=\alpha \cup\left\{a c, 2^{1} \times a c, 2^{2} \times a c\right.\),
        \(\left.\cdots, 2^{s_{i}-\left\lfloor\log w_{i}\right\rfloor-1} \times a c\right\} ;\)
        \(a c=2^{s_{i}-\left\lfloor\log w_{i}\right\rfloor-1} \times a c\)
        \}
\}
```


### 2.2 Proposed Algorithm

In this section, we explain our addition/subtraction-chain algorithm. It is based on the small-window method, and reduces the number of windows.

### 2.2.1 Basic Idea

We show the basic idea of the proposed algorithm with a very small example. Let the window size 3 . To find an addition-chain for an integer " $1387_{10}$ ", we write it in the binary scale and split it in many windows. The result is


$$
\left(\left(\underline{101} \times 2^{3}+\underline{11}\right) \times 2^{4}+\underline{101}\right) \times 2^{1}+\underline{1} .
$$

8 shifts and 3 window merges are required to find the chain, and the length of the resulting chain is $15(=5+$ $8+3-1$ ). The resulting chain can be enumerated as follows:
$\underline{1,2,3,5,7}, 10,20,40,43,86,172,344,688,693,1386,1387$.
The underlined elements in the above chain are ones which are prepared in advance, because the window may have those values. Although some of them are needless in this example, they must be included since we have to deal with large numbers as 512-bit integers in real environment.

If subtractions are permitted, we can obtain a shorter chain(addition/subtraction-chain). "1011"(the least significant 4 bits of the binary representation of " $1387_{10}$ ") equals to " $10000-101$ ". Therefore, the window partition can be converted into "101 $0 \underline{111} 0 / \underline{101 "}$ ("/" means that we must subtract the value of the succeeding window of the slash from that of the preceding window when we merge windows later). Note that the third window(from the left) starts from the fourth bit from the leftmost bit of the second window, and that the value of the second window is incremented by one. Also, note that three bits from the start bit of the third window are 2's complemented. It can be represented as follows:

$$
\left(\underline{101} \times 2^{4}+\underline{111}\right) \times 2^{4}-\underline{101} .
$$

The number of window merges required is reduced by one, and the length of the resulting chain becomes $14(=5+8+$ $2-1$ ). The resulting chain can be enumerated as follows:
$\underline{1,2,3,5,7}, 10,20,40,80,87,174,348,696,1392,1387$.
Now, we can formulate our idea, which is as follows:
If the $(k+1)$-th bit from the leftmost bit of the $i$-th window is 1 , the $(i+1)$-th window can start from the $(k+2)$-th bit, where $k$ is the window size.

This observation can be generalized easily.
If all bits from the $(k+1)$-th bit(from the leftmost bit of the $i$-th window) to the $(k+j)$-th bit are 1 , the $(i+1)$-th window can start from the $(k+j+1)$-th bit, where $k$ is the window size.

### 2.2.2 Small Example

We explain our algorithm with the example that we used in Section 2.1 for comparison. Let the window size 4. We split the binary representation of " $3584965235_{10}$ " in windows. The intermediate result is as follows:
$1101010110 \underline{1011} 100011101001110011$.
Here, the 5 -th bit from the leftmost bit of the third window is 1 . Therefore, the value of the third window is incremented by one, and the fourth window starts from the 6 -th bit from the leftmost bit of the third window. Four bits from the start bit are 2's complemented. The resulting partition is as follows:

$$
\underline{1101} 0 \underline{1011} 0 \underline{11} 000 / \underline{1111} 1101001110011 .
$$

Again, the 5 -th bit and 6 -th bit from the leftmost bit of the fourth window are all 1 . Therefore, the value of the fourth window(equals to -15 ) is incremented by one, and the fifth window starts from the 7 -th bit from the leftmost bit of the fourth window. Bits from the 7 -th to the 10 -th from the leftmost bit of the fourth window are 2's complemented. The resulting partition is as follows:

$$
\underline{1101} 0 \underline{1011} 0 \underline{11} 000 / \underline{111} 000 / \underline{11} 001110011 .
$$

The same process makes the following result:

$$
\underline{1101} 0 \underline{1011} 0 \underline{11} 000 / \underline{111} 000 / \underline{1011} 000 / \underline{1101} .
$$

The method of obtaining an addition/subtractionchain from this window partition is much the same as that of the small-window method. The only difference is that when a slash appears in the process of window merge, we subtract the value of the succeeding window instead of adding it. The procedure explained until now is described in Algorithm 2.2 in $C$-like pseudo-code.

We calculate the length of the addition/subtractionchain found above, and compare it with that of the small-window method in Section 2.1. The number of elements prepared in advance and the total number of shifts are the same as those of the small-window method, so these are 9 and 28 respectively. The number of windows is different. It is 6 which is smaller than that of the small-window method by 2 . Therefore, the total length of the addition/subtraction-chain obtained above is $41(=9+28+5-1)$. It is smaller than that of the smallwindow method by the difference in the number of windows.

### 2.2.3 Complexity

We briefly show the complexity of the proposed algorithm. In Algorithm 2.2, our pseudocode scans the input bit string $a$ once(lines from 5 to 18), and then scans windows once(lines from 25 to 33 ). The number of bits in $a$ is $\lfloor\log a\rfloor+1$, and the number of windows is less than that. Therefore, the complexity of the proposed algorithm is $O(\log a)$, which is the same as that of Algorithm 2.1.

Algorithm 2.2. Let $a\left(=e_{n-1} e_{n-2} \cdots e_{1} e_{0}, \quad e_{i}=\right.$ 0 or $1,0 \leq i<n$ ) be the number of which an addition/subtraction-chain we want to find, and let $k$ be the window size. In this algorithm, $\alpha$ is the addition/subtraction-chain represented as a set, $w_{j}$ means each window, and '|' concatenation.

```
\(\operatorname{Proposed}(a, k)\)
\{
    \(\alpha=\left\{1,2,3,5,7,9, \ldots, 2^{k}-1\right\} ;\)
    \(i=n-1 ; p=0\);
    while \((i \geq 0)\) \{
        \(w_{p}=e_{i} e_{i-1} e_{i-2} \cdots e_{i-k+1} ;\)
        \(i=i-k ; s u b[p]=F A L S E ;\)
        \(i f\left(e_{i}==" 1 "\right)\{\)
            \(w_{p}=w_{p}+1 ;\)
            \(i f\left(w_{p} \leq 2^{k-1}\right)\)
                \(\left\{w_{p}=2\right.\) 's complement of \(w_{p}\);
                \(\operatorname{sub}[p]=T R U E ;\}\)
            for \(\left(; e_{i}==" 1 " ; i--\right) \quad w_{p}=w_{p} \mid 0 ;\)
        \}
        else \{
            \(i f\left(w_{p}<2^{k-1}\right)\)
                \(\left\{w_{p}=\right.\) 2's complement of \(w_{p}\);
                \(\operatorname{sub}[p]=T R U E ;\}\)
            for \(\left(; e_{i}==" 0 " ; i--\right) \quad w_{p}=w_{p} \mid e_{i} ;\)
        \}
        \(p++;\)
    \}
```

```
\(/{ }^{*}\) Now, \(a=w_{0} w_{1} \cdots w_{p-2} w_{p-1}, w_{i}=e_{i, s_{i}-1} e_{i, s_{i}-2}\)
    \(\cdots e_{i, 1} e_{i, 0}, 0 \leq i<p, k \leq s_{i}{ }^{*} /\)
    while \(\left(w_{0}>2^{k}\right) \quad w_{0}=w_{0} / 2\);
    \(i f\left(w_{0}==\right.\) even \()\)
        \(\alpha=\alpha \cup\left\{w_{0}-1, w_{0}, 2^{1} \times w_{0}, 2^{2} \times w_{0}\right.\),
        \(\left.\cdots, 2^{s_{0}-k} \times w_{0}\right\} ;\)
    else
        \(\alpha=\alpha \cup\left\{w_{0}, 2^{1} \times w_{0}, 2^{2} \times w_{0}, \ldots, 2^{s_{0}-k} \times w_{0}\right\} ;\)
    \(a c=2^{s_{0}-k} \times w_{0}\)
    for \((i=1 ; i<p ; i++)\{\)
        while \(\left(w_{i}==\right.\) even ) \(\quad w_{i}=w_{i} / 2\);
        \(\alpha=\alpha \cup\left\{2^{1} \times a c, 2^{2} \times a c, \ldots, 2^{\left\lfloor\log w_{i}\right\rfloor+1} \times a c\right\} ;\)
        \(a c=2^{\left\lfloor\log w_{i}\right\rfloor+1} \times a c\)
        \(i f(\operatorname{sub}[i]==T R U E) \quad a c=a c-w_{i}\);
        else \(\quad a c=a c+w_{i}\);
    \(\alpha=\alpha \cup\left\{a c, 2^{1} \times a c, 2^{2} \times a c, \ldots, 2^{s_{i}-\left\lfloor\log w_{i}\right\rfloor-1} \times a c\right\} ;\)
        \(a c=2^{s_{i}-\left\lfloor\log w_{i}\right\rfloor-1} \times a c\)
    \}
\}
```


## 3 Performance Analysis

In this section, we calculate the length of the addition/subtraction-chain which can be obtained with the proposed algorithm for both average-case and worstcase, where $a, n$, and $k$ have the following meanings.

- $a$ : an integer of which addition/subtraction-chain we want to find.
- $n$ : the number of bits required for binary representation of $a$, that is $\lfloor\log a\rfloor+1$
- $k$ : the window size


### 3.1 Average-Case

Elements in the addition/subtraction-chain obtained with the proposed algorithm are partitioned into the following three classes.

1) A set of integers which are prepared in advance: $1,2,3,5,7, \ldots, 2^{k}-1$.
2) A set of integers obtained by doubling elements in the addition/subtraction-chain found already, and the integer made by adding two elements in the first class.
3) A set of integers obtained by adding an element in the second class and one in the first class, or by subtracting an element in the first class from one in the second class.

Clearly, the number of elements in the first class is $2^{k-1}+$ 1. The number of elements in the second class is the same as the number of shifts needed during finding the chain. Therefore, we count the number of shifts. If the $k$-th bit from the leftmost bit is 1 , any extra addition is not needed because the value of the leftmost window is an odd integer larger than $2^{k-1}$ and it is included in the first class already. So, shifts are needed $n-k$ times during finding the addition/subtraction-chain. However, if the bit is 0 , extra one addition is needed because the corresponding value of the first k -bit-string is an even integer and it can be obtained by adding one to an element of the first class. So, shifts are needed $n-k+1$ times. As both probabilities that the $k$-th bit from the leftmost bit is 1 and 0 are $\frac{1}{2}$ respectively, shifts are needed $n-k+0.5$ times on the average. It is the average number of elements in the second class.

We count the average number of windows, because the number of elements in the third class equals to the number of windows minus one. First, we consider the interval between the $i$-th window and the $(i+1)$-th window. Whether the $(k+1)$-th bit from the leftmost bit of the $i$-th window is 0 or $1,(i+1)$-th window can start from the $(k+2)$-th bit. Therefore, the probability that the interval between the $i$-th window and the $(i+1)$-th window is larger than $k+1$ is 1 . It can be generalized. If bits from the $(k+1)$ th to the $(k+j+1)$-th are all 1 s or all 0 s , the $(i+1)$-th window can start from the $(k+j+2)$-th bit from the leftmost bit of the $i$-th window, where $j \geq 0$. Therefore, the probability that the interval between the $i$-th window and the $(i+1)$-th window is larger than $k+j+1$ is $2^{-j}$. The expected value of the interval between the $i$-th window and the $(i+1)$-th window is $k+2\left(=k+1+\sum_{j=1} 2^{-j}\right)$. This means that each window occupies $(k+2)$ bits on the average. Therefore, the average number of windows in the partition made by the proposed method is $n /(k+2)$, and the number of elements in the third class is $n /(k+2)-1$.

We have counted the number of elements in each class. As those three classes are disjoint, we can calculate the length of addition/subtraction-chain obtained with the proposed algorithm by simply summing those three numbers. It is as follows:

$$
2^{k-1}+n-k-0.5+\frac{n}{k+2} .
$$

### 3.2 Worst-Case

We consider the worst-case input when we find an addition/subtraction-chain for it. The number of elements in the first among three classes that we classified in Section 3.1 has no relation with the input integer. The number of elements in the second class is determined by only the size of the input integer. When the $k$-th bit from the leftmost bit is 0 , one additional element is required.

The number of elements in the third class is largely influenced by an input integer. The case that the bit string of the input integer is divided into the largest number of windows is the worst-case. As we explained in Section 3.1, the interval between the $i$-th window and the $(i+1)$-th window is $k+1$ at least. Therefore, if every window occupies $k+1$ bits, there are the largest number of windows. In this case, the average number of windows is $n /(k+1)$.

Now, we can compute the length of the addition/subtraction-chain found with the proposed algorithm in the worst-case. The number of elements in the first class is $2^{k-1}+1$, and in the second class is $n-k+1$. Because the number of elements in the third class equals to the number of windows minus one, it is $n /(k+1)-1$. Therefore, the length of the addition/subtraction-chain is as follows:

$$
2^{k-1}+n-k+\frac{n}{k+1} .
$$

## 4 Comparison

We compare the length of the addition/subtraction-chain found by the proposed algorithm with those that can be obtained by existing several methods, where $a, n$, and $k$ in this section have the same meanings as those used in Section 3.

First, we examine the performance of existing several methods. The average length of the addition-chain obtained with the binary method [8] is $\frac{3}{2} n-1.5$, and it is not longer than $2 n-2$ even in the worst-case. If we use the small-window method [2], we can obtain an addition-chain whose average length is $2^{k-1}+n-k-0.5+\frac{n}{k+1}$, which is not longer than $2^{k-1}+n-k+\frac{n}{k}$ even in the worst-case. Bos and Coster state that they can obtain the addition-chain whose average length is 605 for a 512 -bit integer with their heuristic algorithm in [1]. But, it is difficult to analyze the performance of their algorithm systematically because it uses heuristics. The addition/subtraction-chain obtained with the modified binary method [7, 12] guarantees that its length is not longer than $\frac{5}{3} n$, and has the


Figure 1: Comparison of lengths of addition/subtraction-chains
average length of $\frac{4}{3} n$. If we use the algorithm that Yacobi proposed in [15] we can obtain an addition-chain whose average length is $n-(\log n-\log \log n)+1.5\left(\frac{n}{\log n}+o\left(\frac{n}{\log n}\right)\right)$. The average length of the addition/subtraction-chain that can be obtained by Koyama and Tsuruoka's method [9] is $2^{k-1}+n-k+\frac{3}{4}+\frac{n+1 / 4}{k+3 / 2}$

The length of the addition/subtraction-chain found with the proposed algorithm and the lengths of addition/subtraction-chains obtained with methods examined above are appeared in Figure 4. X-axis indicates the size of an operand, $n$, and Y-axis indicates the length of an addition/subtraction-chain.

Table 1: Lengths of addition/subtraction-chains, when $n=512$

| Algorithm | Length |
| :--- | :--- |
| binary [8] | $766.5(1022)$ |
| modified binary [7, 12] | $681.7(768)$ |
| Yacobi's [15] [9] | $635.1(-)$ |
| small-window(5) [8] | $607.8(625.4)$ |
| large-window(11) [1] | $605(-)$ |
| Koyama's(5) [9] | $602.6(629)$ |
| proposed (5) | $\mathbf{5 9 5 . 6 ( 6 0 8 . 3 )}$ |

The concrete values for a 512-bit integer corresponding to Figure 4 are appeared in Table 1. The number between the parentheses on the algorithm column in Table 1 means the size of windows used, and that on the length column means the worst-case length. As we can see in Figure 4 and Table 1, the proposed algorithm finds the shorter addition/subtraction-chain than what can be found by any other existing method.

## 5 Conclusion

In this paper, we proposed an addition/subtraction-chain algorithm. The proposed algorithm is based on the clas-
sical small-window method, and uses a new window splitting mechanism.

Let $a$ be an integer of which addition/subtraction-chain we want to find, and $k$ be the window size. The average length of the addition/subtraction-chain which can be found with the proposed algorithm is as follows:

$$
2^{k-1}+\lfloor\log a\rfloor-k+0.5+\frac{\lfloor\log a\rfloor+1}{k+2}
$$

In the worst case, we guarantee the following length of the addition/subtraction-chain with our algorithm.

$$
2^{k-1}+\lfloor\log a\rfloor-k+1+\frac{\lfloor\log a\rfloor+1}{k+1}
$$

These are shorter average-case and worst-case lengths than those of any other existing addition /subtractionchain algorithm.
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