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Abstract

In order to obtain higher detection probability of the
GPS spoofing, a general identification scheme with de-
cision fusion is proposed. Firstly, the singular values of
the wavelet transformation coefficients of both spoofing
and genuine signal are computed and formed as the fea-
ture vectors. Then, the feature vectors are input into
three classifiers, which are the support vector machines
(SVM), the probabilistic neural networks (PNN) and the
decision tree (DT), respectively, for GPS spoofing iden-
tification. Finally, the results of the three classifiers are
fused with a K-out-of-N decision rule, and the final clas-
sification result is obtained. Simulation results exhibit
the effectiveness of the proposed scheme, whose detection
probability has increased by 3.75%, 5.06% and 12.36%
than that of the SVM, the PNN and the DT on average,
respectively. Moreover, the false alarm probability of the
proposed scheme is lower than that of the three classifiers.
In addition, the area under curve (AUC) is given to verify
the effectiveness and feasibility of the proposed method.
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1 Introduction

A GPS spoofing is an intentional jamming, which is very
similar to a true navigation signal. Spoofing interference
deceives a GPS receiver to capture the jamming signal,
which may cause serious security problems, such as er-
roneous synchronization time and false position, or no
information output [10]. The key task for GPS receiver
against spoofing is to identify it correctly. Existing works
focused on the detection of spoofing with many different
signal features, such as signal power, pseudorange mea-
surements [13], time of advent, signal parameters estima-
tion [6] etc. However, most of them applied only one clas-

sifier/detector. The utilization of multi-classifiers with a
decision fusion technique to further improve the detection
performance is ignored.

In this paper, several classifiers have been proposed
to detect spoofing attack, including the support vector
machines (SVM) [9], the probabilistic neural networks
(PNN) [11], and the decision tree (DT) [7], etc. Although
each classifier functions well, the detection performance
can be further improved. Seeking higher detection proba-
bility of spoofing, we focus on the multi-classifiers fusion
technique with a K-out-of-N decision rule. Due to high
reliability, the K-out-of-N rule has a wide and success
utilization in many fields [1]. In this paper, we present a
GPS spoofing identification method based on the multi-
classifiers fusion. The approach is divided into three steps.
Firstly, we extract the singular values of the wavelet trans-
formation (WT) coefficients of a signal as a feature vector.
By the singular value decomposition (SVD), the quantity
of the calculation can be reduced notably [5]. Secondly,
based on the same feature vector, three different classi-
fiers, i.e. SVM, PNN and DT, are adopted in the iden-
tification of the spoofing, respectively. Thirdly, with the
recognition results of each classifier, final identification re-
sult is obtained by decision fusion with the K-out-of-N
rule.

The rest of the paper is organized as follows. Section 2
describes the feature extraction steps of the received sig-
nals. Section 3 introduces three methods of the classifiers
briefly. Section 4 illustrates the decision fusion scheme
based on the K-out-of-N rule. Simulations and perfor-
mance analyses are presented in Section 5. Finally, a
brief conclusion is given in Section 6.

2 Features Extraction

Two maps are defined in this section for the process of
features extraction. The first uses the WT to map a one-
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dimensional (1-D) received signal to a two-dimensional
(2-D) time-frequency matrix, and the second maps the
2-D signal to a 1-D vector with SVD.

2.1 WT

Assuming the received signal in a navigation receiver is
x(t), we can define a map as

f [x(t)]→W

where f [·] is a WT operator, W is a time-frequency matrix
and it can be represented as W = [d1,d2, · · · ,d j ,aj ].
The columns of W are represented by

d j = V j x(t) =
1√
2

∑
n∈Z

g(n)S j−1x(t− 2j−1n)

aj = S j x(t) =
1√
2

∑
n∈Z

h(n)S j−1x(t− 2j−1n)

where n and j denote the filter and decomposition level,
respectively; h(n) and g(n) indicate the low-pass and
high-pass decomposition filters, respectively; S j and V j

denote the approximation coefficients and the detail coef-
ficients of level j, respectively.

2.2 SVD

SVD is an effective method to reduce data dimension.
Utilizing the SVD of a matrix in computations has the
advantage of being more robust to numerical errors. The
SVD exposes the geometric structure of a matrix, which
is an important aspect in many matrix calculations. Then
the second map is defined by the following expression as

g[W ]→ θ.

3 Classifiers

Because of their good classification performance and wide
applications, three main approaches, i.e. SVM, PNN and
DT, are chosen for the identification of the GPS spoofing
in our scheme.

3.1 SVM

The SVM is based on the Vapnik-Chervonenks dimension
of statistical learning theory and structural risk minimiza-
tion inductive principle, which can deal with small sam-
ples, non-linear and high dimension pattern recognition
problems [12]. Moreover, it does not suffer from over-
fitting and it has good ability of generalization. The de-
cision function of it can be represented as

f(x) = sgn

(
l∑

i=1

αiyiK(xi,x) + b

)
where xi is the support vector, yi ∈ {−1, 1} is the class la-
bel, K(xi,x) is the kernel function, αi is the Lagrangian

multiplier, b is the classification threshold, sgn(·) is the
signum function. Comparing with other kernel functions,
radial basis kernel function (RBF) has the advantage
of higher precision, less parameters, and better perfor-
mance [12]. Hence, a RBF is applied in our case and it is
expressed as

K(xi,x) = exp{−‖xi − x‖2/σ2}

where σ2 is the kernel parameter.

3.2 PNN

The PNN is a parallel algorithm with supervised learning
which uses Bayes decision rule and Parzen window [8].
Especially in the application of solving the classification
problems, the superiority of it is obvious. It can use linear
learning algorithm to accomplish the work by nonlinear
learning algorithm, while it keeps the nonlinear features
such as high accuracy of the algorithm.

The output of the output layer can be expressed as

if nj = max
k

(nk) yj = 1 else yj = 0

where n denotes the output of summation layer, k is the
number of samples in training set, j indicates the number
of max layers. The probability value nj corresponding to
the maximum is 1, i.e. yj = 1 and the rest values are 0,
i.e. yj = 0.

3.3 DT

A decision tree has a flowchart-like tree structure, where
each non-leaf node denotes a test on a pattern attribute,
each branch represents an outcome of the test, and each
leaf node is labeled by a class [3]. Up to now, many ap-
proaches have been proposed for decision trees, such as
ID3 and C4.5 [3]. We use C4.5 which is an extension
of ID3. C4.5 algorithm selects properties by information
gain ratio, which is written as

GainRatio(S ,A) =
Gain(S ,A)

SplitInformation(S ,A)

where S and A denote the sample set and the properties,
respectively. Gain(S ,A) and SplitInformation(S ,A)
are the information gain and split information, respec-
tively.

4 Decision Fusion

In order to make a more accurate decision for the spoofing
detection, a decision fusion approach is presented and ca-
pable of overcoming the disadvantage of single classifier,
and eliminating the system uncertainty. The K-out-of-N
rule is also selected for the decision fusion.

Each classifier is independent. The binary decision at
the ith classifier to decide the real signal or the deceptive
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jamming is given by{
H0 : ui = 0
H1 : ui = 1

where i = 1, 2, · · · , N , H0 represents the real signal, H1

represents the spoofing signal, N is the number of classi-
fiers, and ui is the output of the ith classifier.

The results above are input into the fusion center with
the K-out-of-N rule. The following expression describes
the K-out-of-N rule, i.e.{

H0 : ui = 0 if
∑N

i=1 ui < K

H1 : ui = 1 if
∑N

i=1 ui ≥ K
(1)

where u0 is the final decision. The Equation (1) demon-
strates that if the sum of the outputs of N classifiers is
larger than or equal to K, the spoofing signal is detected,
i.e., H1. Otherwise, the received signal is a real one, i.e.,
H0. Then the OR rule corresponds to the case of K = 1
and the AND rule corresponds to the case of K = N .

The overall performance of detection is evaluated by
two indicators, such as the overall detection probability
(PD) and the overall false alarm probability (PF). PD
and PF are expressed respectively as follows [1]

PD =

N∑
j=k

∑
∑

ui=j

N∏
i=1

(Pdi)
ui (1− Pdi)

1−ui

PF =

N∑
j=k

∑
∑

ui=j

N∏
i=1

(Pfi)
ui (1− Pfi)

1−ui

where Pdi and Pfi represent the detection probability
p(H1|H1) and false alarm probability p(H1|H0) of the ith
classifier, respectively.

5 Simulations and Analyses

In this section, the performance of the detection based
on decision fusion method is simulated and analyzed, to
verify the effectiveness of the proposed algorithm. Both
the detection probability and false alarm probability are
used in the analyses with numerical computations.

Suppose that a GPS signal is a C/A code signal with
QPSK modulation. SNR is set from 2dB to 14 dB with a
step of 1dB. Then, the experiments with K-out-of-N rule
and three single classifiers are carried out. In order to
generate a spoofing jamming signal, which is very similar
to a real satellite navigation transmitter, a Hammerstein
model is used [2], which is composed of a static nonlinear
subsystem followed by a dynamic linear subsystem. A
satellite transmitter or a spoofer is regarded as a static
nonlinear subsystem, which is modeled as a memoryless
polynomial model. The wireless channel is regarded as a
dynamic linear subsystem, which is expressed as a FIR
filter. The relationship between the input and output of

the whole system is given as

y(n) =

N−1∑
k=0

hk

M∑
i=1

b2i−1|d(n− k)|2i−2d(n− k) + w(n)

where M is the number of the polynomial coefficients,
d(n) denotes the input signal, b2i−1 is the polynomial co-
efficients, hk is the channel response coefficient, N denotes
the order of FIR filter, W (n) ∼ N (0, σ2) indicates ad-
ditive Gaussian white noise (AWGN). Different systems
are simulated with different vectors of the parameters
[b2i−1 hk]. Two training sets consisting of 1500 sample
signals per class, and two test sets consisting of 500 sam-
ple signals per class are generated by the Hammerstein
model. Each sample signal contains 500 points.

Two sets of parameters are set and shown in Table 1.
One is from the satellite transmitter, and the other is
from the spoofer. The two models’ parameters are set to
be very close to each other, for the spoofing signals are
very similar to the real ones.

With the foregoing features extraction method, the fea-
ture vectors are calculated. The average singular values
of the real signal and the jamming signal are shown in
Table 2 for the case of the SNR being 10dB.

For each SNR, 200 independent experiments were run.
The outputs of each classifier and the final detection re-
sults on the basis of the K-out-of-N rule are obtained.
The detection curves are illustrated in Figure 1 and Fig-
ure 2.

From Figure 1, we can see that the detection prob-
ability is increased with the increasing of the SNR val-
ues. The average detection probability of the decision
fusion method has increased by 3.75%, 5.06% and 12.36%
than that of the SVM, the PNN and the DT, respectively.
Hence, cooperation among classifiers can be used in order
to improve the reliability of the detection results. From
Figure 2, it is evident that the false alarm probabilities
of the four methods are lower than 0.1. The average false
alarm probability of decision fusion method has decreased
by 1.25% than that of the SVM, by 3.70% than that of
the PNN, and by 7.28% than that of the DT, respectively.
Therefore, the detection performance of the three classi-
fiers is improved by the decision fusion method.

Receiver operating characteristic (ROC) curve is com-
monly used to characterize the detection performance.
However, with this metric, the performance comparison
with multiple classifiers would be difficult. An alternative
metric, based on the area under the ROC curve (AUC)
seems appropriate in this situation. The AUC can be
calculated by

AUC =
S0 − n0(n0 + 1)/2

n0n1

where n0 and n1 are the numbers of positive and negative
samples, respectively, and S0 =

∑
ri, where ri is the rank

of the ith positive example in the ranked list [4].
The larger value of AUC is, the better performance

of the classifier will have. The AUC values for the four
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Table 1: Parameters configuration

parameter b of the nonlinear subsystem parameter h of the linear subsystem
b1 b3 b5 b7 h1 h2 h3

Transmitter 1 -0.0735 -0.0986 -0.0547 0.9906 0.0628 0.0079
Spoofer 1 -0.0728 -0.0976 -0.0542 0.9807 0.0622 0.0078

Table 2: Singular values of signals (SNR=10dB)

Singular Values
Real signal 57.43 45.01 36.43 32.50 27.24 23.90 20.95 16.19 9.48

Spoofing signal 56.00 43.89 35.51 31.71 26.56 23.30 20.43 15.78 9.24

methods with different SNR are shown in Table 3. By
comparing the AUC, we draw a conclusion that the per-
formance of the decision fusion method is better than the
other three methods with a single classifier.

Table 3: AUC comparison

AUC 5dB 10dB 15dB
SVM 0.8931 0.9535 0.9801
PNN 0.8357 0.9401 0.9890
DT 0.7962 0.8731 0.9070
K/N 0.9030 0.9672 0.9900

6 Conclusion

We have shown that the overall detection precision of GPS
spoofing jamming is improved by using a decision fusion
method with the K-out-of-N rule. A spoofing signal is
detected if at least K out of N classifiers have made the
same decision. As cooperation among classifiers, the re-
liability of the detection results is improved. Simulation
results are presented to demonstrate the effectiveness of
the approach, whose detection probability is higher than
that of the three classifiers, i.e. SVM, PNN and DT,
and the false alarm probability is lower than that of the
three classifiers, in the case of SNR ranging from 2dB to
14dB. Furthermore, it is illustrated with AUC that the
proposed method is more effective than the methods with
only a single classifier.
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