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Abstract

Security is the most important issue in a network system.
Administrators can more easily understand threats to the
network by using a model. In this paper, we present an
approach for modelling a network that considers the ben-
efits of the network as well as its limitations. In our ap-
proach, we model the system as an optimization problem,
which is solved using three algorithms. As the proposed
approach is stochastic, it works very efficiently in a net-
work environment. This paper, presents a mathematical
model of the system. Model provides easy comprehend of
system. Presented model is based on multi-objective opti-
mization problem. One parameter in the presented model
is security and another parameter is user productivity. Se-
curity is the most important issue in a network system.
Administrators can more easily understand threats to the
network by using a model. In this paper, we present an
approach for modelling a network that considers the ben-
efits of the network as well as its limitations.

Keywords: Modelling network security, multi-objective
approach, network system, optimization

1 Introduction

A model is a tool that facilitates creating a representation
of the target object, thereby helping the users to under-
stand that object. A model is necessary for understanding
network systems, because these systems typically com-
prise many sub-systems and having knowledge about all
sub-systems is practically impossible. The importance of
a model of a network system increases when considering
security. Security is the most important issue in a net-
work system and a higher degree of security is constantly
being sought. Focusing on security, we can divide network
systems into two main groups: open and closed systems.
In the first group, network systems are free to join the
network. In other words, all machines in the network can
access their assets. Despite the open system, no machine

in the network can access the assets of a closed system. In
practice, because this division is absolute, many network
systems fall between open and closed systems in the real
world. The main goal of a security model is to represent
the security level of a network system.

Security is the generic term for a collection of tech-
niques and tools designed to protect data and prevent
counter attacks [7]. Security involves three aspects: con-
fidentiality means hiding the contents of a file, integrity
means detecting tampering, and availability means ensur-
ing access to assets. All three security aspects can be ap-
plied using an authorization system. In this context, con-
fidentiality means unauthorized disclosure of information,
integrity means unauthorized modification, and availabil-
ity means denial of unauthorized access to information.
A security model clearly depicts the level of authoriza-
tion for each sub-system.

The major benefit of a network is user productivity.
In other words, a network is created to facilitate access
to users favorite data resources. Therefore, application of
security should not be limited to users access to assets.

Contrarily, certain constraints are applicable to an au-
thorization system. The main constraint is an economic
one. Given that the financial resources of an organiza-
tion are normally limited, costs must be constrained. As
such, there are two conflicting goals for security (increas-
ing authority as well as user productivity) and one con-
straint (the economic issue). Any network security model
must consider the goals and the constraint. In this paper,
we present a model based on evolutionary multi-objective
optimization (EMO). We use an evolutionary algorithm
because it can adapt to the dynamic nature of a network,
and multi-objective optimization because it allows us to
optimize a number of conflicting objectives. EMO allows
us to optimize Confidentiality, Integrity, Availability and
User Productivity simultaneously.

The rest of this paper is organized as follows: In Sec-
tion 2, we define a number of preliminaries that are needed
for our proposed algorithm. We also present an overview
of related research. In Section 3, we introduce our pro-
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posed algorithm together with our experimental results.
Finally, our conclusions are presented in Section 4.

2 Related Works

The evolution of the current industrial context and the
increase of competition pressure, has led companies to
adopt new concepts of management [4]. The implementa-
tion of the most important part of the plan phase, consist-
ing of the definition of an appropriate global management
plan QSE (Quality, Security and Environment) has been
proposed [3]. This implementation is based on the multi-
objective influence diagrams (MIDs) [21]. The proposed
approach has three phases: Plan phase, Do phase and
Check & Art phase. The first phase gathers all quality,
security and environmental objectives issued from the re-
quirements, and then analyzes them. In this phase we
can define a global management QSE plan. The second
phase has the input of the global management plan QSE
and the corresponding global monitoring plan generated
from the plan phase and will also implement the selected
treatments. In the third phase, finalization of the pro-
cess of integration occurs through measuring the effec-
tiveness of different decisions. Neubauer et al. provide a
structured and repeatable process that includes: defining
evaluation criteria according to corporate requirements,
strategy, assessing and/or refining the existing IT se-
curity infrastructure, identifying stakeholder preferences
(risks, boundaries), determining the solution space of all
efficient (Pareto optimal) safeguard portfolios, and inter-
actively selecting the individually best safeguard portfo-
lio [23]. This paper tries to combine different benefits
and costs into one formula. This presents a problem be-
cause the authors do not present a multi-objective opti-
mization problem. Kumar et al. focus on PGP (pretty
good privacy) [19], which was shown by Zimmerman in
1991 to provide security with available cryptographic al-
gorithms [27]. Algorithms are chosen according to the
user requirements of time, cost and required security level.
Kumar et al. answer the question: How do you choose
appropriate algorithms, from the available pool, to suit
the user requirements of time, cost and security? They
assign a security level to an algorithm according to its per-
formance P. Authors of [29] investigate security models,
which consider risk assessment approaches to be applied
for threat modelling, network hardening and risk analy-
sis. Overall, security models can be classified based on
the methodologies used to optimally invest into computer
security. We have specified the following:

• Risk assessment models;

• Cost-benefit models;

• Game models;

• Multi-objective decision support models.

Cost-benefit analysis looks into intangible costs/returns
and addresses the perspective of time. The simplicity

of the frameworks can give suitable investment solutions
for low risk investments. However, these methods do not
consider uncertainty and give misleading indications for
long-term investments. In [30], the risk assessment in-
volves a calculation of risk in relation to financial returns,
rather than the defined risk of possible losses related to
degradation of information security. They demonstrate a
novel approach of selecting security countermeasures with
respect to both investment cost and the risk of possible
degradation of CIA. Their security countermeasure is rep-
resented as a binary value. Also, they thought security
solutions can be classified based on the function they pro-
vide The main challenge Information System (IS) man-
agers face is to strike an appropriate balance between risk
exposure and the opportunity to mitigate risk through in-
vestments in security. Thus, the authors of [17] propose
a decision analytical approach, but the paper does not
present a formula for multi-objective optimization. Ser-
vice provisioning (SP) is defined as the set of interrelated
decisions in order to select a service (by a server) to attend
to a request (by a client). In [25], the results of the author
case study provides evidence in support of the notion that
the use of imitation (recall) in DPSP (dynamic provider of
service provision) cipher selection process reduces its over-
heads dramatically. In paper [24], the authors introduce
a novel presentation for cyber security problems using the
formalization of a Multi-Objective Distributed Constraint
Optimization Problem (MO-DCOP). An MO-DCOP is
the extension of a mono-objective Distributed Constraint
Optimization Problem (DCOP) which is a fundamental
problem that can formalize various applications related to
multi-agent cooperation. They develop a novel algorithm
called Branch and Bound search algorithm (BnB) for solv-
ing a cyber security problem. This algorithm utilizes the
well-known and widely used branch and bound technique
and depth-first search strategy and finds all trade-off so-
lutions. The purpose of any risk analysis is providing
decision makers with the best possible information about
the probability of loss [6]. Behnia et al. compare sev-
eral different approaches for risk analysis and declare the
weakness and strength for each of them.

3 Preliminaries

In this section, we discuss other approaches for modelling
network systems, which can be divided into two groups:
attack trees and stochastic models.

3.1 Attack Tree

An attack tree is one of the main methods for system mod-
elling. In this approach, assets and their related threats
are specified simply. Figure 1 shows an example of an
attack tree [31], in which nodes depict the desired actions
and edges show the required processes. Depending on the
type of tree and the type of protection system, nodes and
edges may have different values.
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Figure 1: Attack tree

The attack tree models attacking behavior by enumer-
ating all attack scenarios aimed at compromising the root
goal. The attack tree model has three components: the
root, branches, and leaves. Challenges between security
policies and threats are represented by leaves. Branches,
which are classified as AND/OR types, move the result
from a sub-tree to its ancestor. This process continues
until the value reaches the root, at which stage the ad-
ministrator can make a decision based on the value in the
root. Despite the varied use of attack trees, they do suffer
from certain problems. Not all useful information about
vulnerable systems can be translated into an attack tree.
This is a very serious problem because subsequent analysis
is sensitive to correct values in the leaves. Because secu-
rity is a trade-off between user productivity and enhanced
security levels, each partner of the system endpoints could
have different requirements. Moreover, because an attack
tree is static, it is valid for only a limited time.

Many researchers have endeavored to extend the attack
tree to suit their target application.

• Dugan et al. presented fault trees [11], which use
additional elements such as dependency gates. Fault
trees model events according to their exponential dis-
tribution. However, there is no evidence that the
probability of attack success follows an exponential
distribution.

• Fung et al. proposed a MANET network [13]. Their
study incorporated the notion of survivability into
attack trees. Survivability analysis finds those sys-

tem components susceptible to attacks and analyzes
their ability to survive such attacks.

• Bistarelli et al. proposed the defense tree [8]. Their
study, which included quantitative metrics such as
return on investment and return on attack, extended
the attack tree by using countermeasures to address
intrusion attempts at the leaves of the trees.

• Dalton et al. proposed a conversion tree [10]. In this
work, steady-state analysis of the resulting general-
ized stochastic Petri net was performed. Details of
attack scenarios can be found in [16].

3.2 Stochastic Model

Stochastic models convert the state of the system to a
Markov chain, and then analyze it using a steady-state
transition matrix. The term stochastic means predicting
a set of possible outcomes by their probabilities.

The main property of a Markov chain is that no state
can influence the next state. In other words, the probabil-
ity of any particular future behavior of the process is not
altered by additional knowledge about its past behavior.
A Markov process is completely defined once its transition
probability matrix and initial state have been defined.

Stochastic models have been used extensively in re-
search studies:

• Mandan et al. proposed a model of the behavior of
an intrusion tolerant system [20]. This work uses
a generic state diagram as a semi-Markov process
model that is later solved using an embedded dis-
crete time Markov chain. Quantitative analysis of
the model produces two useful metrics: steady-state
availability and mean time to security failure.

• Sallhammer et al. used a stochastic model for se-
curity and dependability evaluation [26]. This work
used game theory to model attack behavior.

3.2.1 Multi-objective Optimization

Optimization is a common topic in many scientific fields.
When the target of an optimization problem is a single
object, we can model the problem as a single-objective op-
timization problem. Conversely, if the problem has multi-
ple objectives, we model the problem as a multi-objective
optimization problem. However, in many problems, ob-
jectives conflict with each other. A multi-objective opti-
mization problem is defined as follows [2].

“A vector of decision variables which satisfies con-
straints and optimizes a vector function whose elements
represent the objective functions. These functions form
a mathematical description of performance criteria which
are usually in conflict with each other. Hence, the term
‘optimize’ means finding such a solution which would give
the values of all the objective functions acceptable to the
decision maker”.
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Real world applications frequently have several con-
flicting objectives. Recently, there has been increased re-
search focus on EMO algorithms. Multi-objective opti-
mization problems (MOPs) are defined as follows [9]:

Optimize [f1(X), f2(X), . . . , fk(X)] (1)

Subject to: gi(X) ≤ 0; i = 1, 2, . . . ,m

hj(X) = 0; j = 1, 2, . . . , p

where k is the number of objectives, X is a vector of deci-
sion variables, m is the number of inequality constraints,
and p is the number of equality constraints. The no-
tion of “optimize” in Equation (1) implies setting the
decision variables in such a way as to achieve Pareto
optimality. We say that a vector of decision variables
X∗ ∈ F is Pareto optimal if there does not exist another
X ∈ F such that fi(X) ≤ fi(X

∗) for all i = 1, · · · , k
and fj(X) < fj(X

∗) for at least one j. If vector X∗

is included in the Pareto-optimal set, it is called a non-
dominated solution. A vector ~u = (u1, u2, . . . , uk) is said
to dominate vector ~v = (v1, v2, . . . , vk) (denoted by ~u 4 ~v)
if and only if ~u is partially more optimum than ~v, i.e.,
∀i ∈ {1, . . . , k} ⇒ ui ≤ vi,∃j ∈ {1, . . . , k} ⇒ uj < vj .

Many algorithms have been developed to solve MOPs.
In this paper, we use three of these: multi-objective sim-
ulated annealing (AMOSA), multi-objective genetic algo-
rithm (MOGA), and multi-objective bee colony (MOBC).

A. Multi-objective Simulated An-
nealing (AMOSA)

The basic concept in simulated annealing is the evolu-
tion of the solution by simulating decreasing tempera-
ture (tmp) in the material, where a higher temperature
denotes greater modification of the solution in a gener-
ation. If the temperature of a hot material decreases
very quickly, its internal structure may change and the
material could become hard and brittle. Decreasing the
temperature slowly yields higher homogeneity and less
brittle material. Evolution of the solution occurs at spe-
cific temperature profiles. In the first few iterations, a
diverse set of initial solutions for the problem are pro-
duced at a higher temperature. These solutions are then
evolved while the temperature decreases to obtain their
local optima. In a multi-objective situation, there are
non-dominated solutions that must be kept in the archive
as candidates for the optimal solution.

AMOSA was proposed in [5]. During the execution of
the AMOSA algorithm, two solutions exist: the current-
so and new-so. Comparison of the two solutions yields
one of three states: (i) current-so dominates new-so, (ii)
current-so and new-so are non-dominated with respect to
each other, and (iii) new-so dominates current-so.

If new-so is dominated by current-so, there may be
solutions in the archive that dominate new-so. New-so is

accepted into the archive based on the probability:

p =
1

1 + exp(∆ ∗ tmp)′
(2)

where ∆ is the difference between new-so and the other
solutions that dominate new-so. If there are A solutions
in the archive,

∆ = (ΣAi=1∆i + ∆)/(A+ 1) (3)

Solutions can escape from local optima and reach the
neighborhood of the global optima by this probable ac-
ceptance.

If new-so is dominated by some solutions in the archive,
Equation (3) is modified to:

∆ = (ΣAi=1∆i)/A. (4)

If new-so is not dominated by any of the members in the
archive, new-so is set to current-so and is added to the
archive.

If new-so dominates some solutions in the archive, new-
so is set to current-so and is added to the archive. In
addition, any solutions in the archive that are dominated
by new-so, are removed.

If new-so is dominated by some solutions in the archive,
Equation (2) is changed to:

p =
1

1 + exp(−∆)′
(5)

where ∆ is the minimum difference between new-so and
the dominating solutions in the archive. New-so is set
to current-so with probability Equation (5). If new-so is
not dominated by any of the solutions in the archive, it
is set to current-so and added to the archive. If new-
so dominates some solutions in the archive, it is set to
current-so and added to the archive, while all dominated
solutions are removed from the archive.

B. Multi-objective Genetic Algo-
rithm (MOGA)

MOGA, which is based on a single-objective genetic al-
gorithm [12], [15] and [18], comprises various stages. In
the first stage, a population of individuals (chromosomes)
is created. The number of individuals in the population
(pop-size) is determined by the programmer. Each indi-
vidual contains certain fields, where the number of fields
in an individual is equal to the number of variables in
the problem, which must be optimum. Each individual
has the potential to reach the optimum point, at which
optimal values are set in the corresponding fields in the
individual. In the first stage of MOGA, all individuals in
the population are initialized with random values. The al-
gorithm runs until the stopping conditions are met. There
are three types of stopping conditions. The first of these
is special values; when the values of individuals are equal
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to the default values, the algorithm terminates. The sec-
ond type of stopping condition occurs when the values of
individuals no longer change. The last type of stopping
condition is the number of iterations. When the number
of iterations of the algorithm reaches the given threshold
value (max-generation), the algorithm terminates.

Given that MOGA is an evolutionary algorithm, it is
executed for a number of iterations, where each itera-
tion of MOGA is called a generation, inspired by Dar-
winian evolutionary theory. The programmer can control
the evolutionary nature of MOGA using the number of
generations. This means that despite the deterministic
optimization method, which is controlled by the number
of inputs, the programmer can vary the number of gen-
erations. In the first generation, individuals are initial-
ized with random values. The values of individuals are
changed in each generation using two operators: mutation
and cross-over. In mutation, one field of an individual is
changed to a different value. There are a number of dif-
ferent methods for mutation, which describe the quality
of the altered values. In cross-over, two individuals are
combined to produce a new individual. After the genetic
algorithm operators (mutation and cross-over) have been
applied, several individuals are selected for the next gen-
eration. Selection is done stochastically according to the
fitness of the individual.

The goal of the optimization algorithm is to find the
optimal point. Optimal points can be divided into two
categories: local optima and global optima. A local opti-
mum can be any point that is the optimum of all points
within a limited range, while a global optimum is a point
that is the optimum of all points in an unlimited range.
Because deterministic optimization methods compare the
current point with points in a limited range, they may
be trapped in a local optimum. The stochastic feature of
MOGA allows the algorithm to escape from local optima
and achieve the global optimum.

Based on the discussion above, MOGA has two ad-
vantages: the programmer can control the execution time
and the algorithm has the potential to achieve a global
optimum point.

MOGA finds an optimum point according to the Pareto
set; in other words, a point is optimum if it is not domi-
nated by other points. Indeed, the Pareto principle allows
a number of objectives to become optimum simultane-
ously. Each individual is checked for its domination in
the population. Individual i is allocated a rank equal to
one plus the number of individuals, ni, dominating indi-
vidual i. Once ranking has been completed, a raw fitness
is assigned to each individual based on its rank using a
linear mapping function.

Fi = N − Σri−1k=1 µ(k)− 0.5 (µ(ri − 1)) (6)

where µ denotes the numbers of individuals in the rank.
MOGA incorporates niching among individuals in each
rank. The niche count with σ−share is found first. The
distance metric is computed with the objective function
values. Thus, the normalized distance between any two

individuals i and j in a particular rank is calculated as:

dij =

√√√√ΣMk=1

(
f
(
ki)− f

(j)
k

fmax
k − fmin

k

)2

. (7)

The distance is computed for each pair of individuals.
Therefore, the niche count is calculated by summing the
shared function values:

SH(dij) =

 1− dij
σ−share

, if dij < σshare

0, otherwise
nci = Σdij .

(8)
The shared fitness is calculated as F ′i = Fi/nci. Shared
fitness is used as a basis for stochastically selecting indi-
viduals for the next generation.

The above process continues until the stopping con-
dition is satisfied. When the algorithm terminates, the
remaining individuals represent the optimum.

C. Multi-objective Bee Colony
(MOBC)

The foraging behavior of bees is characterized by various
steps that are used in optimization. The first step is called
the Waggle Dance, which is used by bees to convey infor-
mation to other bees about the direction, distance, and
quality of a food source. Upon finding a food source, a bee
begins to dance in a figure of eight pattern. The second
step in the foraging behavior is following. In this step,
follower bees that were waiting inside the hive, follow the
dancer bee. The number of follower bees assigned to a
path is directly proportional to the quality of the path.
In the third step these bees return to the hive. More bees
are recruited to the source of the food if the path is still
good enough. Bees stop collecting poor-quality food and
adjust their strategy for finding food based on information
about the location of good-quality food.

Foraging behavior can be used for optimization when
it is divided into two phases. The first phase consists
of path construction. In this phase, a bee explores the
entire food source, but with the exploration limited by
constraints. When a bee does a tour (which includes all
possible variables), it performs the Waggle Dance. Other
bees use this information, expressed as:

Pfi =
1

Li
(9)

where Pfi is the profitability of a beei and Li is its tour.
If a colony has n bees, the bee colony average profitability
is given by:

Pfcolony =
1

n
Σni=1 Pfi =

1

n
Σni=1

1

Li
. (10)

The dance duration of any bee is given by:

Di = K ∗ Pfi
Pfcolony

, (11)
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where K is the profitability rating and is adjusted accord-
ing to the lookup table given in Table 1.

Table 1: Lookup table for adjusting profitability

Profitability Rating Ki

Pfi < 0.9Pfcolony 0.60
0.9Pfcolony < Pfi < 0.95Pfcolony 0.20
0.95Pfcolony < Pfi < 1.15Pfcolony 0.02

1.15Pfcolony < Pfi 0.00

The second phase of the bee algorithm consists of path
reconstruction. In this phase, bees in the hive, having
received information from the explorer bee, utilize the
path. Bees use a transition rule for choosing the appro-
priate path with the probability denoted by Pij(t), which
measures the possibility of moving from stepi to stepj
at time t. In a multi-objective sense, the discussed path
must be examined for dominance over other paths. For-
mula (12) takes into consideration the fitness of all paths:

ρij(t) =

 λ j ∈ Fi(t)
1− λ|Fi(t) ∩Ai(t)|
|Ai(t)| − |Fi(t) ∩Ai(t)|

j /∈ Fi(t)
(12)

where λ is the value (less than one) assigned to the
preferred path, |Ai(t)| is the number of allowed next
steps, and |Fi(t) ∩ Ai(t)| is the number of preferred next
steps [1, 14, 22, 28].

Now, we can examine the dominance of all paths ac-
cording to Section 3.2.1, after which each path is classified
as conforming to one of three situations:

1) Dominates another path(s),

2) is dominated by another path, and

3) is not dominated by any other path.

In the first situation, the path is stored in the archive.
In the second situation, the path is destroyed, and in the
third situation, the path is stored in the archive with the
following probability:

Pij(t) =
[ρij(t)]

α ∗ [ 1
dij

]β

Σj∈Ai(t)[ρij(t)]
α ∗ [ 1

dij
]β

(13)

where dij is the distance between stepi and stepj , α is
a variable that influences the fitness, and β is a variable
that influences the distance. A is a collection of all steps
that can be reached from the previous step.

4 Proposed Algorithm

First, we give an overview of the system. We set up
a system with three assets in the network environment.
Here, security implies creating confidentiality, integrity,
and availability of these assets.

Figure 2: Overview of proposed algorithm

In Figure 2, A represents the assets and Con, Int and
Ava denote confidentiality, integrity, and availability.
Second, there is a need to create a model of the system.
According to the above hits, we use the following opti-
mization model to represent the security of the network
model:

Optimize

Security (A1, A2, . . . , An),User Productivity (A1, A2, . . . , An)

Subject to: Con(A1) ≤M1,Con(A2) ≤M2,Con(A3) ≤M3

Int(A1) ≤ N1, Int(A2) ≤ N2, Int(A3) ≤ N3

Ava(A1) ≤ K1,Ava(A2) ≤ K2,Ava(A3) ≤ K3

(14)

where A1, A2, A3 are assets in the system, Int, Ava and
Con denote the integrity, availability, and confidentiality
of the assets, and M,N,K are economic issues applied
to each security concept. Security is denoted by the cost
function and Optimize means simultaneously maximizing
the confidentiality, integrity, and availability of the assets
as well as user productivity. Let M1 = 5,M2 = 6,M3 =
4, N1 = 4, N2 = 5, N3 = 7,K1 = 5,K2 = 4,K3 = 5 in the
range {0, 5}. These assumptions do not limit the gener-
alization of our modelling. We solve Equation (14) using
the three algorithms described in Section 2.2.1, namely,
AMOSA, MOGA, and MOBC. The desired levels for con-
fidentiality, integrity, and availability of the assets and
user productivity (‘user productivity’ is defined in Sec-
tion 1) are in the range {0, 5}. The final results are listed
in Table 2.
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Table 2: Final results

Confidentiality(A1) Confidentiality(A2) Confidentiality(A3)
AMOSA 5 6 4
MOGA 5 5 4
MOBC 4 5 3

Integrity(A1) Integrity(A2) Integrity(A3)
AMOSA 4 5 7
MOGA 4 4 7
MOBC 4 4 6

Availability(A1) Availability(A2) Availability(A3)
AMOSA 5 4 5
MOGA 4 4 4
MOBC 4 4 5

user Productivity(A1) user Productivity(A2) user Productivity(A3)
AMOSA 9 8 7
MOGA 8 6 7
MOBC 6 7 6

5 Conclusion

In this paper, we presented an approach for modelling net-
work security. The proposed approach is based on EMO.
The application of security has two goals (security aspects
and user productivity); therefore, we use a multi-objective
optimization. In the model, we consider economic limita-
tions applied to the various security aspects. We use an
evolutionary method in the proposed approach, because
the nature of networks is dynamic.

The model uses three EMO algorithms, all of which
are stochastic. This means that different runs may pro-
duce different results, but some results are worth high-
lighting. AMOSA produces the best result, where best
means greater maximization of all goals. In future works,
we intend to consider a proper unifier for each goal (for
example, a fuzzy set).
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