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Abstract

There is need for a scheme to ensure the security and pri-
vacy of the administrator and users. Providing security
is different to providing privacy, because their goals dif-
fer. Security is based on organization goals, but privacy
is based on user goals. Providing security and privacy
must be according to organization constraints. The most
important constraints in any organization are economic
issues. A useful scheme must consider all these require-
ments. In this paper, we present a scheme that provides
security and privacy and considers various constraints.
We model the problem as a multi-objective optimization
problem.

Keywords: Multi-objective distributed constraint opti-
mization problem, multi-objective optimization, PGP,
single-objective distributed constraint problem

1 Introduction

Obviously, security is an important issue for any sys-
tem. High levels of security for Internet communications
usually restrict access to data to accredited individuals
or organizations. Paradoxically, these security measures,
themselves, invade personal privacy and organizational
needs for confidentiality.

The main concepts for security are Confidentiality, In-
tegrity and Availability (CIA). Privacy means protection
of personal information. Of course, the official meaning
of security and privacy are similar, but if we note the ori-
gins of each, we can understand the difference between
them. Security is a high priority of an organization. In
other words, governing bodies want to keep their infor-
mation in a secure state, but privacy is an expectation of
users. Protection of personal information (such as per-
sonal pages or mail, etc.) is attractive for users.

On the other hand, the major advantage of network-
ing is user productivity. Thus any network system must

provide access to assets for users. User productivity and
costs of the implementation of a system are two points
that play a major role in the success of a system in the
real world. The objective of this paper is to provide a
scheme for system developers with optimum levels of se-
curity, privacy, user productivity and cost.

In this paper, we present a Multi-objective Distributed
Constraint Optimization Problem (MO-DCOP), which is
an extension of the Single-Objective Distributed Con-
straint Problem (DCOP). In MO-DCOP, different aspects
of a distributed system are optimized simultaneously. The
presented model is decentralized, so there is not any agent
needed to maintain information.

The rest of this paper is organized as follows: Section 2
is assigned to related works. In Section 3, we describe
four concepts that are used in this paper: polling system,
business intelligence, fuzzy systems and multi-objective
optimization. Section 4 defines our problem. In Section 5,
we present our proposed algorithm. Experimental results
are presented in Section 6 and finally Section 7 presents
the conclusion.

2 Related Works

The evolution of the current industrial context and the
increase of competition pressure, has led companies to
adopt new concepts of management [2]. The implementa-
tion of the most important part of the plan phase, consist-
ing of the definition of an appropriate global management
plan QSE (Quality, Security and Environment) has been
proposed [3]. This implementation is based on the multi-
objective influence diagrams (MIDs) [30]. The proposed
approach has three phases: Plan phase, Do phase and
Check & Art phase. The first phase gathers all quality,
security and environmental objectives issued from the re-
quirements, and then analyzes them. In this phase we
can define a global management QSE plan. The second
phase has the input of the global management plan QSE
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and the corresponding global monitoring plan generated
from the plan phase and will also implement the selected
treatments. In the third phase, finalization of the pro-
cess of integration occurs through measuring the effec-
tiveness of different decisions. Neubauer et al. provide a
structured and repeatable process that includes: defining
evaluation criteria according to corporate requirements,
strategy, assessing and/or refining the existing IT security
infrastructure, identifying stakeholder preferences (risks,
boundaries), determining the solution space of all effi-
cient (Pareto optimal) safeguard portfolios, and interac-
tively selecting the individually ”best” safeguard portfo-
lio [32]. This paper tries to combine different benefits
and costs into one formula. This presents a problem be-
cause the authors do not present a multi-objective opti-
mization problem. Kumar et al. focus on PGP (pretty
good privacy) [26], which was shown by Zimmerman in
1991 to provide security with available cryptographic al-
gorithms [37]. Algorithms are chosen according to the
user requirements of time, cost and required security level.
Kumar et al. answer the question: How do you choose
appropriate algorithms, from the available pool, to suit
the user requirements of time, cost and security? They
assign a security level to an algorithm according to its
performance [39] investigate security models, which con-
sider risk assessment approaches to be applied for threat
modelling, network hardening and risk analysis. Overall,
security models can be classified based on the methodolo-
gies used to optimally invest into computer security. We
have specified the following:

• Risk assessment models;

• Cost-benefit models;

• Game models;

• Multi-objective decision support models.

Cost-benefit analysis looks into intangible
costs/returns and addresses the perspective of time.
The simplicity of the frameworks can give suitable
investment solutions for low risk investments. How-
ever, these methods do not consider uncertainty and
give misleading indications for long-term investments.
In [40], the risk assessment involves a calculation of
risk in relation to financial returns, rather than the
defined risk of possible losses related to degradation
of information security. They demonstrate a novel
approach of selecting security countermeasures with
respect to both investment cost and the risk of possible
degradation of CIA. Their security countermeasure
is represented as a binary value. Also, they thought
”security solutions can be classified based on the function
they provide”. The main challenge Information System
(IS) managers face is to strike an appropriate balance
between risk exposure and the opportunity to mitigate
risk through investments in security. Thus, the authors
of [23] propose a decision analytical approach, but the
paper does not present a formula for multi-objective

optimization. Service provisioning (SP) is defined as the
set of interrelated decisions in order to select a service
(by a server) to attend to a request (by a client). In [34],
the results of the author’s case study provides evidence
in support of the notion that the use of imitation (recall)
in DPSP’s (dynamic provider of service provision) cipher
selection process reduces its overheads dramatically. In
paper [33], the authors introduce a novel presentation
for cyber security problems using the formalization of
a Multi-objective Distributed Constraint Optimization
Problem (MO-DCOP). An MO-DCOP is the extension
of a mono-objective Distributed Constraint Optimization
Problem (DCOP) which is a fundamental problem that
can formalize various applications related to multi-agent
cooperation. They develop a novel algorithm called
Branch and Bound search algorithm (BnB) for solving
a cyber security problem. This algorithm utilizes the
well-known and widely used branch and bound technique
and depth-first search strategy and finds all trade-off
solutions. The purpose of any risk analysis is providing
decision makers with the best possible information about
the probability of loss [5]. Behnia et al. compare several
different approaches for risk analysis and declare the
weakness and strength for each of them.

3 Preliminaries

Our scheme has different parts and we need to have spe-
cific science to solve the problem in each part. In this
part, we describe things which are needed for the pro-
posed algorithm.

3.1 Polling System

There is need for a system which can satisfy all stake-
holders’ opinion. We say stakeholder for anyone who has
any role in developing a team. The polling system is an
appropriate method for keeping votes [20].

The polling system consists of a source for the service
and a number of queues for clients with a policy for as-
signing service to the client. For example, in Figure 1, λ1,
λ2, · · · , λN are clients and S1, S2, · · · , SN are assignment
policies.

The polling system can be a system with time sharing
and N terminals. In that system, the central computer
votes to terminals based on their requirements for data.
Data transfers from terminals to the central computer
through a voting scheme. Default:

1) Processes enter into the queues with a Poisson dis-
tribution;

2) Clients are served during the time as a random vari-
able;

3) After servicing to a queue, the server assigns to other
queues with a switch-over time [27].

Common polling systems are [24, 43]:
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Figure 1: Polling system

Exhausted: Server is assigned to a queue for all clients
in that queue.

Gated: Server is assigned to a queue with a specific time
range.

Limited-1: Predefined clients which can give server.

Polling system has various applications.

Token Ring Networks: In a cyclic net, terminals need
acceptance of the central computer [6].

Robotic Systems: A robotic system consists of a cen-
tral robot and various inputs. For modelling this sys-
tem, we can use the polling system where the robot
is the server and the inputs are clients. Clients are
set in queues based on their types.

Various Non-generic Computers and Communi-
cation Systems: In these systems, one processor
serves to a particular type of task. A common way
is to accumulate tasks into different types. In the
model, tasks are clients and the processor is the
server [28, 42].

Transportation (Automated Guide Vehicle): In
these models, many vehicles must be carried in a
narrow way. The polling system consists of auto-
mated vehicles with default paths. In this model,
transportation transforms clients from various
queues to specific destinations [17].

Stochastic Economic Lot Scheduling Problem
(SELSP): This application is about producing by
using a machine with limited capacity where the re-
quirements produce stochastic [12, 13].

Health Care: An emergency in a hospital can be mod-
elled with a polling system. Tasks are set in queues
with an unlimited buffer.

Random Polling: The best examples for these models
are distributed control systems. There is no central

control, so deciding about the next terminal is done
with polling.

There are some notes in the polling systems: stability,
priority, structure for polling, definition of limitations and
waiting time.

3.2 Business Intelligence

In the above part, we talked about the Polling System
which allows us to utilize all stakeholders’ opinions to im-
prove the security of system, but on the other hand, there
are users that want privacy. The balance between secu-
rity and privacy is a challenging discussion. First of all,
there is a need for a system which determines what level
of privacy is needed [21].

Business Intelligence (BI) is a set of disciplines that
include extracted data, combinations of data, the analysis
and knowledge discovered which enables the system to
comprehend the input/output environment [7, 9]. The
aim of BI is to prepare a document for verification by
the system, a prototype for deployment and obtaining a
strategic and applicable knowledge base from a scientific
view [44].

BI has five layers as shown in Figure 2. Also, BI helps
developers to [16]:

Fast data processing: BI can access, select and modify
any time. The speed is guaranteed.

Intelligent correlation analysis: BI uses mathemati-
cal models and declares scientific rules.

Multi-dimensional analysis: BI gets a combinational
analysis in the format of products, brands and K,
then constructs a multi-dimensional data structure.

BI uses various intelligent tools such as: tools to gather
implicational data and extract business knowledge [8],
and competing intelligent tools which try to get data from
competing environments [9]. Constructing a BI system
includes the following steps [14]:

1) Planning and direction;

2) Gathering released information;

3) Gathering resources from users;

4) Analysis;

5) Report and inform.

There are two taxonomy types in BI: one-dimensional
data and two-dimensional data [29]. A list of results from
hyperlinks belongs to one-dimensional data. Tree data
and networking data belong to two-dimensional data.
Two-dimensional data allows people to search based on
human abilities.

Special text is displayed in the BI system within three
phases [36]. Firstly, according to users’ attractive, nec-
essary characteristics of text. This phase can be named
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Figure 2: Layers of BI

’Analysis’. In this phase, some search techniques for the
analysis of text in the network are used. These techniques
have the responsibility to discover resources and patterns
from the network [11]. In the second phase, which is
named ’Algorithm’, an applicable and flexible structure
with clustering is constructed. Algorithms can be divided
into two categories [22]: 1) hierarchical and 2) partitional.
The final phase is ’visualization’ where data is displayed
to users. Visualization means display of coding data in a
special format as understanding with human eyes.

3.3 Fuzzy Systems

Fuzzy systems are knowledge-based systems or rule-based
systems [41]. A fuzzy system consists of a number of rules.
Each rule relates input(s) to output(s). Input(s) and out-
put(s) in fuzzy systems are recognized in fuzzy sets. Let
a system with uncertainty have the input-output relation
y = fs(x), where y ∈ R, and y ∈ RnX . A fuzzy system
represents the knowledge related to inputs and outputs
by nC fuzzy rules R1, · · · , RC which are expressed in the
form

Ri : If (xk,1isrAi,1) and (xk, nX) then (y∗k,iisrBi), (1)

where yk = fs(xk) is an observation vector (xk, yk) of the
system; xk,j is the jth variable of xk; Ai,j is the mem-
bership function of the fuzzy set for the jth variable in
the ith rule, which determines a fuzzy number for the jth

variable of input space; y∗k,i is the estimate of yk = fs(xk)
by Ri; The operator ”and” denotes the t-norm operation
between two membership values; and ”isr” denotes the
belonging of an object into a fuzzy set. An important
contribution of fuzzy systems theory is that it provides a
systematic procedure for transforming a knowledge base
into a non-linear mapping.

The objective of a non-linear mapping is producing
output(s) with input(s). Mapping is done when there is a

relation. Producing a relation (formula) from rules is the
role of the Inference Engine. Researchers have proposed
many inference engines and each of them has their own
features (strengths/weaknesses).

A fuzzy system has two advantages. First, we can
combine different votes or opinions with the formula of
the inference engine. Second, the use of multiple fuzzy
sets allows the proposed algorithm to be strong against
changes.

3.4 Multi-objective Optimization

MOO is necessary when multiple cost functions are con-
sidered in the same problem. The aim of MOO is tuning
the decision variables to satisfy all objective functions Fi
to an optimum value. This class of problems is modelled
by Equation (2).

Optimize [F1(X), · · · , Fk(X)]

Subject to gi(X) ≤ 0, hj(X) = 0;

i = 1, · · · ,m; j = 1, · · · , p (2)

where k is the number of objective functions; X is the
decision vector; m is the number of inequality constraints
and p is the number of equality constraints.

This goal causes a difference between these algorithms
and their ancestor Single-Objective Optimization, which
is based on the concept of best, while the multi-objective
optimization uses the concept of dominance. Dominance
is defined in [10]:

−→
U = (u1, · · · , uk) ≺

−→
V = (v1, · · · , vk) (3)

iff ∀i{1, · · · , k}ui ≤ vi,∃j{1, · · · , k}uj < vj .

In words, a vector
−→
U of variables dominates another

vector of variables
−→
V if and only if

−→
U can reach an op-
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timal value for some criteria without causing a simulta-
neous non-optimal value for at least one criterion. If two
vectors cannot dominate each other, they are called non-
dominated vectors.

4 Problem

The phenomenon of networks has advantages and also
disadvantages for our life. The main advantage of a net-
work is User Productivity. A network provides access to
information for users. On the other hand, there are two
concepts which are related to the Free Flow of Informa-
tion. Users expect Privacy. Governments want Security.
Both privacy and security are against the free flow of in-
formation. Moreover, producing any module in a software
system produces a cost. There are four significant criteria
for network systems: user productivity, privacy, security
and economics. We think any network system will fail
without considering the follow threads:

• Any network system which does not have User Pro-
ductivity will not be welcome by users.

• Users are interested in systems which protect their
information.

• Providing confidentiality, integrity and availability is
important for any organization.

• Financial resources of any organization are limited,
so they cannot support any software.

There needs to be a system with different components.
Since the system is designed for a distributed environ-
ment, components can be done in separated places and
communicate to each other in general, but we show this
in one figure for simplicity.

There is a directional and acyclic graph G = (V,E),
where V is a set of nodes that represents computer sys-
tems and E is the set of edges that represent the connec-
tion between nodes (Table 1). This graph is a popular
approach to model the network. Let there be 10 nodes as
in Table 1 which represents the graph, where 0 represents
that there is no connection between two nodes (in column
and row) and 1 vice versa.

Each edge has a number of features:

Security: represents the degree of security. All members
of the developing team vote to all paths according
their experience of security.

Privacy: represents the degree of privacy. Users, based
on their experiences recognize the degree of privacy.

User productivity: represents how much users can
have access to their necessary information.

Cost: represents how much cost is needed for creating
and maintenance a connection. There are 5 fuzzy
sets to recognize the cost (See Figure 3).

Table 1: Graph for model of the network

0 1 1 1 0 0 1 1 1 0
1 0 1 0 0 1 1 0 0 0
1 0 0 0 1 1 0 0 1 1
0 1 1 0 1 0 0 1 1 0
0 1 0 1 0 1 1 0 0 1
0 0 0 0 1 0 1 0 1 1
1 0 1 1 0 1 0 1 1 0
1 0 1 1 0 1 1 0 0 1
0 1 0 0 1 0 1 1 0 1
1 1 0 0 1 0 0 1 1 0

Figure 3: Fuzzy sets for cost
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The main goal of this paper is to present an approach
that finds an optimum path (which is created with the
connection of a number of paths). Since there are many
objectives at issue, we have to use multi-objectives or
multi-task methods. Our research must have the follow-
ing characteristics:

• Research must be based on a probabilistic view, be-
cause the behavior of the network (environment) is
not predictable.

• Research must follow a bottom-up approach. This
approach recognizes that the lack of security is the
result of the interaction of complex nodes. In con-
trast, a top-down approach focuses on the whole of
the system. A bottom-up approach is better than
a top-down approach for presenting attack, because
attack is performed on the interaction between nodes
and not the whole of the system.

• Research must be based on an analysis of threat
sources. Schneier states that the term ”security” is
meaningless if the question ”secure from whom?” is
not addressed [35].

• Research must be based on the grouping decision.
The opinion of all corporate team members in devel-
oping the final decision needs to be sought.

This research has two major elements. One of them
is a Polling System and another one is a Business Intelli-
gence System. The polling system allows us to combine
all stakeholders’ opinion, so security will be became the
responsibility of all system stakeholders and not only the
administrator. However, providing privacy needs recog-
nition of requirements. Actually the best way for recog-
nition is indirection. Business Intelligence is a suitable
approach to recognize user requirements.

5 Proposed Algorithm

In the proposed scheme we must consider all notices which
are mentioned in the ”problem” section. Firstly, there
is need for a system to counter security. We propose
a Polling System for this goal (See Figure 4). In our
polling system, queues are used as a number for the types
of stakeholders. Each stakeholder can vote in its queue.
Since the stakeholder is a role, someone may vote in sev-
eral queues. The core of the polling system is a Fuzzy
System. We use a Product Inference Engine to combine
the votes from queues,

f(x) =

∑M
l=1 ȳ

l(
∏n

(l=1) µAl
i
(xi))∑M

l=1(
∏n

(l=1) µAl
i
(xi))

(4)

where f(x) is output; M the number of rules; n the num-
ber of rules incipience and µ is the membership degree for
input variable x in the fuzzy set A. In the proposed sys-
tem, the input variable is the vote and the rule is a queue.
The output is the final result from the polling system.

Figure 4: Proposed polling system

Secondly, there is need for a system to counter user pro-
ductivity. We propose a Business Intelligence (BI) system
for this goal. BI allows us to know the leaning of each user
indirectly. Actually, the performance of BI is deeply de-
pendent on the approach of information gathering. BI
produces a number, with its fuzzy system as a result.

Finally, there is need for a multi-objective optimization
formula to model the whole of the scheme. We propose
the following optimization model for our problem:

Optimize S, P, UP,C

Subject to: C ≤ LP, S ≥ DS,P ≥ DP, (5)

where S is security; P is privacy; UP is user productiv-
ity and C represents the total cost. Total cost must be
less than or equal to the limited cost. Security and pri-
vacy must be greater than or equal to the default level
of security and the default level of privacy, respectively.
In other words, the model formula says that all parame-
ters of a computer system (security, privacy, user produc-
tivity and cost) must be optimized simultaneously. Op-
timization means maximization of security, privacy and
user productivity and minimization of cost. In this pa-
per, we use tree algorithms to solve the multi-objective
Problem (5):

1) Multi-objective simulated annealing;

2) Multi-objective genetic algorithm;

3) Multi-objective bee colony algorithm.

5.1 Multi-objective Simulated Annealing
(AMOSA)

The basic concept in simulated annealing is the evolu-
tion of the solution by simulating decreasing tempera-
ture (tmp) in the material, where a higher temperature
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denotes greater modification of the solution in a gener-
ation. If the temperature of a hot material decreases
very quickly, its internal structure may change and the
material could become hard and brittle. Decreasing the
temperature slowly yields higher homogeneity and less
brittle material. Evolution of the solution occurs at spe-
cific temperature profiles. In the first few iterations, a
diverse set of initial solutions for the problem are pro-
duced at a higher temperature. These solutions are then
evolved while the temperature decreases to obtain their
local optima. In a multi-objective situation, there are
non-dominated solutions that must be kept in the archive
as candidates for the optimal solution.

AMOSA was proposed in [4]. During the execution of
the AMOSA algorithm, two solutions exist: the current-
so and new-so. Comparison of the two solutions yields
one of three states: 1) current-so dominates new-so, 2)
current-so and new-so are non-dominated with respect to
each other, and 3) new-so dominates current-so.

If new-so is dominated by current-so, there may be
solutions in the archive that dominate new-so. New-so is
accepted into the archive based on the probability:

p =
1

1 + exp(4× tmp)
(6)

where 4 is the difference between new-so and the other
solutions that dominate new-so. If there are A solutions
in the archive,

4 =

∑A
i=14i +4
A+ 1

(7)

Solutions can escape from the local optima and reach
the neighborhood of the global optima by this probable
acceptance. If the new-so is dominated by some solutions
in the archive, Equation (7) is modified to:

4 =

∑A
i=14i
A

(8)

If the new-so is not dominated by any of the members
in the archive, it is set to the current-so and is added to
the archive. If the new-so dominates some solutions in
the archive, it is set to the current-so and is added to the
archive. In addition, any solutions in the archive that are
dominated by the new-so, are removed. If the new-so is
dominated by some solutions in the archive, Equation (6)
is changed to:

p =
1

1 + exp(−4)
(9)

where 4 is the minimum difference between the new-so
and the dominating solutions in the archive. The new-so
is set to the current-so with Probability (9). If the new-so
is not dominated by any of the solutions in the archive,
it is set to the current-so and added to the archive. If
the new-so dominates some solutions in the archive, it is
set to the current-so and added to the archive, while all
dominated solutions are removed from the archive.

5.2 Multi-objective Genetic Algorithm
(MOGA)

The MOGA is based on a single-objective genetic algo-
rithm [15, 25, 19], and comprises various stages. In the
first stage, a population of individuals (chromosomes) is
created. The number of individuals in the population
(pop-size) is determined by the programmer. Each indi-
vidual contains certain fields, where the number of fields
in an individual is equal to the number of variables in the
problem, which must be optimum. Each individual has
the potential to reach an optimum point, at which optimal
values are set in the corresponding fields in the individ-
ual. In the first stage of MOGA, all individuals in the
population are initialized with random values. The algo-
rithm runs until the stopping conditions are met. There
are three types of stopping conditions. The first of these
is special values; when the values of individuals are equal
to the default values, the algorithm terminates. The sec-
ond type of stopping condition occurs when the values of
individuals no longer change. The last type of stopping
condition is the number of iterations. When the number
of iterations of the algorithm reaches the given threshold
value (max-generation), the algorithm terminates.

Given that MOGA is an evolutionary algorithm, it is
executed for a number of iterations, where each itera-
tion of MOGA is called a generation, inspired by Dar-
winian evolutionary theory. The programmer can control
the evolutionary nature of MOGA using the number of
generations. This means that despite the deterministic
optimization method, which is controlled by the number
of inputs, the programmer can vary the number of gen-
erations. In the first generation, individuals are initial-
ized with random values. The values of individuals are
changed in each generation using two operators: mutation
and cross-over. In mutation, one field of an individual is
changed to a different value. There are a number of dif-
ferent methods for mutation, which describe the quality
of the altered values. In cross-over, two individuals are
combined to produce a new individual. After the genetic
algorithm operators (mutation and cross-over) have been
applied, several individuals are selected for the next gen-
eration. Selection is done stochastically according to the
fitness of the individual.

The goal of the optimization algorithm is to find the
optimal point. Optimal points can be divided into two
categories: local optima and global optima. A local opti-
mum can be any point that is the optimum of all points
within a limited range, while a global optimum is a point
that is the optimum of all points in an unlimited range.
Because deterministic optimization methods compare the
current point with points in a limited range, they may
be trapped in a local optimum. The stochastic feature of
MOGA allows the algorithm to escape from local optima
and achieve the global optimum.

Based on the discussion above, MOGA has two ad-
vantages: the programmer can control the execution time
and the algorithm has the potential to achieve a global
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optimum point.
MOGA finds an optimum point according to the Pareto

set; in other words, a point is optimum if it is not domi-
nated by other points. Indeed, the Pareto principle allows
a number of objectives to become optimum simultane-
ously. Each individual is checked for its domination in
the population. Individual i is allocated a rank equal to
one plus the number of individuals, ni, dominating indi-
vidual i. Once ranking has been completed, a raw fitness
is assigned to each individual based on its rank using a
linear mapping function.

Fi = N −
ri−1∑
k=1

µ(k)− 0.5(µ(ri − 1)) (10)

where µ denotes the numbers of individuals in the rank.
MOGA incorporates niching among individuals in each
rank. The niche count with σshare is found first. The
distance metric is computed with the objective function
values. Thus, the normalized distance between any two
individuals i and j in a particular rank is calculated as:

dij =

√√√√ M∑
k=1

(
f
(i)
k − f

(j)
k

fmaxk − fmink

)2 (11)

The distance is computed for each pair of individuals.
Therefore, the niche count is calculated by summing the
shared function values:

SH(dij) =

{
1− dij

σshare
, if dij < σshare

0, otherwise
(12)

The shared fitness is calculated as F ′i = Fi/nci, nci =∑
dij . Shared fitness is used as a basis for stochastically

selecting individuals for the next generation. The above
process continues until the stopping condition is satisfied.
When the algorithm terminates, the remaining individu-
als represent the optimum.

5.3 Multi-objective Bee Colony (MOBC)

The foraging behavior of bees is characterized by vari-
ous steps that are used in optimization. The first step is
called the Waggle Dance, which is used by bees to convey
information to other bees about the direction, distance,
and quality of a food source. Upon finding a food source,
a bee begins to dance in a figure of eight pattern. The
second step in the foraging behavior is when follower bees
that were waiting inside the hive, follow the dancer bee.
The number of follower bees assigned to a path is directly
proportional to the quality of the path. In the third step,
these bees return to the hive. More bees are recruited to
the source of the food if the path is still good enough.
Bees stop collecting poor-quality food and adjust their
strategy for finding food based on information about the
location of good-quality food.

Foraging behavior can be used for optimization when
it is divided into two phases. The first phase consists

of path construction. In this phase, a bee explores the
entire food source, but with the exploration limited by
constraints. When a bee does a tour (which includes all
possible variables), it performs the Waggle Dance. Other
bees use this information, expressed as:

Pfi =
1

Li
(13)

where Pfi is the profitability of a beei and Li is its tour. If
a colony has n bees, the bee colony’s average profitability
is given by:

Pfcolony =
1

n

n∑
i=1

Pfi

=
1

n

n∑
i=1

1

Li
(14)

The dance duration of any bee is given by:

Di = K × Pfi
Pfcolony

(15)

where K is the profitability rating and is adjusted accord-
ing to the lookup table given in Table 2.

Table 2: Lookup table for adjusting profitability

Profitability Rating Ki

Pfi < 0.9Pfcolony 0.60
0.9Pfcolony < Pfi < 0.95Pfcolony 0.20
0.95Pfcolony < Pfi < 1.15Pfcolony 0.02

1.15Pfcolony < Pfi 0.00

The second phase of the bee algorithm consists of path
reconstruction. In this phase, bees in the hive, having re-
ceived information from the explorer bee, utilize the path.
Bees use a transition rule for choosing the appropriate
path with the probability denoted by Pij(t), which mea-
sures the possibility of moving from stepi to stepj at time
t. In a multi-objective sense, the discussed path must be
examined for dominance over other paths. Formula (9)
takes into consideration the fitness of all paths:

ρij(t) =

{
λ, j ∈ Fi(t)

1−λ|Fi(t)∩Ai(t)|
|Ai(t)|−|Fi(t)∩Ai(t)| , j /∈ Fi(t)

(16)

where λ is the value (less than one) assigned to the
preferred path; |Ai(t)| is the number of allowed next
steps, and |Fi(t) ∩ Ai(t)| is the number of preferred next
steps [1, 18, 31, 38].

Now, we can examine the dominance of all paths, after
which each path is classified as conforming to one of three
situations: 1) dominates another path(s); 2) is dominated
by another path, and 3) is not dominated by any other
path.
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Table 3: Properties of network

- 0.3, 0.2,
0.5, 0.8

0.4, 0.4,
0.5, 0.8

0.6, 0.7,
0.5, 0.8

- - 0.1, 0.8,
0.6, 0.7

0.9, 0.7,
0.9, 0

0.2, 0.2,
0.4, 0.5

-

0.8, 0.8,
0.7, 0.9

- 0.3, 0.5,
0.5, 0.6

- - 0.7, 0.6,
0.5, 0.4

0.7, 0.8,
0.4, 0.2

- - -

0.4, 0.3,
0.5, 0.7

- - - 0.9, 0.1,
0.8, 0.2

0.2, 0.3,
0.4, 0.5

- - 0.4, 0.5,
0.7, 0.9

0.3, 0.6,
0.6, 0.8

- 0.7, 0.4,
0.9, 0.8

0.9, 0.3,
0.7, 0.8

- 0.8, 0.7,
0.6, 0.5

- - 0.6, 0.9,
0.7, 0.3

0.8, 0.2,
0.1, 0.1

-

- 0.8, 0.2,
0.8, 0.3

- 0.9, 0.7,
0.6, 0.8

- 0.9, 0.1,
0.7, 0.3

0.6, 0.7,
0.9, 0.4

- - 0.8, 0.8,
0.5, 0.5

- - - - 0.7, 0.8,
0.8, 0.9

- 0.9, 0.2,
0.3, 0.1

- 0.8, 0.9,
0.8, 0.8

0.9, 0.4,
0.3, 0.9

0.2, 0.3,
0.3, 0.3

- 0.4, 0.4,
0.5, 0.3

0.8, 0.4,
0.7, 0.6

- 0.7, 0.8,
0.9, 0.1

- 0.4, 0.2,
0.9, 0.7

0.3, 0.5,
0.6, 0.8

-

0.8, 0.4,
0.2, 0.7

- 0.2, 0.5,
0.8, 0.4

0.8, 0.4,
0.3, 0.1

- 0.6, 0.4,
0.8, 0.3

0.7, 0.5,
0.3, 0.2

- - 0.9, 0.6,
0.4, 0.2

- 0.2, 0.6,
0.7, 0.7

- - 0.3, 0.6,
0.7, 0.4

- 0.7, 0.5,
0.7, 0.9

0.8, 0.4,
0.3, 0.2

- 0.1, 0.4,
0.8, 0.2

0.9, 0.8,
0.4, 0.3

0.1, 0.4,
0.8, 0.3

- - 0.5, 0.7,
0.7, 0.7

- - 0.9, 0.7,
0.9, 0.8

0.6, 0.7,
0.3, 0.8

-

In the first situation, the path is stored in the archive.
In the second situation, the path is destroyed, and in the
third situation, the path is stored in the archive with the
following probability:

Pij(t) =
[ρij(t)]

α × [ 1
dij

]β∑
j∈Ai(t)

[ρij(t)]α × [ 1
dij

]β
(17)

where dij is the distance between stepi and stepj , α is
a variable that influences the fitness, and β is a variable
that influences the distance. A is a collection of all steps
that can be reached from the previous step.

6 Experimental Results

Let security and cost be set in [0,1] for each path. The
value of security is determined by using a polling system,
which allows stakeholders to give their opinions. The fi-
nal result of the polling system is entered into a fuzzy
system. In the fuzzy system the final value is produced
with Equation (4).

However, there are two measures: User Productivity
and Privacy. Both of them are related to the whole of
the system (not for each selected path) and are set in
[0,1]. User Productivity is determined with a Business
Intelligence (BI) system. The performance of (BI) is fully
dependent on indirect questions. The responsibility of BI
is to mine the favorites of users from indirect questions.
We focus on ”indirect”, because users do not usually like
to state their favorite. Since this paper is just a proposal
scheme, we prefer only four questions.

Career

Education

Nationality

Age

Figure 5: Proposed EI

Suppose the qualities of system on the paths in Ta-
ble 1, are shown in the following matrix (Table 3). Values
in each cell represent ”Security”, ”Privacy”, ”User Pro-
ductivity” and ”Cost” respectively.

We assume the range of values is [0,1]. This assumption
does not limit the generalization. Suppose we want send a
packet from node ”1” to node ”10” and DS = 2, DP = 2.
The optimum values for this transmission based on the
optimization algorithm, are represented in following table.

All of these algorithms are stochastic, so their re-
sult may be changed in different executions, but we can
achieve a general outcome from a comparison of results.

Our research is different to previous works. For ex-
ample, [33] focuses on the number of messages that are
transferred between nodes, but our objectives is optimiza-
tion of different system aspects simultaneously. There-
fore comparison between presented work and other ones
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Table 4: Final results

Selected Path Security Privacy User Productivity Cost

AMOSA 1→ 2→ 6→ 10 1.9 1.2 1.3 1.6
MOGA 1→ 3→ 5→ 10 2.1 1.3 1.8 1.5
MOBC 1→ 7→ 3→ 9→ 10 1 2.1 2.6 2.1

is meaningless.

7 Conclusion

In this paper, we propose a scheme to model the net-
work system in a real distributed environment according
to security and privacy. Actually, security and privacy
are critical concepts for all network systems, but in mod-
elling we must consider their major parameters. In this
paper, we recognize ”security” and ”privacy” based on
their originality. Security is promoted by the head of an
organization, but privacy is attractive for users. Indeed,
users want free access to the assets of systems. Free access
of users provides user productivity. Another important
concept is that applying a security and privacy algorithm
in real systems is an economic issue. We consider it as a
”cost”.

We optimize all major parameters of a network sys-
tem (security, privacy, user productivity and cost) with
three multi-objective optimization algorithms. AMOSA,
MOGA and MOBC are used in this paper. Their results
prove that the performances of AMOSA and MOGA are
better that MOBC. The AMOSA algorithm can achieve
a final result sooner that other algorithms, but the per-
formance of MOGA is more stable.
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