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Abstract

Sensitive information faces critical risks when it is trans-
mitted through computer networks. Existing protection
systems are still limited in their capacities to ensure net-
work information has sufficient confidentiality, integrity,
and availability. The rapid development in network tech-
nologies has only helped increase network attacks and
hide their malicious intent. This paper analyzes attack
types and classifies them according to their intent. A
causal network approach is used to recognize attackers’
plans and predict their intentions. Attack intention is
the ultimate attack goal which the attacker attempts to
achieve by executing various methods or techniques, and
recognizing it will help security administrators select an
appropriate protection system.
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1 Introduction

Information security over a network has become more
challenging due to the expansion of technologies for hack-
ing and anti-forensics. Sensitive information should be
treated confidentially in any system as it represents a high
risk to the owners if exposed to the public. Information is
at risk due to several factors, including human and tech-
nical errors, accidents and disasters, fraud, commercial
espionage, and malicious damage [1, 2, 4].

Activities such as unauthorized access, damage to
computer data or programs, obstruction of the func-
tions of computer systems or networks, interception of
data, and computer espionage are categorized as cyber-
crimes [7, 8, 10, 11, 17, 21]. Cybercrimes are broad in
scope and are defined as attacks that involve the use of
computers or networks to commit the crimes. According
to [3, 4, 9], cyber-attacks can be categorized into unautho-
rized access, malicious code (malware), and interruption
of services. Figure 1 shows common types of network
threats.

Network forensics, as a part of network security, works

with laws and guiding principles established in the judi-
cial system to deal with cyber criminals. Network foren-
sics has two approaches: reactive and proactive. Reactive
network forensics is a traditional approach that deals with
cybercrime cases a period of time after an attack. The re-
active forensic approach consumes considerable time dur-
ing the investigation phase. Proactive network forensics
is a new, different approach that focuses on investigating
concurrently with an attack [5, 14].

Figure 2 shows a framework of the generic process
model in network forensics that splits the phases into two
groups. The first group relies on actual time and includes
five phases: preparation, detection, incident response, col-
lection, and preservation. The second group relies on the
post-investigation phases.

Authors in [16] also classify the first group as proactive
and the second group as reactive. The proactive phases
have advantages in saving time and money during inves-
tigation, as they work concurrently with the occurrence
of the cybercrime. By contrast, reactive phases begin
with the examination phase to integrate the trace data
and identify the attack indicators. The indicators are
then prepared for the analysis phase, which reconstructs
the attack indicators either by soft computing or statis-
tical or data mining techniques to classify and correlate
the attack patterns. Attack intention is the ultimate goal
the attacker is attempting to achieve by executing various
methods or techniques of attack. Even for an expert, it
is difficult to predict methods of attack. An attacker will
work toward his goal through a sequence of tactical steps
using sophisticated techniques to hide and cover his pat-
terns. Attack Intention Recognition (AIR) is the process
of using known attack scenarios to observe an attacker’s
behavior and infer his intention [19]. With the rapid
developments in networking technology, attacks have be-
come more dangerous than ever, deploying sophisticated
mechanisms to hide malicious behavior. Understanding
attackers’ behavior will help security administrators rec-
ognize their intentions and better predict their activities.

In the following section, work related to this research is
critically analyzed. This study discusses using proactive
AIR methods to identify attack plans to predict future ac-
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Figure 1: Common types of network threats

tions. The remainder of the paper is organized as follows.
Section 2 reviews related works. Section 3 critically dis-
cusses the most relevant works, and Section 4 concludes
this paper.

Figure 2: Generic process model

2 Related Works

Numerous studies have studied different approaches to
AIR and its various methods of implementation [13, 14,
15, 18, 19, 20]. The approaches that focus on identify-
ing attack intention are causal networks, path analysis,
graphical attack, and Dynamic Bayesian Network (DBN).
These approaches are described with further detail in the
following subsection.

2.1 Causal Networks

The researchers in [12] studied security alert correlation,
which focuses on conducting probabilistic inference to cor-
relate and analyze attack scenarios. From the analysis,
they attempted to solve other issues: (1) to identify at-
tacker’s tactics and intention and (2) to predict potential
attacks. Recognizing attack plans is the process of deduc-
ing the aims of an attack from observations of its activi-
ties. Alert correlation analysis is significant for avoiding
potential attacks and minimizing damage. To explicate
all paths through a system which an intruder may use
to accomplish his goal, attack plans or libraries are used,
usually denoted by graphs. The security or vulnerability
of a system is then computed by an attack tree analy-
sis, which is based on the attacker’s aims. This type of
analysis can be used as a baseline for threat detection,
defense, and response. However, it is a manual and time
consuming process and is less scalable for a large network.

An example of an attack tree of methods for stealing
and externally exporting data stored on a server is shown
in Algorithm 1. The sample indicates that to obtain con-
fidential data, an attacker may use several methods such
as downloading data directly from the server or eaves-
dropping on the network. To gain access to a server, it is
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necessary to acquire normal users’ or system administra-
tors’ privileges (root).

To correlate isolated alerts, attack trees are adopted
to define attack plan libraries. They are then converted
to causal networks so that probability distribution can be
assigned. The benefit to defining attack tree nodes by
attack classes rather than specific attack is the reduced
complexity of the computation for the probabilistic infer-
ence on the causal network. In implementation, a directed
acyclic graph illustrates a causal network (Bayesian net-
work), where each node symbolizes a variable with a cer-
tain set of states and directed edges denoting the cause of
the dependent relationship among the variables. Proba-
bilistic inference is applied to the causal network to eval-
uate goals by reviewing attack activities, thereby predict-
ing potential future attacks.

For the test, any scenarios that have similar end goals
are grouped under one evidence set due to correlated aims.
This method applies attack trees to the library of attack
plans. From the results observed, attack scenarios auto-
matically correlate isolated attacks and ensure network
security is controlled.

Based on [13, 15], attack intention analysis is a pre-
dictive factor for facilitating the accurate investigation
of a case. This paper proposed a technique combining
Dempster-Shafer (D-S) evidence theory with a probabilis-
tic method through a causal network to predict attack
intentions. The purpose of this research is to support de-
cision making by selecting and predicting actual attack
intentions and determining the best response, regardless
of feasibility.

The experiment results show that the accuracy of pre-
diction is related to the amount of evidence collected. The
results also show that security can determine the high-

est priority value among intention probability values and
make a decision that minimizes the use of time and money.
However, this research has limitations. Identifying the at-
tack intention is difficult if the malicious action is distinct
from predefined attack classes. Distinguishing a deception
from actual aims of attackers is also challenging. Another
challenge is determining whether there is a single attacker
or a collaborative group.

2.2 Path Analysis

The researchers in [18] proposed a technique that uses at-
tack path analysis and can provide protective measures
at minimum cost. Knowing an attacker’s intention can
help network guards make decisions as they can more eas-
ily predict potential attack paths and evaluate threats.
When an attack scenario recognizes an intruder’s inten-
tion, it is detailed by an attack path. Usually, success-
ful attacks comprise a series of vulnerability exploits that
grant the privileges of the projected host and use them
to attack the final target. To determine the attack path
on a network, the attack path on a victim host should be
specified. Figure 3 shows possible attack scenarios. Note
that multiple vulnerabilities can be exploited to achieve
the same goal. Each attack path starts from the access
node (local node) and ends at the higher privilege node.

A complete set of the possible attack paths on a vic-
tim host can be calculated using a path finding algorithm.
The algorithm uses vulnerabilities, privileges, and host in-
formation to produce a graph of the attack path. A graph
comprising all possible attack paths is computed once a
model of the network configuration and the victim host
are input. In this paper, it is assumed that an attacker
will not cover his tracks after reaching his target. Gener-
ating an attack path graph requires the parameters of the
host, privileges, intention, output of attack paths on a vic-
tim host on the network, and information on the network
configuration.

For each network, intentions can be determined based
on either the vulnerabilities and topology of the network
or the focus of its business. Attention is then given to
larger probability intentions. This study proposes assess-
ing the threat by recognizing an attacker’s intention and
predicting the attack path. By applying the Bayesian
rule, the threat situation of the entire network can be
calculated when the intentions are known.

To reach the network guards’ goal of protective mea-
sures at minimum cost, the minimum number of nodes is
cut. Thus, an intrusive intention can be determined from
the initial point using an attack path graph, which is a
directed acyclic graph, to evaluate intention threat. In
the experiment, intention probabilities can be computed
based on the degree of difficulty in exploiting vulnerabil-
ities. An intention capable of greater damage represents
a larger value of consequence. To ensure security of the
network, all intentions of attack should be blocked.

Conversely, given that attack paths remove the mini-
mum number of nodes to disconnect the intrusive inten-
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Figure 3: Framework of attack path on victim host

tion from the initial point, there is a probability that the
removed nodes themselves are the target of attack. In
such cases, the attack intention can go unrecognized.

2.3 Graphical Attack

The graphical model in [19] was used to recognize at-
tack intention. The researchers attempted to verify the
feasibility and validity of this method. A network secu-
rity states graph, which is a directed graph, was used
as a graphical model of attacks. In this model, the said
graph is represented by nodes of security states that in-
clude both the states of the system and the attacker. The
edges of the graph denote a relationship of state transi-
tion under the actions of attackers. No circuit is present
in the graph as it is presumed that the attacker will not re-
intrude a host he has attacked. There is a pseudocode of
algorithm that generates a network security states graph.
This pseudocode shows the initial state of the network
and uses available attack actions as input. To infer un-
certain intentions, D-S evidence theory is used. A threat
assessment is presented to evaluate the security level of
a network based on the situation and the value of the
intended target is determined. Figure 4 illustrates an ex-
ample of a security states graph. Every ”S” node is a
state of network. The ”H” links are hosts, and ”a”s are
exploitations of vulnerabilities.

Similar to the previous technique, this method also as-
sumes that attackers have several attack plans to achieve
the same intention. With D-S evidence theory, possibly
every attack plan can be derived. It is useful for provid-
ing evidence and guiding decision making. The authors
in [6] define attack graphs as an instrument that works
out the hierarchical steps of an attack scenario by using
vulnerabilities and configuration. Thus, the type attack,
whether normal or anti-forensics, can be identified. Anti-
forensics, as described in this paper, uses methods such as
deleting system logs after hacking into a computer to pre-
vent tracking by authorities. Using the attack evidence
graph, the existence of anti-forensics attacks can be deter-
mined. The tools and techniques used by the attacker can
also be identified. However, with the current mechanisms

used in anti-forensics, system configuration and vulnera-
bility information are not enough to trace the path. This
is because security depends on vulnerability data but at-
tackers use anti-forensics to hinder this action. Moreover,
this approach only aims to identify the intention of the
unauthorized access to a network or host that an attacker
may compromise. Thus, attackers with privileged access
to network are an identified challenge in this approach.

2.4 Dynamic Bayesian Network

As discussed in [20], the Dynamic Bayesian Networks
(DBN) method is proposed for identifying intrusion in-
tention. This research aims to improve on the limita-
tion of current Intrusion Detection System (IDS) technol-
ogy, which fails to apply a logical relationship between
attack events. DBN is a technique for combining a static
Bayesian network and a timestamp to form a new prob-
abilistic model from the removal of order data. Figure 5
shows the DBN based on the intrusion intention identi-
fication model: (a) prior network, (b) transfer network,
and (c) DBN model in time.

For the scenarios, given that a large aggregation of
training data are available, the Markova Assumption is
used to assume the attack goal, depending only on inten-
tions observed under restrictions plus the last completed
goal and the latest attack behavior. The process in reach-
ing the final attack goal, based on intrusion alarm mes-
sages, is shown in Figure 6.

The experiment assumes the goal with the most prob-
ability is the final attack goal of the intruder. In this
process, the final target is identified when the attacker
compromises another target first to gain privilege. The
disadvantage of this approach is its dependency on the
last completed goal and latest attack behavior.

3 Related Work Analysis and Dis-
cussion

This section compares the related works and analyzes
their models. From the discussion above, it may be
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Figure 4: Example of security states graph

Figure 5: Dynamic Bayesian network architecture

Figure 6: Process of reaching the final attack goal

observed that there are similar methods used in differ-
ent models such as D-S evidence theory, Bayesian rule,
and directed acyclic graphs. D-S evidence theory fo-
cuses on uncertainty to conclude the intention of an at-
tack [22]. Bayesian rule applies probabilistic reasoning
for threat assessment or determining the goal of the in-
trusion. Directed acyclic graphs track attacks. Directed
acyclic graphs track attacks using several methods such as
attack path, attack tree, or attack plan. However, attack
trees have some drawbacks. They are manual processes,
time consuming, and are limited to the attack plans in
the library [12]. That said, the library can be expanded
through the participation of security experts. Besides
competence in attack recognition, the other advantages
of the aforementioned approaches are discussed. Graphi-
cal models use network security states graphs. The algo-
rithm proposed infers intent and conducts threat assess-
ment. Similar to the graphical approach, causal networks
also use graph-based techniques to correlate isolated at-
tack scenarios after observing their relationships in attack
plans. It is proposed for pinpointing attack plans and
predicting upcoming attacks. However, causal networks
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have an added value: by applying probabilistic inference
to evaluate the likelihood of attack goals and forecast up-
coming attacks based on causal networks converted from
attack trees. An attack path analysis model approach to
constructing attack path graphs can also recognize the in-
trusive intention and simultaneously calculate the threat
of intention. This approach can find protective measures
at minimum cost with the theory of minimum cut. More-
over, a DBN adopts probabilistic reasoning for estimating
an attack. This technique can identify the intrusion inten-
tion with various alarm messages and predict incoming at-
tacks in real-time. That said, each of the aforementioned
approaches has certain limitations. These limitations are
summarized in Table 1.

Table 1: Disadvantages of attack intention recognition
models

Although attack path analysis, graphical model, and
causal network approaches all apply graphs in their meth-
ods, causal networks have another added value in that
they compare attack path analyses and graphical models.
Besides providing graph-based techniques to correlate iso-
lated attack scenarios, they apply probabilistic inference
to evaluate the likelihood of attack goals and forecast up-
coming attacks based on causal networks converted from
attack trees. Thus, the causal network approach will be
adopted to solve the problems in this research.

4 Conclusion

This paper reviews various approaches toward attack in-
tention recognition, including causal networks, path anal-
ysis, graphical attack, and DBNs with Markova assump-
tions. These approaches are all interrelated, differing from
each other due to the aims of researchers. Basing on the
review performed on the existing works and the critical
analysis of their advantages and disadvantages, we con-
clude that using a causal network approach is effective

for detecting network attacks that have similar intentions.
For future study, an experiment will be performed to eval-
uate the efficiency of detecting an attack’s intention. This
can entail testing various methods for detecting attack in-
tentions and seeing how each method performs in a true
lab environment under real world scenarios.
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