
International Journal of Network Security, Vol.19, No.1, PP.60-71, Jan. 2017 (DOI: 10.6633/IJNS.201701.19(1).07) 60

SMP: Scalable Multicast Protocol for Granting
Authority in Heterogeneous Networks

Kuo-Jui Wei1, Jung-San Lee1, and Bo Li2

(Corresponding author: Jung-San Lee)

Department of Information Engineering and Computer Science1

Feng Chia University, Taichung 40724, Taiwan, R.O.C.

Department of Electrical Engineering and Computer Science2

Vanderbilt University, Nashville, Tennessee, USA

(Email: leejs@fcu.edu.tw)

(Received Aug. 6, 2015; revised and accepted Jan. 23 & Feb. 28, 2016)

Abstract

The fundamental function of the network protocol is to
provide confidential communications or services for autho-
rized participants over an insecure network. The prolifer-
ation of the Internet and mobile computing technologies,
however, has led to emerging applications such as message
services, pay-per-view, teleconference, and collaboration
tasks. Especially, users now can surf over the Internet or
get online for communications via wired, wireless, 3G,
or LTE (Long Term Evolution) networks. Traditional
peer-to-peer transmission protocol will no longer suffice
for these types of applications. Consequently, point-to-
group and group-to-group transmission have become im-
portant areas of focus. The main challenge in designing a
secure multicast mechanism results from large groups and
frequent key updates caused by members joining and leav-
ing. To mitigate the encumbrance of group high-mobility
in heterogeneous networks, we propose a subgroup-based
multicast protocol adopting Lagrange Interpolating Poly-
nomial technique. Simulation results show that the scal-
able multicast protocol (SMP) can not only preserve the
forward and backward secrecy of group communications
but also perform better than related works on system
communication cost and storage consumption.

Keywords: Communication security, multicast, scalabil-
ity

1 Introduction

Engineers have proposed many security protocols for
providing confidential communications in large network
groups; protocols for multicast communications are re-
garded as the most critical. The development of the In-
ternet and mobile computing technologies has given rise
to emerging applications such as teleconference, pay-TV,
collaborating tasks, and message services [7, 9, 10, 12,

25, 29, 30]. Before obtaining the access to these ser-
vices, resource providers have to delegate authority to
legal subscribers. Hereafter, users can surf over the Inter-
net or get online for communications via wired, wireless,
3G, or LTE networks. Traditional peer-to-peer commu-
nications do not suffice for these applications any more.
Along with this trend, how to design high-performance
peer-to-group and group-to-group communications has
become an important research issue in heterogeneous net-
works [1, 4, 8, 11, 13, 15, 16, 17, 20, 22, 24, 26].

There are two main issues in designing a multicast
mechanism: scalability and mobility. Scalability involves
how to maintain the high performance in a large network
for emerging applications, while mobility addresses how
to efficiently complete key updates caused by frequent en-
trances and exits of members. As the fast development
of networks has deeply affected the current world, more
individuals are involved in this area with high frequency
of mobility. Therefore, efficient solving plans of these two
concerns are sure to contribute much to the network com-
munications. Owing to the past researches, three main
solutions have been proposed for providing secure multi-
cast communications and key distribution: central con-
trol, distributed control, and subgroup control.

Central control: A central manager takes responsibility
for the security of the entire group and key distribu-
tion. However, this solution is unsuitable for large
networks, since the efficiency of the central man-
ager will become the performance bottleneck of group
communications. The failure of the central manager
may lead to the inactive communication of the whole
group [18, 31].

Distributed control: All group members take obliga-
tion for key generation and the security of the group.
Since this solution is based on the Diffie-Hellman
protocol, each group member must sustain exponen-
tial modulations for key updates caused by frequent
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members joining and leaving [5, 6, 14, 19] , which
makes it infeasible for large networks.

Subgroup control: The group is divided into several
subgroups, each of which is controlled by a subgroup
manager. The scalability of this approach is better
than the other solutions, because the failure of one
subgroup manger does not result in inactive overall
group communication [2, 21, 28].

Although subgroup control is more feasible for provid-
ing multicast communications in large and high-mobility
networks, there are still several weaknesses within this
approach. First, each group user must keep many se-
cret keys, which is quite inconvenient for involved partic-
ipants considering the key storage ability. For example,
if the mobile users want to launch a teleconference re-
ferring to this multicast mechanism, then more keys are
needed to keep, much harder it is for them to communi-
cate efficiently. Second, when a member joins or leaves
the group, both involved and non-involved participants
must change their secret keys to confirm the forward and
backward secrecy. Taking the growing scale of the net-
work into account, under this system one node action of
joining or leaving happens, all the nodes have to han-
dle heavy computation burthen. It is clear that this is
so inefficient and unsuitable for large scale networks with
countless participants currently. What is more, as in this
system each time all the nodes have to take some actions,
the energy wasted is worth thinking about. Thus, on the
purpose of improving the efficiency of the whole system
and achieving the energy saving, how to lower down the
number of nodes taking actions for every time is as worth
as a key factor. That is to say, reducing the number of
participants for these cases becomes a critical challenge
in designing a feasible multicast framework.

In particular, the computation overhead of frequent key
updates also becomes a heavy burden for group mem-
bers in a high-mobility environment. Seeing to the quick
growth of the work burden and high development of the
life quality, it is more and more popular to move fast
to deal with emergent issues without extra time delay.
Therefore, this noble mobility character requires the fast
and precious disposal of the key updating and session key
reconstruction. At the same time, it is sure that the
security of the key and message need to be guaranteed
firmly without falling down corresponding to the reduc-
ing of dealing time.

Out of all the considerations mentioned above, this
article proposes a novel subgroup-based multicast proto-
col (SMP) adopting Lagrange Interpolating Polynomial
(LIP) technique, which not only preserves the functional-
ity of subgroup control mechanisms but also mitigates the
encumbrance of group high-mobility. Furthermore, each
group user only needs to keep one secret key in his/her
database, compared with the traditional ones, in which
the individual key, key encryption key and group key have
to be stored as least. In addition, the number of par-
ticipants involved in member joining and leaving can be

Figure 1: The structure of subgroup-based multicast

effectively reduced to decrease the whole communication
time and save power, making it portable for large scale
networks. Moreover, owing to the highly efficient algo-
rithms for updating and reconstructing keys when there
joins a new node or leaves an existent node, the time con-
sumption during these processes is considerable cut down.
In this way, high-mobility network environment can refer
to this efficient mechanism to attain flexible usages. Be-
sides, simulation results will demonstrate that SMP out-
performs other related mechanisms in scalable as well as
high-mobility network environments.

The rest of this paper is organized as follows. A model
of subgroup-based multicast is described in Section 2, fol-
lowed by the description of SMP in Section 3. Analyses
of SMP are given in Section 4. Discussions and compar-
isons between other related works and SMP are shown in
Section 5. Finally, we make conclusions in Section 6.

2 Model of Subgroup-based Mul-
ticast

The general structure of subgroup-based multicast proto-
cols is illustrated in Figure 1. The main idea of these pro-
tocols is to divide the whole group into several subgroups.
Each subgroup i is formed with a hierarchy structure
and is controlled by a subgroup manager SGMi, where
i = 1, 2, · · · , n and n is the number of subgroups. The
group manager GM shares a different secret key K(GSi)
with each SGMi and generates another secret key K(GS)
shared among all SGMi’s.

As shown in Figure 2, each internal node of subgroup
i is a virtual node with a unique secret key and each leaf
node denotes a subgroup member. Each member owns
a private key and has to learn secret keys of the inter-
nal node on the path from the subgroup manager to him-
self/herself. For example, in Subgroup i, the user U1 must
know Ki(h, 1), Ki(h − 1, 1), · · · , Ki(0, 1), where h is the
height of subgroup i, and d is the maximum degree of
each internal nodes.

Furthermore, several assumptions are made in the mul-
ticast system. First, when a new member wants to join
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Figure 2: The hierarchy structure of Subgroup i

the group, GM must take responsibility for finding an
empty place and generating a secret key for him/her. If
all subgroups are full, GM has to create a new subgroup.
Second, all nodes belonging to SGMi are assumed to be
trustworthy.

What is more, the subgroup managers ought to pre-
serve the forward and backward secrecy of group commu-
nications to enhance the security of the system.

The Forward Secrecy: If a new member is permitted
to join a subgroup, secret keys of the internal node
on the path from the subgroup manager to him-
self/herself must be changed to prevent previous
group messages from being learned by the new user.

The Backward Secrecy: In case that a member is ex-
pelled from the group, the subgroup manager has to
modify secret keys of the internal node on the path
from the node to its subgroup manager to stop the
expellee from learning incoming group messages.

3 The Scalable Multicast Protocol
(SMP)

Lagrange Interpolating Polynomial and a bulletin board
are adopted in SMP to reduce the number of participants
involved in member joining and leaving operations. Note
that only GM and the legal SGMi’s can modify and
update the bulletin board. The whole group is divided
into several subgroups formed with hierarchy structures
of height h. As illustrated in Figure 2, every node in
the hierarchy structure of subgroup i is assigned a unique
identity IDi(b, j) and a secret key Ki(b, j), where b =
0, 1, · · · , h, j = 1, 2, · · · , d, and d is the maximum degree
of the internal node in the hierarchy tree.

Before describing the broadcasting procedure of SMP,
we first introduce the definition of Lagrange Interpolating
Polynomial and how GM constructs the bulletin broad in
Subsections 3.1 and 3.2.

3.1 Definition of Lagrange Interpolating
Polynomial (LIP)

Let (x1, y1), (x2, y2), · · · , (xt, yt) be t points on two-
dimensional plane [21], N be a 128-bit prime, and a0,
a1, · · · , at−1 be integers ranged within [1, N -1]. To attain
a polynomial f(x), where y=f(x) passes through the t
points, we refer to the Lagrange Polynomial to calculate

f(x) =

t∑
j=1

yj

t∏
i=1,i6=j

(
x− xi

xj − xi

)
mod N

= a0 + a1x + a2x
2 + ... + at−1x

t−1mod N.

Note that y = f(x).

3.2 The Bulletin Board Setup

Here, we describe how GM constructs the bulletin board
as shown in Table 1. For each internal node IDi(b, j) in
subgroup i, SGMi bottom-up computes a corresponding
polynomial IDi(b, j) P(x) as follows, where b = h-1, h-2,
· · · , 0 and j = 1, 2, · · · , d.

Step 1: Computes d distinct hash values

hib1 = h(Ki(b + 1, 1), IDi(b, j), IDi(b + 1, 2),

· · · , IDi(b + 1, d)),

hib2 = h(Ki(b + 1, 2), IDi(b + 1, 1), IDi(b, j),

· · · , IDi(b + 1, d)),

...
...

hibd = h(Ki(b + 1, d), IDi(b + 1, 1),

IDi(b + 1, 2), IDi(b + 1, 3), · · · ,
IDi(b + 1, d− 1), IDi(b, j)).

Step 2: Performs Lagrange Interpolating Polynomial
on these coordinates (hib1 , Ki(b, j)+ hib1), (hib2 ,
Ki(b, j) + hib2 , · · · , and (hibd , Ki(b, j) + hibd), to
obtain the polynomial

IDi(b, j) P (x) = a0 + a1x + a2x
2 + ... + ad−1x

d−1 mod N,

where a0, a1, · · · , ad−1 are integers and h(·) is the
secure one-way hash function.

Step 3: Publishes all identities of nodes and their corre-
sponding polynomials on the bulletin board.

3.3 Message Broadcast Operation

While a message M needs to be broadcasted, GM ran-
domly generates a new secret key K(msg) to encrypt
M. Next, GM computes the followings, EK(msg)[M ] and
EK(GS)[K(msg)], where EK [·] is the AES-based symmet-
ric encryption with secret key K. Then GM broad-
casts the computation results to all SGMi’s. After re-
ceiving the messages, each SGMi computes K(msg) =
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Table 1: The example of the bulletin board

SGMi

Nodes Polynomiials

IDi(b, 1) IDi(b, 1) P(x)

IDi(b, 2) IDi(b, 2) P(x)
...

...

IDi(b,d) IDi(b, d) P(x)

Figure 3: The example of message broadcast operation in
subgroup i

DK(GS)[EK(GS)[K(msg)]] and EKi(0,1)
[K(msg)], DK [·] is

the AES-based symmetric decryption with secret key K
and Ki(0,1) is the common secret key shared by all mem-
bers in subgroup i. SGMi then broadcasts the follow-
ing messages to all subgroup users, EKi(0,1)

[K(msg)] and
EK(msg)[M ].

As shown in Figure 3, the subgroup member U1 uses
his/her secret key to obtain the secret key of the upper
level by computing Ki(h−1, 1) = IDi(h−1, 1) P (hib1)−
hib1 , where hib1 = h(Ki(h, 1), IDi(h − 1, 1), IDi(h, 2),
IDi(h, 3), · · · , IDi(h, d− 1)) is pre-computed by U1 and
b = h-1. By the same way, U1 can quickly obtain Ki(0, 1)
to retrieve K(msg) and decrypt the message M .

4 Analyses of SMP

The previous section describes the normal operation of
broadcasting a group message in static. The proliferation
of the Internet and mobile computing technologies, how-
ever, makes the membership of a group vary from minute
to minute. Therefore, we analyze how SMP manipulates
the changes of membership and network topologies, which
lead to much more frequent key update. Here in SMP, we
mainly consider three types of mobility: subgroup man-
ager joining, member joining, and member leaving.

Figure 4: The example of member join operation in SMP

4.1 Subgroup Manager Joining Opera-
tion

If the scale of system users exceeds in the size of whole
group, GM has to designate a new subgroup manager
SGMn+1 and change the secret key from K(GS) to
Knew(GS). Besides, GM has to generate a new secret key
K(GSn+1) shared between GM and SGMn+1. Next, GM
computes EK(GS)[Knew(GS)] and EK(GSn+1)[Knew(GS)].

GM then broadcasts the computation results to all
SGMi’s including the new one. While receiving the mes-
sages, the original SGMi’s retrieve the new secret key
Knew(GS) by computing DK(GS)[EK(GS)[Knew(GS)]].

On the other hand, the new subgroup manager re-
trieves the new secret key Knew(GS) by calculating
DK(GSn+1)[EK(GSn+1)[Knew(GS)]].

Hence, the joining operation of a new subgroup man-
ager is completed.

4.2 Member Joining Operation

While a new member Ud wants to join the communica-
tion group, GM has to find a suitable place and generate
a secret key Kinew

(h, d) for him/her. As illustrated in Fig-
ure 4, all secret keys of the path from SGMi to Ud must be
modified to preserve the forward secrecy. The secret key
Ki(b, 1) must be changed, where b = 0, 1, · · · , h − 1. All
involved internal nodes’ polynomials published on the bul-
letin board will be updated by SGMi. That is, SGMi has
to bottom-up perform Lagrange Interpolating Polynomial
(h− 1) times to reconstruct (h− 1) involved polynomials.

For each involved internal node IDi(b, 1), where b =
h − 1, h − 2, · · · , 0 (i.e. the internal nodes on the path
from Ud to SGMi), SGMi executes the followings.
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Figure 5: The example of member leave operation in SMP

Step 1: Computes d distinct hash values

hib1 = h(Ki(b + 1, 1), IDi(b, 1), IDi(b + 1, 2),

· · · , IDi(b + 1, d)),

hib2 = h(Ki(b + 1, 2), IDi(b + 1, 1), IDi(b, 1),

IDi(b + 1, 3), IDi(b + 1, 4),

· · · , IDi(b + 1, d)),

...
...

hib(d−1)
= h(Ki(b + 1, d− 1), IDi(b + 1, 1),

IDi(b + 1, 2), IDi(b + 1, 3), · · · ,
IDi(b + 1, d− 2), IDi(b, 1)),

IDi(b− 1, d)),

hibd = h(Ki(b + 1, d), IDi(b + 1, 1),

IDi(b + 1, 2), IDi(b + 1, 3), · · · ,
IDi(b + 1, d− 1), IDi(b, 1)).

Step 2: Performs Lagrange Interpolating Polynomial
on these coordinates (hib1 , Ki(b, 1) + hib1), (hib2 ,
Ki(b, 1) + hib2 , · · · , and (hibd , Ki(b, 1) + hibd), to
obtain the polynomial

IDi(b, 1) P (x) = a′0 + a′1x + · · ·+ a′d−1x
d−1 mod N,

where a′0, a
′
1, · · · , a′d−1 are integers.

Step 3: Updates the modified information on the bul-
letin board as shown in Table 1.

4.3 Member Leaving Operation

While a user Ud leaves Subgroup i, as illustrated in Fig-
ure 5, all secret keys of the path from SGMi to Ud must be
modified to preserve the backward secrecy. The secret key
Ki(b, 1) must be changed, where b = 0, 1, · · · , h − 1. All
involved internal nodes’ polynomials published on the bul-
letin board have to be modified by SGMi in time. That
is, SGMi needs to bottom-up perform Lagrange Inter-
polating Polynomial (h− 1) times to reconstruct (h− 1)
involved polynomials.

For each involved internal node IDi(b, 1), where b =
h − 1, h − 2, · · · , 0 (i.e. the internal nodes on the path
from Ud to SGMi), SGMi executes the followings.

Step 1: Computes

hib1 = h(Ki(b + 1, 1), IDi(b, 1), IDi(b + 1, 2),

· · · , IDi(b + 1, d− 1))

hib2 = h(Ki(b + 1, 2), IDi(b + 1, 1), IDi(b, 1),

IDi(b + 1, 3), IDi(b + 1, 4), · · · ,
IDi(b + 1, d− 1))

...
...

hibd−1
= h(Ki(b + 1, d− 1), IDi(b + 1, 1),

IDi(b + 1, 2), IDi(b + 1, 3), · · · ,
IDi(b + 1, d− 2), IDi(b, 1)).

Step 2: Performs Lagrange Interpolating Polynomial on
these coordinates (hib1 , Kinew

(b, 1)+ hib1), (hib2 ,
Kinew

(b, 1) + hib2 , · · · , and (hib(d−1)
, Kinew

(b, 1) +
hib(d−1)

), to obtain the polynomial

IDi(b, 1) P (x) = a′′0 + a′′1x + a′′2x
2 + · · ·

+a′′d−1x
d−1 mod N,

where a′′0 , a
′′
1 , · · · , a′′d−1 are integers.

Step 3: Updates the modified information on the bul-
letin board.

5 Discussions

We discuss how SMP is able to preserve the forward and
backward secrecy during group communications and con-
firm the broadcast of messages at length in this section.
Furthermore, we also present the performance compar-
isons with related works of SMP to demonstrate its con-
venience, low computation cost, and low storage space.

5.1 Security Examination

Since the member joining operation and member leav-
ing operation are always performed frequently in dynamic
network groups, it is important to prevent messages from
being illegally shared. The security of SMP is based on
three cryptographic assumptions.

Secure AES-based symmetric en/decryption
[m]k.
With the message m, it is relatively easy to encrypt m
as [m]k with an AES-based symmetric key k, while it
is computationally infeasible to retrieve m from [m]k
without the knowledge of k.

Discrete logarithm assumption.
Given a generator g, a large prime p, and a random
number x ∈ Zp , it is easy to compute y = gx mod p.
Then it is computationally infeasible to compute x
just referring to y, g, and p. Note that x is called the
discrete logarithm of y with respect to g.

Secure one-way hash function h(·).
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1) Preimage resistance: As to a message m, it is
easy to compute h(m); nevertheless, it is com-
putationally infeasible to attain m only from the
knowledge of h(m).

2) 2nd-preimage resistance: According to h(m), it
is impossible to find m′ such that h(m) = h(m′)
except applying the brute-force method.

5.1.1 Preserving the Forward Secrecy

As depicted in Figure 4, during the entrance of a new
member Ud, he/she is assigned an identity IDinew

(h, d)
and a secret key Kinew

(h, d), which Ud can make use of
to construct secret keys, Kinew

(h− 1, 1), Kinew
(h− 2, 1),

· · · , Kinew
(0, 1). To keep Ud from learning previous group

messages, SMP must prevent Ud from figuring out the
secret keys, Ki(h−1, 1), Ki(h−2, 1), · · · , Ki(0, 1), shown
in Figure 3. Here, we prove that SMP can confirm the
forward secrecy by Proposition 1.

Proposition 1. If a new member Ud wants to learn
the previous messages shared between old group members,
he/she must fail.

Proof. To learn the advanced messages, Ud must first
obtain one of the hash values hib1 , hib2 , · · · , hibd−1

,
where b = h − 1. Then, Ud can apply the hash value
to IDi(h − 1, 1) P (x) in order to retrieve Ki(h − 1, 1).
Given Kinew(h, d), IDi(h−1, 1), IDi(h, 2), IDi(h, 3), · · · ,
IDi(h, d−1), IDinew

(h, d), Ud can obtain the hash value,

h∗ibd = h(Kinew
(h, d), IDi(h, 1), IDi(h, 2), IDi(h, 3),

· · · , IDi(h, d− 1), IDi(h− 1, 1)).

Since

hib1 = h(Ki(h, 1), IDi(h− 1, 1), IDi(h, 2),

IDi(h, 3), · · · , IDi(h, d− 1)),

hib2 = h(Ki(h, 2), IDi(h, 1), IDi(h− 1, 1),

IDi(h, 3), · · · , IDi(h, d− 1)),

...
...

hibd−1
= h(Ki(h, d− 1), IDi(h, 1), IDi(h, 2), · · · ,

IDi(h, d− 2), IDi(h− 1, 1)).

We infer that h∗ibd must be different from hib1 , hib2 , · · · ,
and hib(d−1)

under the assumption of the secure one-way
hash function. That is, Ud cannot apply Kinew(h, d) and
IDi(h−1, 1) P (x) to obtain Ki(h−1, 1). Similarly, Ud is
unable to learn Ki(h−2, 1), Ki(h−3, 1), · · · , and Ki(0, 1).

Again, since N is a large prime, if Ud wants to re-
solve IDi(h − 1, 1) P (x) without one of the hash val-
ues hib1 , hib2 , · · · , and hibd−1

, he/she must face the dif-
ficulty of solving the discrete logarithm problem. It is
computationally infeasible for Ud to achieve this attempt.
Furthermore, since we assume a secure AES-based sym-
metric en/decryption in the multicast system, Ud can-
not compromise the previous group messages without
Ki(0, 1).

5.1.2 Preserving the Backward Secrecy

As illustrated in Figure 5, when Ud is expelled from sub-
group i, SMP has to prevent Ud from listening to group
communications continually. Consequently, SGMi must
modify the secret keys of the internal node on the path
from SGMi to Ud. That is, SGMi must reconstruct secret
keys Kinew

(h− 1, 1), Kinew
(h− 2, 1), · · · , and Kinew

(0, 1)
and then apply them to update IDi(h−1, 1) P (x) on the
public board. We demonstrate that SMP can confirm the
backward secrecy by Proposition 2.

Proposition 2. If an expellee Ud wants to learn the con-
tent of the incoming messages shared among current group
members, he or she must fail.

Proof. To uncover incoming group messages, Ud must
firstly obtain one of the hash values

h∗ib1 , h
∗
ib2 , · · · , h

∗
ibd−1

,

where b = h− 1,

h∗ib1 = h(Ki(h, 1), IDi(h− 1, 1), IDi(h, 2),

IDi(h, 3), · · · , IDi(h, d− 1)),

h∗ib2 = h(Ki(h, 2), IDi(h, 1), IDi(h− 1, 1),

IDi(h, 3), · · · , IDi(h, d− 1)),

...
...

h∗ibd−1
= h(Ki(h, d− 1), IDi(h, 1), IDi(h, 2), · · · ,

IDi(h, d− 2), IDi(h− 1, 1)).

It is clear that SGMi does not use hibd and Ki(h, d) to
update IDi(h − 1, 1) P (x). Hence, it is computationally
infeasible for Ud to solve IDi(h − 1, 1) P (x) without the
correct hash values, under the assumption of the discrete
logarithm. Furthermore, it is also computationally infea-
sible to compute a hash value that equals to h∗ib1 , h∗ib2 ,
· · · , or h∗ibd−1

under the assumption of the secure one-
way hash function. Since we assume a secure AES-based
symmetric en/decryption in multicast systems, Ud can-
not listen to incoming group messages without knowing
Kinew

(0, 1).

5.2 Performance Evaluations and Com-
parisons

In the following subsection, we compare SMP with related
works to show its outstanding advantages. Notations used
in Table 2 are defined as follows.

n: total number of subgroups;

m: total number of subgroup members;

d: maximum degree of each internal node in the hierar-
chy structure;

h: height of each subgroup (m = dh);

h1 : logd(n×m);
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Table 2: Comparisons with related works

[12] [2] [31] [21] SMP

Member join

SGM 2(h+1)K 2hK 2h1K 2K (h-1)P+(hd)H

IN (h+1)K hK h1K 1K 0

NON (d/d− 1)K (d/d− 1)K (d/d− 1)K 1K 0

Member leave

SGM
[2(hd)+ [2(hd− 1)+ [2(h1d− 1)+

(m− 1)K (h-1)P+(hd)H
(h− d)]K (h− d− 1)]K (h1 − d− 1)]K

IN - - - - -

NON (3d/d− 1)K (3d/d− 1)K (3d/d− 1)K 1K 0

Message broadcast

SGM 2K 2K 2K 2K 2K

IN 1K 1K 1K 1K hY+1K

NON - - - - -

IN: involved member;

NON: non-involved member;

K: computation overhead of a symmetric en/decryption
operation;

H: computation overhead of a one-way hash operation;

P: computation overhead of constructing the polynomial
by LIP;

Y: computation overhead of obtaining y with input x,
where y = f(x);

To access broadcast messages and update subgroup ses-
sion keys, both involved and non-involved members must
perform cryptographic operations frequently within the
system. Excluding the security consideration, whether it
is able to achieve these operations efficiently often domi-
nates the evaluation of a multicast mechanism. As illus-
trated in Table 2, SMP adopts the Lagrange Interpolating
Polynomial and the secure one-way hash function in ad-
dition to the symmetric en/decryption algorithm.

As mentioned in [28], a one-way hash function can
be executed at least 10 times faster than a symmetric
en/decryption. It is clear that the computation overhead
of constructing the polynomial by LIP is quite lighter than
that of performing the symmetric en/decryption, since the
construction of LIP polynomial is based on simple multi-
plication, while the en/decryption function needs round
operations [3, 6, 27]. Hence, SMP outperforms other
works in terms of member joining and member leaving
operations.

Specifically, when a member joins or leaves the sub-
group, all subgroup members must update session keys to
confirm the forward and backward secrecy as presented
in [2, 12, 21, 31]. In SMP, by contrast, only the SGM
has to construct and update corresponding polynomials
on the bulletin board. This can effectively lower down

the computation overhead of group members. To pre-
serve this benefit, involved users must perform h∗Y + 1K
operations to retrieve a broadcast message; users in other
works only need to execute 1K operation. The simulation
results can show that this extra overhead is still accept-
able.

5.3 Simulation Results

As is shown, simulation results demonstrate the superi-
ority of SMP over its predecessors. Simulators were exe-
cuted in the VC6.0 language. Cryptographic routines, in-
cluding the AES algorithm and SHA-1, were implemented
using the public OpenSSL library [23]. Note that the pro-
cessing time of the simulation does not include the time
used to authenticate the new member. That is, only the
computation overhead of obtaining broadcasted message
and constructing session keys is taken into consideration
in the simulation. The symmetric en/decryption algo-
rithm and the secure one-way hash function used in sim-
ulators are AES-128 and SHA-1, respectively. The en-
crypted message is 512k bytes, and the large prime N
adopted in LIP is 128 bits. The ratio of member joining
and member leaving to message broadcasting operation is
set to 1:1:1.

To begin, we set the total number of subgroups (n to
four) and the degree of each internal node in the hierarchy
structure (d to two). The average SGM processing time
(AvrST) is the mean of the total time needed for SGM
to complete one member joining operation, one member
leaving operation, and one message broadcasting oper-
ation. The average IN processing time (AvrIT) is the
mean of the time consumption that takes involved nodes
to complete one member joining operation and obtain one
broadcasted message. The average NON processing time
(AvrNT) is the mean of the time charge that takes a non-
involved member to complete one member joining opera-
tion and one member leaving operation.

Table 3 compares SMP with related works in terms
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Table 3: AvrST/AvrIT/AvrNT vs. m (512K bytes)

d=2, 512k
m(nodes)

64 128 256 512 1024 2048 4096

AvrST

[12] 0.3128 0.3477 0.3826 0.4175 0.4524 0.4873 0.5222

(seconds)

[2] 0.1947 0.2295 0.2648 0.2991 0.3341 0.3683 0.4037

[31] 0.2643 0.2992 0.3339 0.3687 0.4032 0.4381 0.4729

[21] 0.3338 0.6517 1.2872 2.5582 5.1002 10.1851 20.3541

SMP 0.0181 0.0198 0.0223 0.0241 0.0254 0.0271 0.0287

AvrIT

[12] 0.0538 0.0581 0.0622 0.0664 0.0705 0.0747 0.0789

(seconds)

[2] 0.0352 0.0398 0.0451 0.0499 0.0559 0.0598 0.0657

[31] 0.0459 0.0501 0.0559 0.0601 0.0657 0.0699 0.0758

[21] 0.0101 0.0101 0.0101 0.0101 0.0101 0.0101 0.0101

SMP 0.0062 0.0062 0.0063 0.0063 0.0064 0.0065 0.0065

AvrNT

[12] 0.0099 0.0099 0.0099 0.0099 0.0099 0.0099 0.0099

(seconds)

[2] 0.0397 0.0397 0.0397 0.0397 0.0397 0.0397 0.0397

[31] 0.0397 0.0397 0.0397 0.0397 0.0397 0.0397 0.0397

[21] 0.0099 0.0099 0.0099 0.0099 0.0099 0.0099 0.0099

SMP 0 0 0 0 0 0 0

Table 4: AvrST/AvrIT/AvrNT vs. m (1M bytes)

d=2, 1M
m(nodes)

64 128 256 512 1024 2048 4096

AvrST

[12] 0.6631 0.7316 0.8001 0.8686 0.9371 1.0056 1.0741

(seconds)

[2] 0.3849 0.4537 0.5227 0.5914 0.6599 0.72791 0.7979

[31] 0.5224 0.5914 0.6599 0.7287 0.7978 0.8665 0.9357

[21] 0.6598 1.2897 2.5484 5.0668 10.1028 20.1754 40.3198

SMP 0.0288 0.0299 0.0321 0.0337 0.0353 0.0367 0.0384

AvrIT

[12] 0.0975 0.1076 0.1177 0.1278 0.1379 0.148 0.1581

(seconds)

[2] 0.0697 0.0798 0.0895 0.0997 0.1094 0.1192 0.1289

[31] 0.895 0.0997 0.1094 01192 0.1291 0.1388 0.1487

[21] 0.0207 0.0207 0.0207 0.0207 0.0207 0.0207 0.0207

SMP 0.0114 0.0114 0.0114 0.0114 0.0114 0.0114 0.0114

AvrNT

[12] 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199

(seconds)

[2] 0.0791 0.0791 0.0791 0.0791 0.0791 0.0791 0.0791

[31] 0.0791 0.0791 0.0791 0.0791 0.0791 0.0791 0.0791

[21] 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199

SMP 0 0 0 0 0 0 0
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of AvrST/AvrIT/AvrNT versus the number of nodes m.
Furthermore, the input size of AES-128 in Table 3 is
set to 512k bytes, while that in Table 4 is set to 1M
bytes. Owing to this simulating method, it can be con-
cluded that the security of the whole system is able to be
enhanced without prolonging the time consumption for
member joining/leaving and message broadcasting pro-
cess. As is shown in Table 3, the time needed by SMP for
AvrST is only 0.0181 seconds, while the lowest time cost
of related works is still 0.1947 seconds under the condition
that there are 64 nodes. Even though the time charge as
AvrST grows in all theses methods along with the increase
of nodes, SMP just needs 0.0287 seconds for 4096 nodes,
while that is 0.4037 seconds at least in the related works.
It is clear that SMP outperforms other approaches in all
listed cases.

Although involved users in SMP must perform extra
h*Y operations in order to retrieve a broadcast message,
simulation results prove that the extra overhead is ac-
ceptable and still leave SMP the most optimal method
among all the related multicast mechanisms. As is seen,
it is the same with the AvrIT. In addition, all AvrNT val-
ues are zero in SMP, which confirms that in this method
non-involved nodes do not need extra processing time in
member joining/leaving operation. This advantage can
effectively reduce the bandwidth consumption and com-
putation overheads of non-involved nodes while maintain-
ing high network mobility. As mentioned above, while in
Table 4 the inputted size of AES-128 is set to 1M bytes, we
can obtain the similar results. That is, no matter how the
number of nodes rises, all the costs of SMP are the least
in AvrST, AvrIT and AvrNT among related works. Since
time depletion is the key factor for multicasting systems,
this obvious advantage of time saving for SMP makes it
more efficient in dynamic networks.

Besides, we adjust d = 4 to demonstrate the practica-
bility of SMP in Figure 6. The inputted size of AES-128
in Figures 6(a), (b), and (c) is 512k bytes, while that in
Figures 6(d), (e), and (f) is 1M bytes to show the secu-
rity guaranteeing of SMP. As is displayed, Figure 6 shows
the comparisons of SMP with related works in terms of
AvrST/AvrIT/AvrNT versus m. From the trends shown
in Figure 6, it is obvious that SMP still outperforms the
works of [12, 2, 31, 21] considering the computation cost
and communication cost, which are based on the time con-
sumption. In Figure 6(a), the AvrST of SMP ranges from
0.0143 seconds to 0.0239 seconds; while in Figure 6(b),
the AvrIT of SMP ranges from 0.0064 seconds to 0.0067
seconds.

Compared with the time consumption of related
works [2, 12, 21, 31] , in which the lowest AvrST is 0.315
(second) and the lowest AvrIT is 0.0214 (second), it im-
plies that SMP has more advantages under this condition.
Moreover, as to the AvrNT, SMP costs nothing with m
raging from 64 to 4096. That means, within SMP the
non-involved nodes need not to perform any computation
or related actions for updating session keys during the
node joining/leaving process. In this way, the computa-

tion and communication are largely lowered down for the
whole system. Furthermore, concerned by the insecurity
within all kinds of networks, the encryption algorithm and
the length of the key have to be cared more seriously. Ac-
cording to Figure 6(a) and Figure 6(d), along with the
extension of the AES-128, the time consumption in SMP
just grows 0.0213 seconds to 0.0317 seconds for AvrST,
which rises a little. While, for the related works, this
time charge is magnified on an obvious level. The similar
situations appear in AvrIT and AvrNT, as shown in Fig-
ure 6(b) vs. Figure 6(e) and Figure 6(c) vs. Figure 6(f),
which emphasize that SMP can hold with the extension of
secret key to enhance the reality of the whole multicasting
system.

As is shown in the simulation, SMP can effectively re-
duce the overhead of SGM in broadcasting messages and
updating session keys. It can also reduce the overhead of
involved nodes in joining a subgroup and obtaining broad-
cast messages. Furthermore, SMP can decrease the over-
head of non-involved nodes in completing member join-
ing/leaving operations.

In addition, taking the key storage cost into account,
each group participant in SMP only needs to keep one
secret key in the database compared with the traditional
methods, where at least the individual key, key encryp-
tion key and group key have to be stored. The pertinent
comparisons of SMP and other works [2, 12, 21, 31] versus
m are shown in Figure 7. Here we set the degree of each
internal node in the hierarchy structure, d=4. It can be
seen that participants in SMP are able to store only their
secret keys to complete member joining, member leaving
as well as message broadcasting operations, while those in
others still have to store more extra keys. Here we evalu-
ate the key storage cost of SMP and related works basing
on [12]. As [12] proposes an optimal key tree structure to
reduce the storage burden in traditional methods, we set
it as the base to display the times that each node in other
related works and SMP has of it, called the Times of Key
Storage (ToKS).

Figure 7 shows that related words all have several times
of [12] in ToKS. And together with the increasing number
of nodes from 64 to 4096, the key storage burden of related
works grows almost 3 times. On the contrary, thanks to
the LIP and subgroup mechanism, SMP achieves a much
lower rate of [12] when nodes ranging from 64 to 4096.
What is more, as in SMP each participant has to keep
only one secret key, the key storage of users stays static
no matter how many nodes there are. Therefore, as is
displayed in Figure 7, SMP is able to save more space
on the key storage management, which character is not
affected by the number of participants. As is known to
all, it can never be ignored to simultaneously reduce the
overhead of communication cost as well as that of the key
storage cost. Therefore, by successfully reducing the key
storage cost, SMP outperforms other related mechanisms
as the simulation results demonstrated.
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Figure 6: AvrST/AvrIT/AvrNT vs. m, d = 4
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Figure 7: Key storage cost vs. m, d = 4

6 Conclusions

On all accounts, the subgroup control solution is more
feasible for granting authority in large and high-mobility
networks. However, we find that each subgroup member
in the multicast system must keep many secret keys in
his/her database. Furthermore, when a member joins or
leaves the group, involved participants must modify their
secret keys to preserve the forward and backward secrecy.
In SMP, these disadvantages can be effectively improved
by LIP technique. Specifically, simulation results have
shown that SMP outperforms other works in terms of
broadcasting messages and updating session keys to re-
duce communication cost, computation cost, and storage
space. Therefore, SMP is more suitable for being applied
to a large dynamic network environment.
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