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Abstract

In this paper, double image encryption technique has been
considered to carry secret data using bit plane concept.
The Mojette Transformed Huffman Encoded (MOTHE)
secret logo image was hidden in the difference image gen-
erated by histogram approach formed from the double im-
ages. The MOTHE secret logo enhances authentication,
security and compression of bits as compared with the tra-
ditional embedding algorithms. In this proposed security
scheme, transformed secret sequences and reversible data
hiding in an encrypted double image were employed to en-
hance the sternness of the security barrier. The number
of bits embedded and it’s PSNR (Peak Signal to Noise
Ratio) for various images in 512 × 512 and 256 × 256
have been estimated using MATLAB and compared with
the available literature.

Keywords: Bit-plane image encryption, histogram modi-
fication, Huffman encoding, Mojette transform, reversible
data hiding

1 Introduction

Unlike traditional methods, digital era communication
habitually consents one to determine one’s own level of
security. As per one of the many, the means of ensuring
that the data is solely available to those who are at lib-
erty to use it, that data can only be altered by those who
are meant to do so with the ease of nominal and man-
agerial measures is termed as information security will
further classified as cryptography, watermarking, image
encryption and steganography. Security attack is a doable
concern which is addressed over and over, but even with
unswerving endeavors there exist ambiguities in the secu-
rity system. Of all, crackers and intruders pose a prime
threat to secret communication. The information trans-
mitted wireless is exposed to a lot of threats and hence
security measures are mandatory.

Reversible data hiding scheme unlike steganography
provides reconstruction of the cover and embedded secret
data also. Reversible data hiding was introduced and im-
plemented by Ni et al. in 2006 [10] to embed secret data
in difference image by improving the PSNR and embed-
ding capacity and they proposed a data hiding technique
that’s completely reversible and was based on the mod-
ification of the histogram. Kuo-Liang Chung et al. [1]
introduced a watermark block based complement scheme
to decrease the distortion in reversible data hiding. Ste-
ganalysis is done to identify the cover and embedded data.
Der Chyuan et al. [2] proposed a Steganalysis scheme to
identify the hidden data and cover image based on his-
togram feature coding approach that detects the presence
of steganographic data. In recent years the authentica-
tion and security of the transformed encrypted images
are very efficient when Mojette transform was utilized as
it concentrates more on cryptography, watermarking and
in compression [2, 3].

The innate relationship between the adjacent pixel in-
formation is used to attain the difference between pixels
using sub-sampled images to form the resultant histogram
are concentrated by Kyung-Su Kim et al. in 2009 [5].
Mohankumar and Shanmuganathan [8] proposes a data
embedding technique utilizing high capacity and provides
several security levels. Here, the cover image is used to
hide and then the stego file is obscured in one more im-
age. Survey on data hiding techniques and principles that
uses reversible concept was presented by Masoud Nosrati
et al. [12] in which data hiding techniques like Pair-Wise
Logical Computation (PWLC) and data hiding by Tem-
plate ranking with symmetrical Central pixels (DHTC)
technique has been considered. Dual image encryption
making use of Hill cipher to promote entropy was carried
out by Panduranga et al. [14].

Reversible data hiding for encrypted images was car-
ried out to improve security and authentication. An al-
gorithm which includes compression, encryption and em-
bedding and make use of reversible data hiding concept
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and improves the PSNR value [15, 16]. Rajendra, Kan-
phade and Narawade [17] proposed a Forward Modified
Histogram Shifting (FMHS) that has reduced the shifting
of the pixels and yields high embedding capacity. Most of
the factors with PSNR and embedding capacity included
have been optimized in this proposed method. In 2012,
Ramaswamy and Arumugam [18] projected a Data Hid-
ing scheme that based on the shifting of histogram and
completely lossless which accounts for over and under flow
problems in pixel values and climbed that colour image
embedding provides more embedding capacity as com-
pared to gray scale images.

Raju, David and Rao [19] proposed an algorithm imple-
menting histogram peak and zero points. It is grounded
on the binary tree approach for multiple of peak points
with histogram shifting for every overflow and underflow.
In 2009, data hiding algorithm based on histogram ap-
proach utilizing difference of pixels, difference expansion
and histogram shifting technique was proposed by Tai et
al. [24]. Here, the distribution of pixel differences results
not only on large embedding capacity but gives very low
deformation. Further, this algorithm also prevents over-
flow and underflow problem.

Data hiding scheme that uses multi-dimensional and
multi-level shifting of histogram has been proposed by
Wang et al. [25]. Xinlu and Yang proposes a high capacity
and adaptive embedding data hiding based on prediction-
error has been considered [4]. A multilevel histogram
modification scheme for embedding secret data was pro-
posed by Zhao et al. [26] that modifies the histogram con-
structed based on the neighbour pixel differences instead
of the host images histogram.

Mojette is the well known word of the city of Poitiers,
France which means white beans. It was adopted as a
standard tool for addition and subtraction computations
by the children living there. Initial work on MOT was de-
veloped by IRCCyN laboratory, France in 1994. In 1995
the first work on MOT was published. The main aim
of MOT is to determine the projections on the image.
Radon transform serves as an application of discrete ge-
ometry and one best application and replica of it is MOT.
It is characterized as specified for rational projection an-
gles [20, 22]. Co generic to radon transform, MOT is also
used to embody an image as a set of projections and every
finite discrete projection has got its own inverse. It adopts
major properties of radon transform and apart from those
it has got a noticeable property of redundancy [7].

MOT projections can usefully be modified for the ap-
plication of compressed sensing. This combination mainly
has an outbreak in the reconstruction frame. Hence MOT
along with compressed sensing produces effective out-
comes of reduced radiation dosages without affecting the
image quality. Watermarking the image on the whole only
the projections are watermarked [6, 11].

David A. Huffman, in the year 1952, from MIT intro-
duced the finest Huffman entropy coding. The main of
his invention is to construct a code to provide minimum
redundancy and to provide lossless compression of data.

Huffman based text steganography was carried out by
Satir and Isik, [21] to provide an increase in compression
ratio besides the security features. Steganography meth-
ods can be classified as spatial domain [9] or transform
domain [23] and few resist statistical steganalysis [13].

But majority of these schemes make use of histogram
approach with either gray scale or colour images to im-
prove the hiding capacity and PSNR. In this work, two
grey scale images were formed by using bit plane concept
using double image encryption. Here the histogram of the
second image has been constructed based on the pixel dif-
ference from the first image. Then in the resultant image,
MOTH secret logo has been embedded in the peak point
to improve the embedding capacity and PSNR of the pro-
posed scheme. This improves compression of secret data
as compared with the traditional schemes. The PSNR and
the number of bits embedded of the proposed algorithm
were compared with the available literature and found to
be better. In total, this study highlights the following;

1) Reversible data hiding;

2) Double image technique involving bit plane concept;

3) The Mojette Transformed Huffman Encoded
(MOTHE) secret logo were hidden;

4) It provides high PSNR, embedding capacity and com-
pression of bits as compared with the available liter-
ature;

5) Histogram approach formed from double images.

2 Preliminaries

2.1 Reversible Data Hiding

It is a technique, where secret data bits were embedded
into a cover as traditional secret communication and in-
cludes the extraction of the secret data and the cover
medium. The performance metrics can be analyzed using
the complexity of the key involved, visual quality and the
payload capacity.

2.2 Histogram Shifting

This method embeds the secret data in the cover media
considering and analyzing the histogram of the image by
shifting process.

2.3 Peak Point Embedding

This method finds either the peak or zero points in the
histogram. Secret data hiding is carried out by shifting
these peak or zero points resulting in maximum payload
capacity with minimal distortion. It avoids overflow (pixel
value going beyond 255) and underflow (Pixel value below
0) problems.
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3 Proposed Methodology

In the proposed scheme, double image encryption has
been concentrated, in which two 512 × 512 grey scale
images were used to form a single image using bit plane
concept. Then based on the pixel difference from the first
image, the histogram of the second image was formed. To
the resulting image, MOTH secret logo has been embed-
ded in the peak point to improve the embedding capacity
and PSNR. The proposed reversible data hiding encryp-
tion and decryption schemes are given in Figures 1 and 2
respectively.

3.1 Encryption Algorithm

1) Get the input cover images C1 & C2.

2) Separate C1 & C2 into its corresponding bit planes.

3) Replace the LSB bit planes of C2 with LSB bit planes
of C1 and store it as A1.

4) Replace the LSB bit planes of C1 with LSB bit planes
of C2.

5) Read the image matrix A1 and A2.

6) Resize A1 & A2 to 512 × 512 (P × Q), where P, Q
represents the size of A1 & A2.

7) Convert A1 & A2 to double values.

8) Compute histogram to image matrix A1 & A2.

9) Divide the image into 4× 4 blocks.

10) Compute the difference between adjacent columns.

A1(i, j) = |A(i, j)−A(i, j + 1)| ;
0 6 i 6 P, 0 6 j 6 Q− 2.

A2(i, j) = |B(i, j)−B(i, j + 1)| ;
0 6 i 6 P, 0 6 j 6 Q− 2,

where A1 & A2 are the difference block of size P ×
Q − 1(4 × 3). A, B are the 4 × 4 image block of A1
& A2. i, j are the rows and columns of Z.

11) Compute the difference between resultant image A1
& A2.

Z(i, j) = A1−A2;

12) Compute the histogram of Z (i, j).

13) Record the peak point p in the histogram of Z (i,j),
where V represents the peak point that has larger no
of pixel values.

14) If Z(i, j) greater than peak point then Z’(i, j)= Z(i,
j)+1.

Z ′(i, j) =

{
Z(i, j) + 1) if Z(i, j) > V
Z(i, j) otherwise

}
For 0 6 i 6 P , 0 6 j 6 Q − 2, where Z’(i, j) =
difference image.

15) The principle Z’(i, j) is applied for each image blocks.

16) If the pixel value is equal to V can be modified to
hide U, where U represents the secret data bits.

17) Then the condition for hiding message in each block
is given by,

Z ′′(i, j) =

{
Z ′(i, j) + U) if Z ′(i, j) = V
Z ′(i, j) otherwise

}
For 0 6 i6 P, 06 j6 Q-2, where Z”(i, j) is the modi-
fied hidden difference image, U represents the secret
data bits.

18) Performing inverse transformation J−1 to each 4×3
block of difference image and construct marked im-
age.

W (i, 1) =

{
A(i, 2) + Z′′(i, 2) if A(i, 1) > A(i, 2)

A(i, 1) otherwise

}
For 0 6 i6 P, 06 j6 Q-2.

W (i, 2) =

{
A(i, 1) + Z′′(i, 1) if A(i, 1) 6 A(i, 2)

A(i, 2) otherwise

}
For 0 6 i6 P, 06 j6 Q-2.

3.2 Mojette Transform (MOT)

The main property of MOT is only additions, subtrac-
tions and apparently the initial discrete information can
be distributed into multiple projections. Reconstruction
of initial information can also be performed when ample
projections are available. The main objective is to derive
certain inconsistent set of information from projections to
avoid rotation attacks. This serves to be a useful crypto-
graphic scheme. The linearity property of the transform
is much helpful in decoding the cryptic image where it
takes modulus addition of pixels.

The MOT projects the original image block as,

A = A(b, c); b = 1...D; c = 1...E

On a set of projections

E = {Eg(h) g = 1, ....g h = h...hg}

It’s a version DRT for a group

Eg(h) = projection (Jf ,Kf , lf )

where Jf and KJf are the projection lines.

Eg(h) =

b,c
∑

H∑
A(b, c) ∂(bl − iqk − jpk)

where,

∂(a) =

{
1 if a = 0
0 otherwise

}
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Figure 1: Encryption scheme

Figure 2: Decryption scheme
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H = (b, c; lh − bkf − cjf = 0)

H represents the digital bin in φf direction and on lh Then
the total number of bins will be calculated by

yb = (D − 1) |Jf |+ (E − 1) |Kf |+ 1

The projection angles are given by θi=tan−1(ja/ia), where
the set of vectors (ja/ia) should be co-prime and ia should
always be positive except for a single case of (1,0). The
transformed image will have a set of projections of which
every element is termed as bins. These bins are obtained
by addition of pixels along the line of projection. In order
to recover the image an iterative process of search and
update of one-one pixel-bin is performed. Back-projection
of this bin value onto the pixel and consequent subtraction
in other respective projections will be done. Then the
pixel values from the projection bins are chosen and the
unwanted bins are discarded during reconstruction. This
reduces redundancy of the projection bins.

3.3 Secret Logo Embedding

1) Read the image matrix S.

2) LSB bit-planes of S are combined as N (512 × 512
image).

3) Difference between the adjacent pixel values was
taken.

4) Read the difference image as M.

5) M is subjected to Mojette Transform, followed by
Huffman encoding.

6) As an example, consider a 3×3 matrix from the secret
data to be embedded as in Table 1.

Table 1: 3× 3 Secret data

4 6 1
2 2 0
3 5 8

7) Calculate the bin values as in Figure 3.

8) For retrieval of the original data at the receiver end,
bins 1, 5, 6,7, 8, 9, 10, 11 and 13 are required.

9) Among 13 bin values estimated, only 9 bins are used
neglecting the 4 bin values.

10) For the 9 bin values (3, 1, 4, 8, 6, 5, 8, 9, 9), calculate
the mean value and the mean value is found to be 6.

11) Then from the calculated mean value, find the differ-
ence between the mean and the bin values, calculated
value= mean value − bin value.

12) The calculated values are -3, -5, -2, 2, 0, -1, 2, 3, 3.

Figure 3: Bin values calculation

Table 2: Bin values and their estimated probability values

Calculated bin values Probability
-3 0.5
-5 0.05
-2 0.05
2 0.125
0 0.05
-1 0.05
2 0.125
3 0.25
3 0.25

13) To provide compression, Huffman encoding was ap-
plied to the calculated values.

14) Distribute the probability for the calculated values
as in Table 2.

15) The Calculated bin values are encoded using Huff-
man encoding procedure as shown in Figure 4.

16) The encoded bits are 111000010000110111111111000
11001.

17) Totally 32 bits are encoded.

18) For a 3 × 3 matrix, normally 9 × 8=72 bits will be
transmitted; instead it has been reduced to 32 bits
by applying MOHTE.

3.4 Decoding of the Secret Data Bits

1) From the transmitted sequence, the calculated values
are obtained using Huffman tree.

2) The calculated values are -3, -5, -2, 2, 0, -1, 2, 3, 3.

3) Then to the calculated value mean will be added to
determine the original bin values. Calculated value
+ Mean value = Original bin value.

4) Then the original bin values are recovered as 3, 1, 4,
8, 6, 5, 8, 9, 9.
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Figure 4: Bin value calculation using Huffman encoding procedure

Figure 5: Arrangement of bin values

Figure 6: Bin values estimation

Figure 7: Secret matrix formation

5) Then arrange the original bin values in respective
positions to extract the matrix values as shown in
Figure 5.

6) Using the bin values 1, 5, 6 and 10 the corner value
of the matrix was obtained.

7) Then using the bin values 13, 11 and using Step 19,
next two matrix elements are calculated as shown in
Figure 6.

8) By using the bin values, 7, 8 and 9 the remaining
matrix elements was obtained as shown in Figure 7.

9) Thus the original secret 3 times 3 matrix was recon-
structed.

3.5 Decryption

Perform the inverse operation of encryption to extract the
cover images 1 and 2 and the secret data bits.

3.6 Secret Logo Image to be Embedded

Secret logo image to be embedded is given in Figure 8.
From Table 4 it is clear that, for a 256 × 256, the orig-
inal data to be embedded will be 65, 536 bits and after
applying Mojette Transform (MOT) it will be reduced
to 10, 752 and still reduced to 3392 bits after applying
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Figure 8: Secret logo to be embedded after applying
MOTH

Mojette Transform Huffman encoding (MOTH). Then for
512 × 512 image, the original data to be embedded will be
262144 bits and after applying Mojette Transform (MOT)
it will be reduced to 21, 504 and still reduced to 6784 bits
after applying MOTH.

Table 3: Comparison of Mojette transform with tradi-
tional embedding

Bits to be embedded
Secret
logo

Without
MOHTE

With
MOT

With
MOTHE

256× 256 65,536 10,752 3392
512×512 2,62,144 21,504 6784

4 Results and Discussion

The proposed algorithm was based on the bit plane based
reversible data hiding on double images. Figure 8 shows
the secret logo to be embedded after applying MOTH.
Here two cover images of camera man and moon are taken
as input as shown in Figure 9a and Figure 9b. Differ-
ence images of 9(a) and 9(b) are given in Figure 10a
and b respectively. Then the difference image between
10a and b was computed and the resultant image and
its histogram were shown in Figure 11a & Figure 11b
respectively. Figure 12a represents the secret data bits
embedded in 11(a) and its corresponding histogram in
Figure 12b.The marked image was given in Figure 13a
and its histogram in Figure 13b using inverse transforma-
tion and then Gaussian noise with zero mean and 0.02
variance is added to the marked image and was given in
Figure 14a and its histogram in Figure 14b.The decrypted
image was found to be robust even after adding noise.

Figure 15a provides the decrypted image after adding
Gaussian noise and its histogram in Figure 15b.

From Figure 15a it is revealed that even after adding
noise decryption is possible. Figure 16a, b, c, d and e pro-
vides the difference image, marked image, marked image
with Gaussian noise, final decrypted cover image 1 and
the final decrypted cover image 2 respectively. Figure 17
a, b, c, d and e provides the Lena image formed from
bit-planes of double image, its difference image, marked
image, marked image with Gaussian noise, final decrypted

Figure 9: a) Cover image C1; b) Cover image C2

Figure 10: a) Difference image of 9(a); b) Difference image
of 9(b)

Figure 11: a) Difference image of 10(a & b); b) Secret
data bits hidden in 11(a)

Figure 12: a) Histogram of 11(a); b) Histogram of 11(b)
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Table 4: Performance metrics for various images of size 512 × 512

Images (512 × 512) Number of pixels embedded PSNR
Boat 49297 48,816

Barbara 36919 48.8380
Jet 51233 48.7596

Pout 57514 49.5636
Lena 50580 48.8000
Cell 60141 49.7397

Cameraman 51801 48.9513
Baboon 38091 48.4060

Average PSNR 49.06 dB

Table 5: Comparative analysis of PSNR in dB

Host image Xinlu, Li and Yang.(2013) Ratna Raju et al., (2010) Ramaswamy et al., (2012) Proposed
Lena 42.71 44.28 37.79 48.8
Jet 46.03 44.02 36.24 48.75

Boat 37.81 44.01 39.67 48.8
Baboon 2.01 44.19 36.24 48.4

Table 6: Comparison of payload characteristics I

Host image Payload (bpp) (Ni et al., 2006) Proposed Increased payload (in percentage)
Lena 5460 50580 826
Boat 7301 51233 601

Baboon 5421 38091 603
Average 6060 46634 669

Table 7: Comparison of payload characteristics I

Host image Payload (bpp) (Ratna Raju, David and Prasada Rao, 2010.) Proposed Increased payload (in %)
Lena 22390 50580 125.90

Baboon 25530 38091 49.200
Average 23960 44335 85.03
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Figure 13: a) Marked image; b) Marked image with Gaus-
sian noise of zero mean and 0.02 variance

Figure 14: a) Histogram of 13(a); b) Histogram of 13(b)

Figure 15: a) Decrypted cover image 1 affected by Gaus-
sian noise; b) Histogram of 15(a); c), d) Decrypted cover
images 1 and 2

Figure 16: a) Difference image; b) Marked image; c)
Marked image with Gaussian noise; d) Decrypted cover
image 1; e) Decrypted cover image

Figure 17: a) Original biplane hidden image; b) Secret
bits embedded in 17 (a); c) Marked image; d) Marked
image with Gaussian noise; e) Decrypted cover image 1
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Figure 18: a) Original biplane hidden image; b) Secret
bits embedded in 18(a); c) Marked image; d) Marked im-
age with Gaussian noise; e) Decrypted cover image 1

Figure 19: a) Original biplane hidden image; b) Secret
bits embedded in 19(a); c) Marked image; d) Marked im-
age with Gaussian noise; e) Decrypted cover image 1

cover image 1 respectively.

Figure 18 a, b, c, d and e provides the Baboon image
formed from bit-planes of double image, its difference im-
age, marked image, marked image with Gaussian noise,
final decrypted cover image 1 respectively. Figure 19 a,
b, c, d and e provides the plain image formed from bit-
planes of double image, its difference image, marked im-
age, marked image with Gaussian noise, final decrypted
cover image 1 respectively. For all the test images consid-
ered, moon image was considered to be the second cover
image. Figure 20 a, b and c represents the decrypted
image after applying gaussian, pepper-Salt and median
noise attacks respectively. Figure 21 a and b represents
decrypted image after cropping and rotation attacks re-
spectively Table 5 provides the information about the
number of bits embedded and its PSNR for various im-
ages in 512 × 512 format. Table 6 estimates the PSNR

Figure 20: Decrypted image after a) Gaussian filtering
attack; b) pepper-salt noise attack; c) median filtering

Figure 21: Decrypted image after a) cropping and b) ro-
tation

of the proposed scheme with the available literature and
found to be better. Table 7 and 8 provides the compari-
son of payload characteristics considering various images
like Lena, Boat and Baboon in comparison with (Ni et
al., 2006 and Ratna Raju, David and Prasada Rao. 2010)
respectively.

5 Performance Analysis

5.1 PSNR & MSE

PSNR is a measure to validate the image quality after
embedding. It is given by

PSNR = 10× log10
I2

MSE

MSE =
1

MN

M−1∑
i=1

N−1∑
j=1

[I()i, j)−K(i, j))]
2

where M and N represents the row and column of the im-
age matrix and I take the value 255.The average PSNR
value of proposed method is found to be 49.06dB which
is superior when compared to (Ramaswamy and Aru-
mugam. 2012; David and Prasada Rao. 2010 and Xinlu,
Li and Yang. 2013 ).

5.2 Embedding Capacity

Embedding capacity provides the hiding capacity of the
algorithm. The embedding capacity depends on the pixel
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values at the peak point Embedding capacity = number
of pixels at peak point of difference image. The estimated
values of the proposed method are found to be better with
the previous work in payload (Ni et al., 2006 and Ratna
Raju, David and Prasada Rao. 2010).

6 Compression Achieved through
MOHT

The secret logo to embed was passed through MOHTE.
For a 4×4 image, the number of bins will be 21 by apply-
ing MOT. Then each bit will be represented by 8 bits, so
totally 21 × 8=168 bits are required for embedding. But
out of the 21 bins, 16 bins are sufficient to retrieve the
original 4× 4 image. So it will be reduced to 16 × 8=128
bits results in the removal of 40 redundant bits.

Then to this 16 bin values, Huffman encoding has been
applied to remove redundant bits. The resultant bits after
MOTH will be 53 bits. Thus an increase in the compres-
sion of 31 percentage will be provided.

So, for a 256 × 256 image, there will be hardly 64
numbers of 4×4 blocks will be there. So the required bits
are 64 × 53 bits = 3392 bits. Similarly for a 512 × 512
image, there will be hardly 128 numbers of 4 × 4 blocks
will be there. So the required bits are 128 × 53 bits =
6784 bits.

7 Conclusions

In this paper, bit planes of the double images have
been formed, and then difference image was computed
based on histogram approach from the double images.
Then MOHT secret logo image was hidden in the differ-
ence image to improve the hiding capacity in spatial do-
main. This embedding provides compression, authentica-
tion and security as compared with the traditional embed-
ding schemes. The proposed methodology employs grey
scale images and implemented using MATLAB. The re-
sults demonstrate that embedding capacity of 60141 bits
and PSNR of 49 dB and 48dB has been achieved consid-
ering 512 × 512 and 256 × 256 images respectively. It
can be further improved by adding Quantum based QR
codes for authentication purposes.
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