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Abstract

Anomaly based intrusion detection system (A-IDS) is con-
sidered to be a better option than signature based system
since it does not require prior knowledge of attack signa-
ture before it can be used to detect an intrusion. However
managing alarms generated by this system is more diffi-
cult than signature-based intrusion detection systems (S-
IDSs). This is due to the fact that S-IDS generates rich
information along with the reported alarms whereas A-
IDS may just identify the connection stream that is de-
tected as malicious. A-IDS raises an alarm every time it
detect an activity that deviates from the baseline model
of the normal behaviour. Therefore, the cause of the
anomaly itself is unknown to the intrusion detection sys-
tem. This brings in a substantial challenge problem in
managing IDS alarms and recognizing false positive from
true alarms. Therefore, determining the class of an attack
detected by anomaly-based detection systems is a signifi-
cant task. This paper serves two folds; firstly, it presents
a set of network traffic features that deemed to be the
most relevant features in identifying wide range of net-
work anomalies. Secondly, the paper presents an A-IDS
alarm classifier based on machine learning technologies
to automatically classify activities detected by a packet
header-based anomaly detection system. Evaluation ex-
periments showed that machine learning algorithms are
capable of classifying malicious activities in an effective
and efficient means.

Keywords: Alarm classification, anomaly-based, feature
selection, machine learning

1 Introduction

Anomaly-based detection system is designed to uncover
abnormal patterns of behaviors, in which anything that
widely deviates from normal usage patterns will be con-
sidered as an intrusion [4]. It is considered to be a better
option than signature based system since it does not re-

quire prior knowledge of attack signature before it can be
used to detect an intrusion. However, identifying the class
of attack poses a significant problem in anomaly based
IDS. In signature based IDS, this process is trivial since
each signature is a result of an analysis of the correspond-
ing attack conducted by security experts; in which the
attack class is manually assigned during the signature de-
velopment process [9, 12]. Unlike signature-based IDS,
the anomaly-based detection system cannot associate the
detected activity with an attack class. In fact one of the
major weaknesses of anomaly-based intrusion detection
system is that, it cannot classify the detected activity to
determine the severity level and the consequences of the
detected activity [10].

By classifying an attack, it is possible to set default
actions for handling a certain alarm. As well as, in or-
der to estimate the risk of unknown attacks, a solution
to automate the classification of anomaly-based alarms
is required. However, so far no effective and efficient
automatic or semi-automatic approach that is currently
available, able to classify anomaly-based alarms at run-
time [15, 31]. Thus, any anomaly-based alarm must be
manually processed to identify its class; this may increase
the workload of security analyst, and will effectively in-
crease time required; as well as, the dependence on secu-
rity analysts. Another limitation of manual alarm pro-
cessing is that the complexity and dynamically changing
traffic statistics may introduce the possibly of human er-
ror. This paper presents Network Anomalies Classifier
(NAC) that uses machine learning technologies to auto-
matically classify activities detected by a packet header-
based anomaly detection system.

The rest of this paper is organized as follows: Section 2
presents an overview of the current state of attack identi-
fication and classification addressing the feature sets have
been monitored, Section 3 presents the attack scenarios
providing the common network traffic features to be mon-
itored to identify different attack classes, Section 4 de-
scribes the research methodology, Section 5 discusses the
evaluation of the proposed system and Section 6 presents
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the conclusions and future works.

2 Related Works

IDS alarm classification has been an active research area
for the past few years, recent researchers have focused on
managing the generated alarms to identify real threats
from false alarms and to classify the alarms into distinct
classes. Several methods have been proposed to analyse
the reported alarms based on different classification al-
gorithms and network traffic features [1]. This section
presents some of the recently proposed methods.

Entropy based analysis [21] have been employed to
analyze a signature-based IDS alarms (more specifically,
Snort) and detect real network attacks. The proposed
method uses Shannon entropy to examine the distribu-
tions of five statistical features of Snort alarms as illus-
trated in Table 1. The features used are; the number of
alarms generated from each distinct source IP address, the
number of alarms sent to a destination host, source and
destination threats’ severity grade and datagram length.
An adaptive false alarm filter [23] have been utilized to
filter out false alarms with the best machine learning al-
gorithm based on distinct network features. The Au-
thors have intended to reduce the false alarms gener-
ated by signature-based IDS (Snort) in real time, and
have selected 8 network features to represent the gener-
ated alarms as follows; Snort’s description of an attack,
attack classification, priority of an attack, packet type,
source IP address, source port number, destination IP
address and destination port number. They have used
DARPA dataset to evaluate six different machine learn-
ing algorithms; K-nearest neighbor, support vector ma-
chines, naive bayes, neural networks and decision trees
using Weka platform. And then, they have designed
an adaptive false alarm filter to select the best single-
performance algorithm in filtering out false alarms.

An approach of semi-supervised learning mechanism
have been introduced by Chiu [3] to build an alarm filter
for signature-based intrusion detection system. The au-
thors have selected eight network features specifically; the
connection’s start time, the connection’s duration, local
and remote IP addresses that participated in the connec-
tion, connection’s service, local and remote ports used by
the connection, the number of bytes sent and received and
the state of the connection. In [27] the author has used
Lincoln laboratory dataset to find suitable subsets of fea-
tures for network attack detection. The feature subsets
were formed using prior knowledge from previous IDS re-
searches and in addition, from analysing network attacks
and their effect to the traffic flows, the selected features
are illustrated in Table 1. The author showed that attacks
of similar type, have similar effect to the network traffic
and thus, subsets of features were formed for each attack
type.

Flow-based analysis has been considered by
Knuuti [16]. The author has compared the usabil-

ity and performance of three different intrusion detection
systems based on the identified network traffic flow
features. The evaluated systems were Snort, Bro-IDS
and TRCNetAD. Snort and Bro-IDS are signature-based
intrusion detection systems while the later is an anomaly-
based IDS. The features set that the author used are as
illustrated in Table 1, which are statistical representa-
tions of the network traffic flow. The study conducted
two, one week long, traffic capturing periods to collect
data for the evaluation. Using the selected features,
Snort was able to detect over 1.5 million intrusions during
the one-week traffic capturing period. Snort was able to
detect buffer overflow attacks, Trojan, denial of service,
VoIP attacks, Heap overflow attacks, DNS spoofing
attack and spyware. Bro-IDS detected approximately
eight thousand intrusions which were address and port
scan. TRCNetAD detected 150 thousand anomalies
during the same time period.

Rule adaptation approach in managing IDS alarms
have been considered by Lin [20]. The study has pro-
posed a Weighted Score-based Rule Adaptation (WSRA)
mechanism; which have the facility to learn from expert’s
feedback. Features used in this work are illustrated in
Table 1 and as follows; total number of source and desti-
nation IP addresses in defined time window, source and
destination port number, snort’s signature, attack class,
and timestamp.

Monitor deviations in network traffic features distri-
butions from baseline model had been considered in IDS
alarm management approaches [5]. The study analysed
events that affect the distribution of traffic features and
mark them as anomalies. The proposed system monitored
network-wide backbone traffic using the features listed in
Table 1. They have monitored the changes on the four IP
packet header features between traffic flows using differ-
ent algorithms. However, the study didn’t evaluate the
proposed method in real network traffic.

3 Feature Selection Based on At-
tack Scenarios

Feature selection is an important step in building intru-
sion detection and constructing alarm classification mod-
ules. During feature selection phase, a set of network traf-
fic attributes or features deemed to be the most effective
attributes is extracted in order to construct suitable clas-
sification module [29, 33]. A key challenging problem that
many researchers face is how to choose the optimal set of
features [1, 28], as not all features are relevant and have
an impact on the classification performance, and in many
cases, irrelevant features can impact the classification ac-
curacy and cause slow training and testing processes. By
analysing known attacks and their influence to the normal
network traffic, it is possible to define which traffic fea-
tures are relevant and therefore should be monitored. The
idea behind this approach is to define the characteristics
of a specific attack category. This is done by analysing
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Table 1: Network traffic features used in prior studies

Study Features Used Num. of Features
[21] The number of alarms generated from each distinct source IP

address, the number of alarms sent to a destination host, source
and destination threats’ severity grade and datagram length

5

[23] Description of the attack, Snort’s classification, Alarm priority,
packet type, source IP address, source port number, destination
IP address and destination port number.

8

[3] The connection’s start time, the connection’s duration, local and
remote IP addresses that participated in the connection, connec-
tion’s service, local and remote ports used by the connection, the
number of bytes sent and received and the state of the connection

8

[27] IP address, timestamp, number of receiving sequences, number
of receiving sequences from different IP’s, number of sending se-
quences, number of sending sequences to different IP’s, amount of
data received, amount of data sent, amount of packets received,
amount of packets sent, number of different port numbers used
over 1024, number of port numbers used over 1024, number of
different port numbers used below or at 1024, number of port
numbers used below or at 1024, number of UDP flows, number
of TCP connections, number of ICMP packets, number of SMTP
connections, number of FTP connections, number of HTTP con-
nections, number of DNS connections, number of Telnet connec-
tions, number of SSH connections

24

[20] Total number of source and destination IP addresses in defined
time window, source port number, destination port number,
snort’s signature, attack class, and timestamp.

5

[16] IP address, timestamp, number of ICMP packets, number of
UDP flows, number of TCP connections, amount of received data,
amount of sent data, number of received packets, number of sent
packets, number of different port numbers used over 1024, number
of port numbers used over 1024, number of different port numbers
used below 1024, number of port numbers used below 1024, num-
ber of receiving sequences from different IP’s, number of receiving
sequences, number of sending sequences to different IP’s and num-
ber of sending sequences.

17

[5] Source IP address, destination IP address, source port number
and destination port number.

4

the attacks classification done by MITRE Corp [24]. Re-
searchers at MITRE Corp. have developed attack taxon-
omy for the United State Department of Homeland Se-
curity [7]; the main goal of this taxonomy is to create a
list of patterns employed by attackers when compromising
information systems, along with a comprehensive schema
and classification taxonomy [34]. The project entitled as
the Common Attack Pattern Enumeration and Classifi-
cation (CAPEC). The classification in CAPEC is based
on the mechanism used to attack that include; resource
depletion, network reconnaissance, spoofing, exploitation
of authentication, and exploitation of privileges.

3.1 Resource Depletion (DOS)

An attacker depletes a resource to the point that the tar-
get’s functionality is affected. The result of a successful
resource depletion attack is usually the denial of one or
more services offered by the target [11, 19]. In order to
deplete the target’s resources the attacker must interact
with the target and a client or script capable of mak-
ing repeated requests over a network. If the attacker has
some privileges on the system the required resource will
likely be the ability to run a binary or upload a compiled
exploit, or write and execute a script or program that
consumes resources. Most of resource depletion attacks
are detectable by monitoring from the traffic flows and
the amount of data sent by the source. Therefore, the
features that should be monitored for resource depletion
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attacks are as follows [26, 27];

1) Number of sequences received during the observation
period;

2) Amount of bytes received during the observation pe-
riod;

3) Total number of packet received;

4) Total number of sequences received during the obser-
vation period from different IP’s;

5) Number of sequences sent during the observation pe-
riod;

6) Amount of bytes sent during the observation period;

7) Total number of packet sent;

8) Total number of sequences sent during the observa-
tion period to different IP’s;

9) Total number of different TCP and UDP port num-
bers used by source;

10) Total number of different TCP and UDP port num-
bers used by the host;

11) Number of TCP requests for transmission;

12) Number of half open connections;

13) Number of established connections which represents
an open connection;

14) Number of connection termination requests sent;

15) Number of confirming connection termination re-
ceived;

16) Total number of TCP connections during the obser-
vation period;

17) Total number of UDP flows during the observation
period;

18) Total number of TCP connections initiated by
source;

19) Total number of UDP flows received;

20) Total number of TCP connections initiated by the
host;

21) Total number of UDP flows sent.

3.2 Network Reconnaissance (Probe)

An attacker engages in network reconnaissance opera-
tions to gather information about a target network or
its hosts. Network Reconnaissance techniques can range
from stealthy to noisy and utilize different tools and
methods depending upon the scope of the reconnais-
sance [24, 26]. Host discovery and port scanning are
common examples of network reconnaissance, where the
attacker tries to map out IP addresses and operating sys-
tems that are in use, as well as what services the hosts
are providing [14]. In general, in network reconnaissance
operations the attacker tries to find out all the possible
means and methods that it can use to perform other at-
tacks such as denial of service or gaining an unauthorised
access to the inner network. Most of network reconnais-
sance attacks are detectable by monitoring from the traffic
flows. Therefore, the features that should be monitored
for such attacks are as follows [17, 23];

1) Number of sequences received during the observation
period;

2) Total number of sequences received during the obser-
vation period from different IP’s;

3) Number of sequences sent during the observation pe-
riod;

4) Total number of sequences sent during the observa-
tion period to different IP’s;

5) Total number of different TCP and UDP port num-
bers used by source;

6) Total number of different TCP and UDP port num-
bers used by the host;

7) Number of half open connections;

8) Number of connection termination requests sent;

9) Number of confirming connection termination re-
ceived;

10) Total number of TCP connections during the obser-
vation period;

11) Total number of UDP flows during the observation
period;

12) Total number of TCP connections initiated by
source;

13) Total number of UDP flows received;

14) Total number of TCP connections initiated by the
host;

15) Total number of UDP flows sent.
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3.3 Spoofing

An attacker interacts with the target in such a way as to
convince the target that it is interacting with some other
principal and as such take actions based on the level of
trust that exists between the target and the other prin-
cipal [30]. Many of the protocols in the TCP/IP suite
do not provide mechanisms for authenticating the source
or destination of a message. They are thus vulnerable
to spoofing attacks when extra precautions are not taken
by applications to verify the identity of the sending or re-
ceiving host. IP spoofing may be used to leverage man-in-
the-middle attacks against hosts on a computer network.
Spoofing attacks which take advantage of TCP/IP suite
protocols may be mitigated with deep packet inspection.
The features that should be monitored for such attacks
are as follows [25];

1) Total number of sequences received during the obser-
vation period from different IP’s;

2) Total number of sequences sent during the observa-
tion period to different IP’s;

3) Number of privileged port numbers used during the
observation period;

4) Number of different privileged port numbers used
during the observation period;

5) Number of registered ports used during the observa-
tion period;

6) Number of different registered port numbers used;

7) Total number of different TCP and UDP port num-
bers used by source;

8) Total number of different TCP and UDP port num-
bers used by the host;

9) Number of TCP requests for transmission;

10) Number of half open connections;

11) Number of established connections which represents
an open connection;

12) Number of connection termination requests sent;

13) Number of confirming connection termination re-
ceived.

3.4 Exploitation of Authentication

An attacker actively targets exploitation of weaknesses,
limitations and assumptions in the mechanisms a tar-
get utilizes to manage identity and authentication. Such
exploitation can lead to the complete subversion of any
trust the target system may have in the identity of any
entity with which it interacts. The exploitation of au-
thentication attacks are detectable from the payload data
by looking for specific patterns. Some of the attacks are

though also detectable from the network traffic by look-
ing for malformed packets that are oversized, fragmented
or using, for example, abnormal TCP flag options [22].
Therefore, the features that should be monitored for such
attacks are as follows;

1) Total number of sequences received during the obser-
vation period from different IP’s;

2) Number of privileged port numbers used during the
observation period;

3) Number of different privileged port numbers used
during the observation period;

4) Number of registered ports used during the observa-
tion period;

5) Number of different registered port numbers used;

6) Number of half open connections;

7) Total number of TCP connections during the obser-
vation period;

8) Total number of UDP flows during the observation
period;

9) Total number of TCP connections initiated by
source;

10) Total number of UDP flows received;

11) Total number of TCP connections initiated by the
host;

12) Total number of UDP flows sent.

3.5 Exploitation of Privilege/Trust

An attacker actively targets exploitation of weaknesses,
limitations and assumptions in the mechanisms a tar-
get utilizes to manage access to its resources or autho-
rize utilization of its functionality. Such exploitation can
lead to the complete subversion of any control the tar-
get has over its data or functionality enabling almost any
desired action on the part of the attacker. Similarly to ex-
ploitation of authentication attacks, this type of attacks
detectable from the payload data by looking for specific
patterns. However, some of the attacks are though also
detectable from the network traffic. Therefore, the fea-
tures that should be monitored for such attacks are as
follows [35, 36];

1) Total number of sequences received during the obser-
vation period from different IP’s;

2) Total number of sequences sent during the observa-
tion period to different IP’s;

3) Number of privileged port numbers used during the
observation period;
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Figure 1: Online anomalies classifier

4) Number of different privileged port numbers used
during the observation period;

5) Number of registered ports used during the observa-
tion period;

6) Number of different registered port numbers used;

7) Number of half open connections;

8) Total number of TCP connections during the obser-
vation period;

9) Total number of UDP flows during the observation
period.

4 Network Anomalies Classifier
(NAC)

This section presents an A-IDS alarm classification
method which relies on machine learning algorithm and
attack examples learnt from S-IDS during the training
process. The proposed method monitors the network
communication pattern and actively extracts the required
network traffic features. The proposed system analyse
IDS alarms and attempt to classify them based on pre-
learnt classification model. The classification model is
constructed based on attack examples supplied during
training phase, during the training phase Snort have been
used to provide alarm class definitions of the activities de-
tected by the anomaly detection system. The proposed
system is represented by the Network Anomalies Clas-
sifier (NAC) module depicted in Figure 1. The NAC is
responsible for an automatic classification of activities de-
tected by a packet header-based anomaly detection sys-
tem (specifically, PHAD) based on predefined set of pat-
terns of attack mechanisms.

The proposed network anomalies classifier uses ma-
chine learning algorithm to assign class labels to the de-
tected activities. The NAC consist of two interacting
components; the Packet Features Extractor (PFE) and
Anomaly Classifier Engine (ACE) as illustrated in Fig-
ure 1. The PFE monitors network traffic flow and extracts
traffic flow features to generate alarm meta-information

as a vector representing symptoms vector. The symp-
toms vector then, to be directed to the anomaly classi-
fier engine for further analysis. The most suitable traffic
flow features are selected by handpicking from the feature
spectrum based on the prior knowledge about the envi-
ronment that the IDS is monitoring and the analysis of
known attack types.

The ACE is responsible for automatically classify the
detected activity and determine the attack class. Before
the classifier engine is able to classify new incoming alarms
automatically, the ACE is trained with several types of
attack meta-information to build a classification model.
During the training phase, the attack meta-information is
provided automatically by extracting specific information
from known attack signatures. In this work, a signature-
based IDS is deployed next to the anomaly detection sys-
tem and both monitor the same network traffic. Conse-
quently, the S-IDS is responsible to feed the NAC with the
attack class of any alarm generated by the two systems.

4.1 Packet Features Extractor (PFE)

Network traffic contains features that are redundant or
their contribution to the classification process is little.
Therefore, it is essential to choose among the data what is
relevant to consider and what is not [8]. By reducing the
amount of features, the classifier’s computational speed is
improved and the overall performance is increased. Thus,
Feature selection plays an important role when creating a
model of the network traffic. The features should repre-
sent the traffic data as accurate as possible. The challenge
is on discovering the most suitable features having major
contribution to the classification process [4].

Network traffic is collected based on either packet data
or network traffic flow, each provides a different type of
visibility and collectively can provide a complete view of
the network activities. As data streams flow across the
network, the network packet-based sniffer captures each
packet and decodes the packet’s raw data, showing the
values of various fields in the packet. The network traf-
fic contains users’ confidential information [33]. Conse-
quently, a deep packet analysis cannot be done, and only
limited analysis for the network traffic can be achieved.
Therefore, the header fields of the packets can be checked,
but not the user’s data in the payload.
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A traffic flow can be described as; all network
packets with the same source/destination IP address,
source/destination ports, protocol interface and class of
service are grouped into a flow. Traffic flow is summarized
data that provides a simple, effective, and scalable way to
gain visibility into traffic types and bandwidth usage on
the network. One important fact about network flows is
that flows do not provide any packet payload. Rather,
only meta-information about network connections is col-
lected. The meta-information contains several attributes
(e.g., the packets or bytes transferred in a flow). Unlike
packet data approach, since network flows do not carry
packet payload, all information which was transported in
the original payload is irretrievably lost. While the lack of
payload contributed to some advantages such as privacy
and scalability [13].

Based on the available information from the literature
it seems that an efficient attack classification can be done
by using the network traffic flow information. Recent re-
searches showed that network traffic flows could improve
the accuracy of attack classification [13, 18]. Therefore,
the network traffic flow method has been used in this work
to monitor network behaviour. There are many advan-
tages in using flow data instead of packet data. The ma-
jor advantage comes from protecting the privacy and the
confidentiality of the protected network as well as the re-
duced need of storage space for the data, since network
flows requires a one tenth of the original packet-based
data which is a huge difference. Network traffic flow pro-
vides abstract overview of the network state, performance
and behaviour which are required to train the anomalies
classifier engine.

Two approaches were used to select the relevant fea-
tures from the network traffic. Initially, an analysis of
what information the field of literature holds on this topic;
then an evaluation of different attack scenarios and how
they affect the network traffic behaviour have been pre-
pared. The most suitable traffic flow features are selected
from the feature spectrum based on the prior knowledge
about the environment that the IDS is monitoring and
the analysis of known attack types.

4.1.1 Packet Features Selection

After analysing the features from the attack scenarios
point of view and what have been utilized in the liter-
ature, it seemed that the features used by [16] are very
comparable to the features that should be monitored for
each attack class. Therefore the features used by [16]
were chosen as well as some other related features ob-
tained from the attack scenarios analysis. The features
to be monitored are listed in Table 2. The selected fea-
ture set containing statistical information that reflects the
amount of change within each time interval.

As illustrated in Table 2, twenty five features have been
selected to be monitored. The selected features will be
represented as a vector of 25 elements, where each el-
ement represents its designated value. At this stage the

extracted vectors will be defined as the symptoms vectors.
To expound on the functionality of the packet features
extractor, the functional model of the proposed system is
shown in Figure 2.

4.2 Anomaly Classifier Engine (ACE)

The anomaly classifier engine is responsible for automat-
ically classify the detected activity and determine the at-
tack class, based on predefined set of patterns of known
attack mechanisms that are defined in the CAPEC and
CVE databases. The PFE monitors network traffic flow
and extracts traffic flow features to generate alarm meta-
information as a vector representing symptoms vector.
The symptoms vector is then passed to the anomaly clas-
sifier engine that automatically determines the attack
class. The development of ACE goes through two stages.
First, the ACE is trained with several types of attack
symptoms vectors. Then, when the training is completed,
the ACE is ready to classify new incoming alarms auto-
matically.

During training phase, a signature-based IDS is de-
ployed next to the A-IDS such that the two systems mon-
itor the exact network traffic as illustrated in Figure 3.
Once the A-IDS generates an alarm the anomaly classi-
fier engine learns the alarm class from the signature-based
system. The strategy of alarm labelling process is as fol-
low; if A-IDSs’ reported activity did not trigger the S-IDS
to generate an alarm it shall be considered as false alarm
otherwise the classification engine will acknowledge S-IDS
classification of the detected activity. Once the training
phase is over, the proposed system enters the classifica-
tion phase. During this phase, the packet header extrac-
tor actively extracts network traffic flow features of A-IDS
reported activities and the anomaly classifier engine clas-
sifies the events based on the learnt classification model.
The ACE includes the algorithm used to classify attacks;
machine learning technologies have been used for classifi-
cation process, to automatically and systematically clas-
sify attacks detected by an anomaly-based intrusion de-
tection system. Machine learning can help to automate
tasks and provide predictions where humans have diffi-
culties to comprehend large amount of data. One major
benefit of machine learning is the generalization ability,
in which it has the ability of an algorithm to function ac-
curately on new, unseen examples after having trained on
a learning data set.

4.2.1 Machine Learning Algorithm Selection

The choice of which specific learning algorithm should
be used is a critical step. The classifier’s evaluation is
most often based on classification accuracy (the percent-
age of correct classifications divided by the total number
of events in the data set). There are various techniques
available used to calculate a classifier’s accuracy. One
technique is to split the training set by using two-thirds
for training and the other third for estimating perfor-
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Table 2: Selected network traffic flow-based features (RD: Resource Depletion, NR: Network Reconnaissance, Spf:
Spoofing, ExA: Exploitation of Authentication, ExP: Exploitation of Privilege/Trust)

Label Feature RD NR Spf ExA ExP
F1 Number of sequences received during the ob-

servation period
X X

F2 Amount of bytes received during the observa-
tion period

X

F3 Total number of packet received X
F4 Total number of sequences received during the

observation period from different IP’s
X X X X X

F5 Number of sequences sent during the observa-
tion period

X X

F6 Amount of bytes sent during the observation
period

X

F7 Total number of packet sent X
F8 Total number of sequences sent during the ob-

servation period to different IP’s
X X X X

F9 Number of privileged port numbers used dur-
ing the observation period

X X X

F10 Number of different privileged port numbers
used during the observation period

X X X

F11 Number of registered ports used during the
observation period

X X X

F12 Number of different registered port numbers
used

X X X

F13 Total number of different TCP and UDP port
numbers used by source

X X X

F14 Total number of different TCP and UDP port
numbers used by the host

X X X

F15 Number of TCP requests for transmission X X
F16 Number of half open connections X X X X X
F17 Number of established connections which rep-

resents an open connection
X X

F18 Number of connection termination requests
sent

X X X

F19 Number of confirming connection termination
received

X X X

F20 Total number of TCP connections during the
observation period

X X X X

F21 Total number of UDP flows during the obser-
vation period

X X X X

F22 Total number of TCP connections initiated by
source

X X X

F23 Total number of UDP flows received X X X
F24 Total number of TCP connections initiated by

the host
X X X

F25 Total number of UDP flows sent X X X

mance. In another technique, known as cross-validation,
the training set is divided into mutually exclusive and
equal-sized subsets and for each subset the classifier is
trained on the union of all the other subsets. The aver-
age of the error rate of each subset is therefore an esti-

mate of the error rate of the classifier. If the error rate
evaluation is unsatisfactory, the selected features must be
re-examined.

Since the attack class and the related meta-information
can be obtained, only supervised machine learning algo-
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Figure 3: Online anomalies classifier during training phase

rithms have been considered in this work. These algo-
rithms generally achieve better results than unsupervised
methods. However, the classification algorithm must meet
several requirements as listed in Table 3.

In this work, five machine learning algorithms have
been considered as follows; Random Committee, Rota-
tion Forest, PART, Random Forest and Random Tree.
These algorithms implement supervised techniques, their
training and classification phase are fast and able to han-
dle large amount of data. In this work, machine learning
evaluations have been implemented by using Weka plat-
form. Weka is a well-known collection of machine learning
algorithms, it also provide a comprehensive framework to
execute benchmarks on several datasets under the same
testing conditions.

Random Tree is a decision tree that considers number
of randomly chosen attributes at each node. Random
Tree have been introduced by [2] as a base classifier for
his random forest classification algorithm. Random Tree

develops un-pruned decision trees furthermore, it does not
perform and optimization on its resultant rulesets.

Random Committee is an ensemble of randomized
Random Tree classifiers. Each Random Tree classifier is
built using a different random number seed. The final pre-
diction is a straight average of the predictions generated
by the individual base classifiers. Rotation Forest [32]
have proposed an ensemble-classifier based on feature ex-
traction. The model uses decision tree algorithms (J48) as
base classifier and the feature extraction is based on Prin-
cipal Component Analysis (PCA). PCA have been used to
determine features feasibility and find out whether they
do contribute to increased classification accuracy. In gen-
erating the training dataset, the feature set is randomly
split into number of subsets and the Principal Compo-
nent Analysis (PCA) is applied to each subset. The co-
efficients of the principal components is represented in a
vector for each subset, and organized in a rotation matrix.
All principal components are retained in order to preserve
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Table 3: Machine learning selection criteria

Num. Criteria Description
1 Support for multiple classes The attacks fall into five different categories.

Therefore, it is required that, the selected al-
gorithm supports multiclass classification.

2 Able to handle large amount of
data

Using large amounts of memory can seriously
degrade the system. Quite a few learning algo-
rithms can be trained incrementally, one data
row at a time. These methods generally have
runtime that is linear in the number of rows
and fields in the data and only require the
current data row to be presented in the main
memory. Because of this, they can process
large amount of data.

3 High accuracy classification One of the significant requirements is that,
the machine learning algorithm should clas-
sify with high accuracy and low false positive
and negative.

4 Able to train with small data set
(fast training)

It is required that, the machine learning al-
gorithm is able to develop the classification
model in a small number of data set, to de-
crease the amount of alarms required.

5 Having an explicit underlying
probability model

The machine learning algorithm should be
based on statistical approaches, which pro-
vides a probability that an instance belongs
in each class, rather than simply a classifica-
tion.

6 Developed for academic re-
searches

Because machine learning is beyond the scope
of this work.

the variability information in the data. Thus, number of
axis rotations takes place to form the new features for
a base classifier. The proposed rotation forest ensemble
have been evaluated on a selection of 33 benchmark data
sets from the UCI repository and compared it with Bag-
ging, AdaBoost, and Random Forest. The classification
accuracy was more accurate than in AdaBoost and Ran-
dom Forest, and more diverse than these in Bagging as
well.

PART [6] have introduced PART rule-induction algo-
rithm which utilized C4.5 and RIPPER rule-learning al-
gorithms to propose a classification technique for inferring
rules by repeatedly generating partial decision trees with-
out the needs for complex optimization. It adapts the
separate-and-conquer strategy in that it builds a rule, re-
moves the instances it covers and continues creating rules
recursively for the remaining instances until none are left.
In essence to make a single rule, a decision tree is build for
a selected set of instances, then the leaf with the largest
coverage is made into a rule and that decision tree will
be discarded. PART is a partial decision tree algorithm,
which is the developed version of C4.5 and RIPPER al-
gorithms. The main speciality of the PART algorithm
is that it does not need to perform global optimisation

like C4.5 and RIPPER to produce the appropriate rules;
instead it utilises separate-and-conquer methodology to
builds a partial C4.5 decision tree recursively and makes
the “best” leaf into a rule.

Random Forests; is a combination of decision trees such
that each constructed tree depends on the values of a ran-
dom vector sampled independently with the same distri-
bution for all trees in the forest. The concept behind the
random forests is that, significant improvements in classi-
fication accuracy would achieve from growing an ensemble
of trees furthermore each tree to vote for the most popu-
lar class. Random forests have been introduces by [2] and
have been defined as an ensemble learning method for
classification that operate by constructing a multitude of
decision trees at training time and outputting the class
that is the mode of the classes output by individual trees.

5 Evaluation Results of NAC

This section presents the evaluation results of the pro-
posed network anomaly classifier. First, it describes the
dataset employed and then the evaluation results are pre-
sented.
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Table 4: Machine learning selection criteria

Attack Class Dataset A Dataset B Dataset C Dataset D Dataset E
dos 615 1004 689 0 1378
u2r 15 0 1807 1084 3614
r2l 310 333 148 0 270
data 41 0 2 198 114
probe 171 13 144 148 195
Total 1152 1350 2790 1430 5571

5.1 Evaluation Dataset

The selected machine learning algorithms have been eval-
uated against five different datasets. The evaluation was
based on the classification accuracy using the defined net-
work traffic features. The datasets contain network traffic
features representing network state during alarms identi-
fied by security analyst or raised by signature-based IDS
(attack only dataset); each dataset contains number of
instances representing network traffic audit records dur-
ing a detected malicious activity as shown in Table 5 and
Figure 4 illustrate the percentage distribution of attack
types in datasets

Dataset A: This dataset contains 1152 instances, hav-
ing majority of denial of service attacks by random
selection. The occupancy ratio of denial of service
attacks and remote to local attacks is nearly 2:1, and
the ratio of remote to local attacks and probe is also
about 2:1. The dataset contains some attacks repre-
senting the user to root and data attacks. However,
some classes have few audit records, which may im-
pact negatively to the detection accuracy.

Dataset B: contains 1350 instances, having majority of
dos attacks and some other attacks randomly se-
lected, this dataset represents a scenario when an
attacker uses probe and remote to user attacks to
cause network resource unavailable to its intended
users, which is common in real scenarios.

Dataset C: include 2790 instances represents a scenario
when an attacker uses probe and remote to user at-
tacks with dos to gain root privileges. Therefore, the
dataset have a majority of user to root attacks. The
occupancy ratio of denial of service attacks and re-
mote to local attacks is nearly 1:2.

Dataset D: include 1430 instances represents the same
scenario of Dataset C when an attacker uses probe
and remote to user attacks to gain root privileges but
without the using of dos attacks.

Dataset E: This dataset contains 5571 instances ran-
domly collected, having a majority of u2r attacks.
The occupancy ratio of denial of service attacks and
remote to local attacks is nearly 2:1.
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Figure 4: Percentage distributions of attack types in
datasets

5.2 Evaluation Result

Three performance metrics have been used for machine
learning comparison, classification accuracy, Precision
and F-Measure. The performance of the selected machine
learning algorithms have been conducted by training and
testing with above five datasets to show its performance
in different scenarios. However, there are four factors
which influence the classification accuracy; the number
of samples (alarms) processed during training phase, the
frequency distribution of the alarms, the machine learn-
ing used and the network traffic features used. Table 4
illustrates the detection accuracy of the five datasets us-
ing different machine learning algorithms. Based on the
above results of five datasets, it can conduct that Random
Committee and Random Tree perform better than other
algorithms and their detection accuracy almost identical,
but the precision of Random Committee is higher than
Random Tree. Therefore, in this work Random Commit-
tee will be used to classify the detected activities.

6 Conclusions and Future Works

In order to estimate the risk of unknown attacks, a so-
lution to automate the classification of anomaly-based
alarms is required. However, So far no effective and effi-
cient automatic or semi-automatic approach is currently
available able to classify anomaly-based alarms at run-
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Table 5: Machine learning selection criteria

Machine Learning Dataset A Dataset B Dataset C Dataset D Dataset E
Random Committee 96.78% 99.85% 98.49% 99.23% 98.20%
Rotation Forest 94.18% 99.03% 97.88% 98.04% 98.09%
PART 93.22% 99.18% 97.13% 98.04% 98.06%
Random Forest 96.61% 99.70% 98.45% 99.09% 98.18%
Random Tree 96.78% 99.85% 98.49% 99.23% 98.20%

time. Thus, any anomaly-based alarm must be manually
processed to identify its class; this may increase the work-
load of security analyst, and will effectively increase time
required; as well as, the dependence on security analysts.

This paper presents Network Anomalies Classi-
fier (NAC) that uses machine learning technologies to au-
tomatically classify activities detected by a packet header-
based anomaly detection system. The concept behind the
proposed methodology is that, attacks those share some
common network traffic flow behaviors are usually in the
same class. Based on the available information from the
literature it seems that an efficient attack classification
can be done by using the network traffic flow information.
Recent researches showed that network traffic flows could
improve the accuracy of attack classification. Therefore,
the network traffic flow method has been used in this work
to monitor network behaviour. Thus by extracting traffic
flow sequences triggered by certain attack, it is possible
to compare those sequences to previously collected data
using machine learning algorithm, then to infer the attack
class from the matching sequences.

Two approaches were used to select the relevant fea-
tures from the network traffic. Initially, an analysis of
what information the field of literature holds on this topic;
then an evaluation of different attack scenarios and how
they affect the network traffic behaviour have been pre-
pared. The most suitable traffic flow features are selected
by handpicking from the feature spectrum based on the
prior knowledge about the environment that the IDS is
monitoring and the analysis of known attack types.

In this work, five machine learning algorithms have
been considered as follows; Random Committee, Rota-
tion Forest, PART, Random Forest and Random Tree.
Evaluation experiments showed that machine learning al-
gorithms are capable of classifying malicious activities in
an effective and efficient means. However, a too low num-
ber of samples could generate an inaccurate classification.
Therefore, as the number of training samples increases,
accuracy increases. Based on the evaluation experiments
results, it can conduct that Random Committee and Ran-
dom Tree perform better than other algorithms and their
detection accuracy almost identical, but the precision of
Random Committee is higher than Random Tree. There-
fore, as future works random committee algorithm will
be used to classify the detected activities to estimate the
security risk level.
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