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Abstract

In Software Industry an application can be released to
production only after it has gone through Unit testing,
followed by Integration testing, then System testing and
finally Acceptance testing. Note here that without the
completion of unit testing, integration testing cannot be
started and similarly without the completion of integra-
tion testing, system testing cannot be started and so on.
That is the ordering is important. To realize this or simi-
lar kind of activity we need a hierarchial access structure
that has in built ordering among the levels. Existing ac-
cess structures fail to realize this scenario as they are short
of enforcing the required ordering. The purpose of this pa-
per is to propose an access structure that caters to this
kind of scenarios and come up with schemes that realize
this access structure. We call this new access structure as
Level Ordered Access Structure(LOAS) and the schemes
that realize this access structure as Level Ordered Secret
Sharing(LOSS) schemes.

Keywords: Level ordered access structure, level ordered
secret sharing, ordered hierarchial, threshold secret shar-
ing

1 Introduction

Secret sharing is a cryptographic primitive which is used
to distribute a secret among a group of players. It is
simply a special form of key distribution [14]. The dis-
tribution is such that any group of authorized players
can always reconstruct the secret, whereas an unautho-
rized group can never obtain any information about the
secret. The first secret sharing scheme was designed in-
dependently by Shamir in [12] and Blakley in [4]. The
approach in [12] relies on Lagrange polynomial interpola-

∗Work done when the author was at University of Hyderabad

tion, whereas the scheme in [4] is geometric and uses the
concept of intersecting hyperplanes.

The Access Structure of a secret sharing scheme is the
set of all groups which are allowed to reconstruct the se-
cret. It is denoted by Γ. The elements of an access struc-
ture are referred to as the authorized sets and the rest are
called unauthorized sets. The set of all unauthorized sets
is called the Adversary structure. The adversary struc-
ture will be denoted by Γ̄. An access structure is called
monotone if it satisfies the following criteria.

1) (A ∈ Γ) ∧ (A ⊆ B) =⇒ B ∈ Γ;

2) (A ∈ Γ̄) ∧ (B ⊆ A) =⇒ B ∈ Γ̄.

We assume that Γ only contains the minimal allowed
groups which can recover the secret. Similarly, Γ̄ only
contains maximal adversarial groups which cannot recover
the secret.

Several access structures have been proposed in the
literature. The primitive access structure is the (t, n)-
threshold access structure. In a (t, n)-threshold access
structure, there are n shareholders. An authorized group
consists of any t or more participants and any group of at
most t− 1 participants is an unauthorized group.

Threshold schemes are suitable for situations in which
each player is assigned the same trust. In most practical
situations, the degree of trust assigned to a player can
differ based on the authority of the player. Simmons [13]
introduced multilevel ti-out-of-ni and compartmented ti-
out-of-ni secret sharing schemes to model secret sharing
in some practical situations wherein the trust is not dis-
tributed uniformly over the set of all players

In Multilevel secret sharing, a set of players is parti-
tioned into disjoint levels. Players at lower levels have
more importance than players at higher levels. Each level
i contains ni players. So, the levels form a hierarchial
structure. Hence multilevel secret sharing is also called hi-
erarchial secret sharing. There are two types of multilevel
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access structures: disjunctive multi-level access structure
introduced by Simmons [13] and conjunctive multi-level
access structure by Tassa [16].

In disjunctive multi-level access structure any ti play-
ers of the ith level can recover the secret. When the num-
ber of cooperating participants from the ith level is smaller
than ti, say ri, then ti−ri participants can be taken from
lower levels.

In conjunctive multi-level access structure every group
of ti players on the ith level must cooperate to recover
the secret. When the number of cooperating participants
from the ith level is smaller than ti, say ri, then ti − ri
participants can be taken from lower levels. A related
signcryption scheme [18] for hierarchial groups is studied
in [1].

In Compartmented secret sharing, a set of players is
partitioned into disjoint compartments. The secret is dis-
tributed such that reconstruction of the secret requires
cooperation of at least ti players from the ith compart-
ment. In this context, let us recall the example presented
by Simmons in [13]. Let two countries agree to control
the recovery of the secret (which may initiate a common
action) by a secret sharing scheme. The secret can be
recreated only if at least two participants from both com-
partments pool their shares together.

Generalized access structure is the far reaching general-
ization of the access structures discussed above. Let U be
a set of n participants and 2U be its power set. General-
ized access structure refers to the case when the collection
of authorized subsets of U may be any collection Γ ⊆ 2U

having the monotonicity property.
A secret sharing scheme is a perfect realization of Γ [15]

if for all authorized sets A ∈ Γ, the users in A can always
reconstruct the secret, and for all unauthorized sets B
not in Γ, the users in B collectively cannot obtain any
information about the secret. Schemes that satisfy this
criteria is commonly referred to as unconditionally secure
schemes.

The information rate, ρi, for participant i is defined as
the ratio of the length of the secret, expressed in bits, to
the length of the share, also expressed in bits i.e.

ρi = log2 |secret|
log2 |share|

.

The information rate ρ of the scheme is defined as ρ =
min{ρi : i is a participant of the scheme}.

A well known fact in secret sharing is that the size of
a share is at least the size of the secret. Therefore, the
information rate of the participant and hence the infor-
mation rate of the scheme are both bounded between 0
and 1. Schemes with maximum information rate are desir-
able [15]. Schemes with information rate 1 are called ideal
schemes [15]. The relationship between permutations and
ideal secret schemes is studied in [10].

1.1 Our Contribution

Many applications require that secrets be reconstructed
in a well-defined order. For example, in banks, a cheque

has to be cleared first by the clerk, then by the cashier
and finally by the manager. The order has to be strictly
enforced. These applications require ordering theory to
be introduced into an access structure. It may appear
that this problem can be solved by using Multistage secret
sharing, but in fact it is not. Refer Section 2.2 for details
and Example 1 for a concrete example. To the best of our
knowledge, this is the first paper to bring ordering theory
into access structures.

A formal definition of proposed Level ordered Access
structure (LOAS) is presented in the paper. Also, an ideal
secret sharing scheme that realizes this access structure is
presented. The scheme is similar in spirit to the compart-
mented secret sharing scheme proposed by Brickell [5],
but differs in the way the partial secrets are combined to
recover the secret. The way we combine ensures order-
ing among the levels, which is the main objective behind
Level ordered secret sharing.

1.2 Outline of the Paper

Formal Definition of level ordered access structure is pre-
sented in Section 2. The difference between Level ordered
secret sharing schemes (LOSS) and other extensions of
Shamir secret sharing especially Hierarchial secret shar-
ing are discussed in Section 2. An interesting relation-
ship between generalized access structures and LOAS is
discussed in Appendix 4. LOAS and its properties are
discussed in Section 3. Section 3 also discusses the modi-
fication of LOAS to include a virtual player, which in turn
enables to prove the existence of an ideal scheme for the
LOAS. In addition, an ideal scheme and the properties
of the LOSS scheme especially homomorphic properties
are presented in Section 3. Finally we conclude the paper
with possible directions for future work in Section 4.

2 Formal Definition of LOAS

In LOAS, a set of players are partitioned into different
levels and each level is associated with a threshold. Also
there is an ordering defined on the levels. During recon-
struction, if the players submit shares according to the
specified order, then the actual secret should get recon-
structed. Formally the proposed Level ordered Access
structure is as follows.

Definition 2.1 Let U be a set of n participants and let
U1, U2, · · ·Um be a partition of the set U. Also let bi be
a boolean variable, which we call the activation index as-
sociated with the ith level Ui, 1 ≤ i ≤ m. Define Si,
recursively, to be an authorized set corresponding to the
ith level if

1) Si ⊆ Ui and |Si| ≥ ti,

2) ∃ an authorized set (Si−1) whose activation index
(bi−1) is True, where b0 = T and S0 = ∅.
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I.e., there is an authorized set Si−1 of (i− 1)th level and
the truth value of the corresponding activation index bi−1
is true.

A authorized sets of LOAS are the authorized sets of
level m.

2.1 Relationship Between LOAS and Hi-
erarchical and Compartmented Ac-
cess Structures

There are a number of related definitions of access struc-
tures like Hierarchial and Compartmented access struc-
tures. Following arguments (discussion) explains that
these access structures are different from the LOAS de-
fined above.

Definition 2.2 Disjunctive hierarchical access structure
is a multipartite access structure in which each level Li

is assigned with a threshold ti, 1 ≤ i ≤ m, and the secret
can be reconstructed when, for some i, there are at least ti
shareholders who all belong to levels smaller than or equal
to Li. Mathematically,

Γ = {V ⊆ U : |V ∩ (∪ij=1Uj)| ≥ ti,
for some i ∈ {1, 2, · · · ,m}}.

Definition 2.3 Conjunctive hierarchical access structure
is a multipartite access structure in which each level Li is
assigned with a threshold ti for 1 ≤ i ≤ m, and the secret
can be reconstructed when, for every i, there are at least ti
shareholders who all belong to levels smaller than or equal
to Li. Mathematically,

Γ = {V ⊆ U : |V ∩ (∪ij=1Uj)| ≥ ti,
for every i ∈ {1, 2, · · · ,m}}.

Note that in Hierarchical secret sharing, players can be
taken from lower levels and this is not permissible in
LOAS. Also LOAS defines a sequence of levels where lower
levels have to submit their shares before higher levels,
whereas such requirement is absent in hierarchical secret
sharing.

Definition 2.4 Compartmented access structure is a
multipartite access structure in which each compartment
is assigned with a threshold ti, 1 ≤ i ≤ m, and the secret
can be reconstructed when, for every i, there are at least ti
shareholders from Ui and a total of at least t0 participants
from all the compartments. Mathematically,

Γ = {V ⊆ U : |V ∩ Ui| ≥ ti,
for every i ∈ {1, 2, · · · ,m} and |V | ≥ t0}.

where t0 ≥
m∑
i=1

ti. Compartmental secret sharing and

LOAS bear a similarity. In fact, we’ll see in Section 3 that
the elementary access structure in Level ordered access
structure is a Compartmented access structure. There
is no concept of ordering among the compartments in a
Compartmented access structure.

2.2 Relationship Between Multistage Se-
cret Sharing and LOAS

In a Multistage secret sharing (MSS) scheme [8, 7, 20],
shares are distributed to users so that k secrets can be re-
constructed, one at each stage. Each participant receives
a share known as master share. In each of the stages,
a shadow share is computed for each user based on his
master share. The shadow shares are used to reconstruct
the secret at that stage. Also each stage uses some public
values. Note that these methods reconstruct the secrets
sequentially. Literature also offers methods that recon-
struct all the secrets simultaneously [6, 20]. These meth-
ods are known as parallel secret reconstruction methods.

We would like to call the above traditional method of
multistage secret sharing as ”Loose sequential secret shar-
ing” as a secret at level Li may be computed without the
knowledge of the secret at level Li−1. Also this method
supports parallel secret reconstruction.

The LOAS secret sharing scheme described in this pa-
per can be called as ”Strict sequential secret sharing” as
the secret at level Li requires the knowledge of secret at
level Li−1 (See Section 2.3 for our idea of realizing LOAS).
It is straightforward to infer that strict sequential secret
sharing cannot support parallel secret reconstruction.

More formally, the distinction between loose and strict
sequential secret sharing schemes(a scheme that involves a
secret at each level) can be made as follows. Any sequen-
tial secret sharing scheme can be characterized by two
parameters: the first parameter is a triple (Id,ΓId, sId),
where Id is the stage or level identity, ΓId is the access
structure for the stage and sId is the (partial) secret asso-
ciated with the stage. The second parameter is a permu-
tation on the stage Ids describing the valid order of secret
reconstruction.

In traditional MSS ΓId is same for all stages and the
permutation is often left unspecified to allow flexibility.
The MSS schemes are flexible to allow the secret recon-
struction of a random stage without reconstructing se-
crets in previous stages and also support parallel recon-
struction. In LOAS schemes, there is no flexibility and
the (partial) secrets need to be recovered in the specified
order.

A simple modification to an existing MSS scheme, like
addition of previous stage secret to current stage (t, n)
Shamir secret, cannot accomplish the requirements of
LOAS, as can be seen from Example 1.

There exists an interesting relationship between Gen-
eralized Access Structures and LOAS based on discrete
mathematics concept, POSET. But, in order to continue
the flow, we defer the discussion to Appendix 4.

The conclusion is that LOAS is different from Hierar-
chial secret sharing, Compartmental secret sharing, and
Multistage secret sharing. LOAS is a recursive set of ac-
cess structures.
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2.3 Realization of LOAS: An Overview

This section proposes an overview on the realization of
LOAS. Specific implementation of the scheme is given in
Section 3.

In our implementation, a partial secret si is associated
with each level Li. The partial secret in the last level is
the actual secret of the scheme i.e sm = s. The players
at level Li are allowed to reconstruct the partial secret si
only after the players at level Li−1 have reconstructed the
partial secret si−1.

3 Realization of Level Ordered
Access Structure

In this section, the properties of LOAS are examined and
a scheme which realizes the Level ordered access structure
is given.

3.1 Virtual Player

A way of realizing the level ordered access structure is
by adding a virtual player at each level except the first
level. The partial secret at each level acts as share of the
virtual player in the next level. The virtual player along
with the threshold access structure of that level forms the
modified access structure at that level. The addition of
virtual player ensures that the secrets are reconstructed
in specified order.

We define an elementary access structure for a level
Li to be the conjunction of a virtual player(P ′i ) and a
(t, n) threshold access structure. For example, if a level
Li is associated with a (2,3) threshold access structure
for players P = {P1, P2, P3} and the virtual player of the
level is P ′ then the modified elementary access structure
is

Γ = P ′(P1P2 + P1P3 + P2P3)

= P ′P1P2 + P ′P1P3 + P ′P2P3.

One of the widely studied properties of the access struc-
tures is whether an ideal scheme exists for a given access
structure or not. The following Theorem 2, establishes
that the elementary access structure is an ideal access
structure. Proof of this theorem is based on the the fol-
lowing theorem, which talks about the existence of an
ideal scheme of an access structure, is due to Stinson [15].

Theorem 1 If the vector corresponding to the dealer can
be expressed as a linear combination of the vectors in ev-
ery authorized set, then there exists an ideal scheme for
the corresponding access structure.

Theorem 2 An ideal scheme exists for the elementary
access structure.

Proof: Let GF (q)d denotes the vector space of all d-
tuples over GF (q), where q is a prime power and d ≥ 2.

Define d = t + 1, where t is the threshold of the (t, n)
threshold access structure. Let

φ(Pi) = (0, 1, xi, x
2
i , · · · , xt−1i )

for 1 ≤ i ≤ n, where xi is the x-coordinate given to Pi.
Also, let

φ(D) = (1, 1, 0, · · · , 0)

φ(P ′) = (1, 0, 0, · · · , 0).

Without loss of generality, let (Pi1 , Pi2 , · · · , Pit , P
′) be an

authorized set. Also let a1, · · · , at, a′ be the coefficients
chosen from GF (q). Hence,

φ(D) = a1φ(Pi1) + a2φ(Pi2) + · · ·+ atφ(Pit)

+ a′φ(P ′) (1)

(1, 1, 0, · · · , 0) =

t∑
j=1

aj(0, 1, xij , x
2
ij , · · · , x

t−1
ij

)

+ a′(1, 0, 0, · · · , 0). (2)

It can be easily seen from that a′ = 1. The remaining set
of equations can be expressed in matrix form as follows:

1 1 · · · 1
xi1 xi2 · · · xit
x2i1 x2i2 · · · x2it
...

...
...

xt−1i1
xt−1i2

· · · xt−1it

×

a1
a2
a3
...
at

 =


1
0
0
...
0


Since, the coefficient matrix is a Vandermonde matrix,

its determinant is non-zero. So, the system has a unique
solution. That is the vector (0, 1, 0, · · · , 0) can be ex-
pressed as a linear combination of the vectors of an au-
thorized set.

3.2 Proposed Scheme

A look at virtual player concept reveals that each elemen-
tary access structure has two compartments. The first
compartment is a (t, n) threshold access structure, and
the second compartment has only a virtual player. We
denote the jth (j = 1, 2) compartment of a level Li with
Lij . So our scheme may be visualized as in the following
block diagram.

3.3 Block Diagram

The LOAS can be shown in the form of a block diagram
as shown below.

L11 L21 L31

L22 L32

Level L2

Initialize secret
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In the block diagram, the AND gate symbol is generic
and it can be replaced with an XOR gate or an Adder
(provides boolean addition of the two inputs) etc. In our
algorithms below, we consider it to be an adder.

Let Fq be the ground field from which the shares and
the secrets are chosen. Given the secret, the Algorithm
Share assigns partial secrets to the levels of the access
structure and subsequently to the players in the levels.

3.4 Algorithm Share

Let s be the secret, and i be the level index. Choose
s1, · · · , sm, so that sm = s.

1) Initialize the partial secret of the last level sm to s
and level index i to m.

2) For each level Li(i > 1) with partial secret si do the
following

a. Assign si−1 be the share of the virtual player
at level i. Shares are assigned to the players
in level Li1 based on Shamir’s scheme [12] with
si − si−1 as secret.

b. Decrement the level index by 1 so that i becomes
i− 1.

3) Assign shares to players in level L1 based on Shamir’s
scheme [12] with s1 as the secret.

3.5 Algorithm Reconstruct

1) The Shamir secret sharing scheme is used to generate
partial secret, s1 from the level L1. The generated
partial secret is the share of the virtual player in next
level L2. Initialize level index i to 2.

2) For each level Li do the following

a. The Shamir secret sharing scheme is used to
generate secret from the first compartment Li1,
which is added with the share of the virtual
player to generate the partial secret of level Li.
The generated partial secret is the share of the
virtual player in the next level, i.e., the share of
L(i+1)2.

b. Increment the level index i to become i+1, if i <
m. Otherwise, return the partial secret of level
Lm. This partial secret is the desired secret.

Remark: Note that there are two key operations in the
proposed scheme. The first one is assigning the secret of
stage i(i < n) as the share of the virtual player in stage
i + 1 and the other one is addition of partial secrets of
stages i and i + 1 to provide the secret of stage i + 1.
Both these operations are required to ensure ordering in
the proposed scheme. Two examples are provided, each
of which, tries to construct a scheme with only one of the
above operations and fails to enforce the ordering.

Example 1 (Considers only addition operation and ex-
cludes virtual player) Suppose that there are x stages and
the order of secret reconstruction is (s1, · · · , sm) from left
to right. The actual secret s is recovered only if the partial
secrets are recovered in the specified order. Let sm = (t, n)
Shamir (s′m) + sm−1, where s′m is the partial secret recov-
ered by stage m using Shamir secret sharing and s1 =
Shamir (s′1).

From the definition of LOAS we have

s = sm

= (t, n)Shamir(s′m) + sm−1

= (t, n)Shamir(s′m) + (t, n)Shamir(s′m−1) + sm−2

= (t, n)Shamir(s′m) + (t, n)Shamir(s′m−1) + · · ·
(t, n)Shamir(s′1).

Note that the final secret is simply the addition of the
partial secrets of all the stages. So the actual secret can
be constructed by any of the possible n! permutations with
n stages. But according to the definition of LOAS, the
secret should be recovered only if the partial secrets are
reconstructed in the specified order.

Lemma 1 The proposed scheme is perfect.

Proof: It follows directly from the reconstruction al-
gorithm that an authorized set can recover the secret.

Any maximal unauthorized set B consists of
m∑
i=1

ti −

1 players, where ti is the threshold of the level Li. So
there exists a level Lj such that the number of corrob-
orating players from that level fall below the threshold
i.e., B ∩ Lj < tj . To find the partial secret of the level
Lj1, we need tj equations. But, the players from the level
Lj provide a maximum of tj − 1 shares. As the num-
ber of unknowns are less than the number of equations,
there exists infinitely many solutions(i.e., |Fq|) for the se-
cret value. Hence any maximal unauthorized set cannot
obtain any information about the secret.

Theorem 3 The proposed scheme is Level ordered. i.e.,
partial secrets are recovered in the specified order.

Proof: We prove the theorem by the induction on lev-
els. If there is only one level, the reconstruction algorithm
returns the secret of the first level and terminates. Let
the partial secret be recovered correctly for the kth level
(induction hypothesis). As per the construction, the first
compartment of level k+1 implements Shamir secret shar-
ing and provides the first input to the adder. As per the
induction hypothesis, the second input is provided by the
partial secret of the kth level. Now the Adder can recon-
struct the partial secret sk+1. Hence, the partial secret in
level Lk+1 is reconstructed only after the partial secret in
level Lk.
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3.6 Properties of LOSS

3.6.1 Comparison with the Compartmental Ac-
cess Structure

As can be seen from the virtual player concept that each
elementary access structure other than the one at first
level is a compartmental access structure with two com-
partments. The first compartment is a (t, n) threshold,
the second compartment is a (1, 1) threshold and the
global threshold is t+ 1. Note that sum of the individual
thresholds is the global threshold. The elementary access
structure in LOAS is a special case of the compartmental
access structure in which sum of the individual thresholds
is the global threshold.

3.6.2 LOSS is a Prepositioned Scheme

Prepositioned schemes [14] were introduced by Simmons
and has two essential features:

Privacy. It should be possible to preposition all of the
private information needed for the shared control
subject to the condition that even if all of the partic-
ipants were to violate the trust of their position and
collaborate with each other, they would have no bet-
ter chance of recovering the secret information than
an outsider has of guessing it.

Activation. It should be possible to activate the shared
control scheme once it is in place by communicating
a single share of information, and for many appli-
cations, it should also be possible to reveal different
secrets (using the same prepositioned private pieces
of information) by communicating different activat-
ing shares of information.

LOSS is one of the best examples of prepositioned se-
cret sharing schemes. The partial secret at level Li is
reconstructed only after the partial secret at level Li−1 is
reconstructed. The partial secret at level Li−1 together
with the activation index acts as activation information
for the players at level Li (Activation property). With-
out the partial secret at level Li−1, the players at level
Li would have no better chance of recovering the secret
information than an outsider has of guessing it (Privacy
property).

3.6.3 Homomorphic Property of LOSS

The Homomorphic property of a secret sharing scheme
allows to reconstruct the composition of secrets from
the composition of corresponding shares without reveal-
ing anything about the individual secrets. Recovery of
the partial secret at each level Li in the reconstruction
alogrithm of LOSS scheme comprises of two steps.

1) Shamir reconstruction algorithm to reconstruct the
secret of the first compartment Li1;

2) Addition of secrets of levels Li−1 and Li2 to calculate
the secret of the level Li.

Shamir’s scheme is homomorphic with respect to (+,
+) [3] and the second operation is trivially homomorphic.
Therefore, the proposed LOSS scheme is homomorphic
with respect to (+, +).

4 Conclusion

This paper proposed an access structure that closely re-
sembles the known access structures such as conjunc-
tive hierarchial access structure and compartmental ac-
cess structure. We call the proposed access structure as
the Level Ordered Access Structure(LOAS). Unlike ex-
isting access structures; wherein there is no concept of
ordering, LOAS enforces ordering and it is a sequence of
threshold access structures.

It is easy to visualize applications of LOAS in variety
of areas such as software testing, prepartion of cheques,
drafts in banks etc. The paper presented a formal def-
inition of LOAS and a model for realizing LOAS. The
paper also analyzed the existence of an ideal scheme for
the proposed LOAS and presented an ideal scheme for the
same.

The side affects of cheating [17] by a player in the ith

level should be studied. Creating cheating models and
analyzing the repercussions can be one direction for fu-
ture work. To make the scheme secure against cheating,
either a verification scheme [2] or a robust scheme [11] can
be introduced. Designing such a scheme can be another
direction for future work.
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Appendix A.

Relationship Between Generalized
Access Structures and LOAS

For mathematical background on POSET, Chains and
Antichains the reader is referred to [19]. The following

lemma, which is due to Martin[9] states an important
relationship between the antichains of a POSET and gen-
eralized access structures.

Lemma 2 Each of the antichain of a POSET P defines
a generalized access strucutre.

Example 2 The antichains of the POSET P = {
∅, {x}, {y}, {z}, {x, y}, {y, z}, {z, x}, {x, y, z}} are
{∅, {∅}, {{x}}, {{y}}, {{z}},
{{x}, {y}}, {{y}, {z}}, {{z}, {x}}, {{x}, {y}, {z}},
{{x, y}}, {{y, z}}, {{z, x}},
{{x}, {y, z}}, {{y}, {x, z}}, {{z}, {x, y}},
{{x, y}, {y, z}}, {{x, y}, {z, x}}, {{y, z}, {z, x}},
{{x, y}, {y, z}, {z, x}}, {{x, y, z}}}.

In the above example, excluding the empty set and the
set containing empty set, the rest of the antichains define
a generalized access structure. For example, the antichain
{{x}, {y, z}} defines an access structure Γ = x+ yz.

Define the operator RECONSTRUCT on the set of lev-
els U1, U2, · · · , Um as the one that permits the set Ui to
reconstruct the secret only after the reconstruction of the
secret by Ui−1. Now the set of levels with this RECON-
STRUCT operator forms a chain. That is it is totally
ordered set.

Example 3 A set of three levels in LOAS U =
{U1, U2, U3} is a strict POSET under the relationship op-
erator RECONSTRUCT <. The set U forms a chain. U3

is allowed to reconstruct the secret only after U2 has re-
constructed the partial secret; in turn U2 is allowed to re-
construct the partial secret only after U1 has reconstructed
the partial secret.

So the Antichains of a POSET define generalized
access structures; whereas the chains of a POSET
define Level Ordered access structures.
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