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Abstract

This paper introduces an enhanced image authentication
technique providing greater security with uncompromis-
ing visual quality. To augment data security, the authen-
ticating information is diffused into the transformed coef-
ficients of both the levels after a two level Discrete Haar
Wavelet Transform. In addition a bit level noise reduc-
tion algorithm increases the imperceptibility of the added
noise. The extraction algorithm is completely blind and
authenticity is verified by regenerating a message digest at
the receiving end. The algorithm has been tested against
some related attacks and is appropriate in smart card de-
sign. Performance comparisons exhibit significant growth
over other similar techniques.

Keywords: Copy attack, DWT, image authentication,
MD, SSIM

1 Introduction

In present scenario, extensive use of internet facility in
daily activities has indulged in certain issues like owner-
ship of digital images, authenticity of ownership claims,
copyright, data integrity, fraud detection, self-correcting
images etc. So, covert communication is gaining impor-
tance and data (Image/Text/Audio/Video) hiding within
a cover image has become an important factor.

The issues that are involved in data hiding are: 1)
Perceptibility: Embedding of secret information in a cover
medium with visually acceptable distortion level, 2) Ca-
pacity: Change in the volume of secret data with respect
to perceptibility and 3) Robustness: Resistance against
effort to destroy, remove, or change the embedded data.
Various data-hiding schemes are available which empha-
size on hiding high amount of secret data within a cover
image without destroying the aspect of imperceptibility.

The boom in the internet technology has resulted in

more and more digital images getting transmitted over
non-secure channels very quickly. So, military, medical
and quality control images must be protected against
unauthorized manipulation during transmission. More-
over, due to unavoidable interference during transmission
original secret data may not reach an intended receiver.
This run time problem is taken care of by the process of
image authentication, i.e. the secret data is hidden
within a cover image in an imperceptible manner which
can only be deciphered by an intended receiver.

To protect the authenticity of the documents, several
approaches including cryptography, watermarking, digital
signatures and steganography based on the image content
are proposed. The concept of cryptography (encryption
and decryption algorithms) was used to protect the se-
crecy of the message and its communication. But slowly
the concept of cryptography became very weak and the
secrecy of the existence of the data became a point of
concern. So, watermarking was introduced to hide dig-
ital information in a carrier signal without indulging any
special curiosity for the attackers. Digital watermark-
ing facilitates users to handle a secret document legally
along with the necessary security. A further refinement,
i.e. invisible watermarking confirms that an authorized
person is only eligible to extract a watermark utilizing
some mathematical calculations. This defines more se-
curity and robustness than visible watermarking in the
domain of data privacy.

Moreover, digital image steganography [4] based image
authentication plays a vital role in preserving and pro-
tecting secured documents by showing effective resilience
against attempts to corrupt the hidden data. So, every al-
gorithm in this domain must consider certain factors like
1) perceptual transparency, i.e. degradation in the qual-
ity of the cover image is insignificant and 2) the volume
of payload data [20] and robustness of embedding, i.e. re-
sistance against related attacks namely AWGN, filtering,
lossy compression, scaling and cropping.



International Journal of Network Security, Vol.18, No.5, PP.861-873, Sept. 2016 862

The key issue, i.e. effectiveness of robust embed-
ding [19], being highly dependent on the pattern of con-
cealment, appropriate domain (Spatial domain [11, 21,
36, 39] or Transform domain [8, 15, 17]) of the cover
image and the position of embedding are major con-
cerns. In contrast to spatial domain, choosing spectral
domain of an image for embedding proves more credi-
ble. Amongst the available transform domain techniques
viz. Discrete Cosine transforms (DCT), Discrete Fourier
transforms (DFT) [18], Z transforms [16] etc., recently
algorithms are focusing more on Discrete Wavelet trans-
forms (DWT) [24, 31] for its two exclusive features namely
Multi-resolution analysis (MRA) and rectification of the
problem of time - frequency resolution as mentioned in
the theoretical aspects of HVS [22].

Some of the existing algorithms are discussed in this
context. Embedding of secret messages in high frequency
coefficients and utilizing the unchanged low frequency co-
efficients for improving the image quality was proposed
by Chen et al. in “A DWT Based Approach for Im-
age Steganography” [7]. A lossy image compression using
wavelet technique was implemented by Raviraj et al. in
“The Modified 2D-Haar Wavelet Transformation in Image
Compression” [29] where different compression thresholds
for the wavelet coefficients was considered to improve the
quality of the reconstructed image. Similarly, a lossy im-
age compression method was also proposed by Tamboli
et al. in “Image Compression using Haar Wavelet Trans-
form” [32] where different related compression thresh-
olds were applied to minimize the computational require-
ments. In “Robust Digital Image Steganography within
Coefficient Difference on Integer Haar Wavelet Trans-
form” [1], Abu et al. tried to embed the secret message in
the difference values of two adjacent 1-level Integer Haar
Wavelet transformed coefficients. 1 level of resolution us-
ing Discrete Haar Wavelet transform and embedding in all
the four coefficients was also proposed by Bhattacharyya
et al. in “Data Hiding in Images in Discrete Wavelet
Domain Using PMM” [3]. In another algorithm “DWT
Based Watermarking Algorithm using Haar Wavelet” [2],
Anuradha et al. also suggested embedding into 1 level
decomposed coefficients. Vanitha et al. in “A Review on
Steganography - Least Significant Bit Algorithm and Dis-
crete Wavelet Transform Algorithm” [34] considered only
the LSB position of Discrete Haar Wavelet transformed
coefficients to embed the message bits. In another al-
gorithm “Implementation of Image Steganography using
2-Level DWT Technique” [35], Verma et al. tried to in-
sert the secret data in the LL sub-band of the transformed
coefficients.

From the above facts, it appears that some of the algo-
rithms were developed using lossy wavelet based compres-
sion technique [30], whereas in others either there is a use
of only 1- level Haar resolution or there is degradation in
the image quality after the embedding of secret data. In
the proposed algorithm, a high image compression ratio
is maintained using lossless image compression [30] tech-
nique. Moreover, the cover image is decomposed to 2-level

of resolution and both the levels are simultaneously used
for embedding. In contrast to normal LSB position for
embedding [33], the proposed algorithm uses the pseudo
random nature of embedding position to firmly authen-
ticate the resilience against attempt to corrupt the data
by an intruder. Moreover a decent image quality is main-
tained by successfully decreasing the difference between
the cover and stego image in spite of embedding at differ-
ent dynamic LSB positions.

The theory of Discrete Haar Wavelet transform
(DHWT) and Inverse Discrete Haar Wavelet Transform
(IDHWT) are discussed in the next section.

2 Concept of DHWT and IDHWT

DHWT considers both low pass and high pass filters to ex-
tract the low frequency (approximation) coefficients and
high frequency (detail) coefficients of a signal [10] respec-
tively. In n× n matrix these filters are applied along the
rows and then along the columns at every level of decom-
position. In the first level the generated sub-bands are

1) LL (low-low frequency) representing approximation
band;

2) LH (low - high frequency) representing vertical band;

3) HL (high - low frequency) representing horizontal
band;

4) HH (high - high frequency) representing diagonal
band.

Each successive decomposition level further, utilizes
the LL sub-band of the previous level.

Mathematically, DHWT replaces a sequence of values
by its pair wise average xn−1,i and difference dn−1,i values
calculated as in Equation (1):{

xn−1,i = (xn,2i + xn,2i+1)/2
dn−1,i = (xn,2i − xn,2i+1)/2

}
(1)

For example,

1) As consecutive pairs of input sequences having the
first element as even index are used for calculating
the averages and differences, the total number of ele-
ments in each set, i.e. (xn−1,i) and (dn−1,i) is exactly
equal to half the number of elements mentioned in the
original sequence.

2) The two sequences (xn−1,i) and (dn−1,i) are con-
catenated to generate a new sequence of similar
length as that of the input sequence. For ex-
ample if the original sequence is (10, 13, 25, 26,
29, 21, 7, 15), then the resulting sequence will be
(11.5, 25.5, 25, 11,−1.5,−0.5, 4,−4). This sequence
can be visualized as 2 halves:

a. Averages from the original sequence, i.e. a
coarser approximation to the original signal is
considered as the first half;
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Figure 1: An example

Figure 2: Two-level of resolution using discrete Haar wavelet transform

b. The second half contain the details or approxi-
mation errors of the first half.

These transformations do not increase the volume of
data. In reverse process, Inverse Discrete Haar Wavelet
Transform (IDWT) reconstructs the original sequence by
using Equation (2):{

xn,2i = (xn−1,i + dn−1,i)
xn,2i+1 = (xn−1,i − dn−1,i)

}
(2)

In both these equations n represents the total number
of elements in a set and i denote a particular position
within the set.

In practical application, the implementation of DHWT
and IDHWT on a 2 x 2 matrix is explained in Figure 1.

Here M0 is the original spatial matrix, M1 is the trans-
formed matrix and M2 is the reformed spatial matrix.

The transformed coefficients are generated by using

a′ = ((a+ b) + (c+ d))/4,

b′ = ((a− b) + (c− d))/4,

c′ = ((a+ b)− (c+ d))/4

d′ = ((a− b)− (c− d))/4.

The spatial components are recalculated as

a = ((a′ + b′) + (c′ + d′)),

b = ((a′ − b′) + (c′ − d′)),
c = ((a′ + b′)− (c′ + d′))

d = ((a′ − b′)− (c′ − d′)).

Here a, b, c and d are spatial components and a′, b′, c′

and d′ are their frequency counterparts.
So, the effectiveness of DHWT refers to:

1) Creation of sub images at multiple resolutions which
is similar to a process of HVS [13, 14, 38];

2) The averaging and differencing operations at multiple
resolutions is similar to some important image ana-
lyzing methods namely Laplacian pyramid method of
Burt et al. [5] and the Mumford-Shah theorem [26];

3) Decent correlation between fractal theory [9] and
wavelet transforms. The procedures for effective hid-
ing and proper extraction of the secret data are ex-
plained in the next section.

3 The Technique

In the embedding technique, the cover image is consid-
ered as a set of non-overlapping mask each of size 4 × 4.
2D DHWT is applied on each of these mask to obtain fre-
quency coefficients and the decomposition is done up to 2
levels. The payload is embedded in the middle frequency
bands and three areas of embedding viz.

1) The coefficients of HL2, LH2 and 4 coefficients of
HL1;

2) The coefficients of HL2, LH2 and 4 coefficients of
LH1;

3) 4 coefficients of LH1 and 4 coefficients of HL1 are
proposed. The areas are highlighted in Figure 2.

The formation of stego coefficients can be mathemati-
cally expressed as: s′(m,n) = s(m,n) + α × w(k), where
s(m,n) is the host signal, s′(m,n) is the stego signal, w(k)
is the payload in form of a distributed sequence and α is
the scaling factor to ascertain the strength of the payload
signal. The value of α is controlled to maintain a coor-
dination between the imperceptibility and robustness of
embedding. The bitwise payload sequence is generated
from 1) payload size of 32 bit which represents the com-
bined size of image header and image data, 2) payload
message digest (160 bit) and 3) payload data.
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Figure 3: Embedding

Figure 4: Extraction

An example of the embedding and extraction proce-
dure are shown in Figure 3 and Figure 4 respectively.

In the embedding process, M represents a set of spatial
values. On application of DHWT, M1 is generated which
contains a set of corresponding frequency values. A bit
sequence 110100 is fabricated at pseudo-random gener-
ated positions (Subsection 3.2) in some of the selected
frequency components and M2 is obtained. The accrued
noise due to embedding is minimized (Subsection 3.3) to
obtain M3. The technique of IDHWT is applied on M3
to obtain stego values as shown in M4. But it is seen that
some of the stego values contradict the image property.
An adjustment technique (Subsection 3.4) is implemented
to maintain the image property for all the stego values and
the final set is M5.

In the extraction process, the embedding bit sequence
is extracted from M6 which is obtained by applying
DHWT on M5.

The algorithm for embedding is explained in Subsec-
tion 3.1. In order to enhance the effectiveness of hiding
mechanism, a mathematical function is defined in Sub-
section 3.2 to generate the pseudo-random embedding
positions. Subsection 3.3 defines an initiative taken to
achieve high PSNR values in spite of embedding at dy-
namically variable LSB positions (0-3). Protective mea-
sures as explained in Subsection 3.4 are also taken to
maintain proper image property of the stego image.

In case of extraction (Subsection 3.5), the embedded
bit sequence is extracted by using the mathematical ex-
pression w(k) = (s′(m,n)− s(m,n))/(α× s(m,n)) to re-
construct the payload size, message digest and the pay-
load data.

3.1 The Insertion Algorithm

This procedure for embedding is discussed in Algorithm 1.

Algorithm 1 Embedding Technique

Input: An image as cover and a payload (Im-
age/Text/Audio/Encrypted Data).
Output: A stego image.
Steps:

1: A 160 bit (SHA-1) message digest is generated from
the payload.

2: Steps 2.1 to 2.7 are repeated to fabricate the payload
size (in bytes), generated message digest and the pay-
load entirely into the cover image,

2.1 From the cover image, non-overlapping 4x4 blocks
of pixels are read in row major sequence.

2.2 The transform technique is applied on the spatial
blocks sequentially to obtain the corresponding
frequency blocks.

2.3 Only the integer part of the target frequency co-
efficients of a block are chosen for embedding.

2.4 The payload bits are scanned one at a time and
embedded in pseudo-random positions in each of
the selected frequency components.

2.5 An adjustment technique is applied on some of
the modified frequency components to reduce the
degree of noise due to embedding.

2.6 The stego pixels are obtained by applying Inverse
Discrete Wavelet Transform on the selected block.

2.7 Necessary readjustments are applied on an ad-
verse stego block to maintain proper image prop-
erty.

2.8 The correct spatial block is written back into the
output image in the same location.

3: End.
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3.2 Generation of Pseudo-random Loca-
tion

This procedure for generating pseudo-random embedding
positions is discussed in Algorithm 2.

3.3 Reduction of Embedded Noise

This procedure to reduce noise due to the embedding pro-
cedure is discussed in Algorithm 3.

3.4 The Extraction Algorithm

This procedure for extraction is discussed in Algorithm 4.

3.5 Procedure for Retention of Image
Property

This procedure to preserve the image property after the
embedding technique is discussed in Algorithm 5.

Algorithm 2 Pseudo-Random Position

As input we consider three parameters p, q and r respec-
tively, where p is a 8 bit integer value representing the
mean of the current block, q (i.e. 0/1) signifies the last
embedded bit of the payload and r (i.e. 0-7) represents
the position of q in the current payload data byte. The
generated pseudo-random value is a 2 bit integer value.
Steps:

1: Starting from LSB, three bits of r are taken.
2: A sequence qr2r1r0 (e.g. 1011) is formed to generate

pos1 = qr2 XOR r1r0.
3: pos1 is regenerated as pos1 = (p1p0 XOR p3p2) XOR

(pos11 pos10).
4: Let, Q be a buffer to hold maximum N values and pre-

vent successive repetitions of the same random values
of pos1.

5: Execute the following statements to get the final value
of pos1.
IF (there are empty spaces in Q) then
The present value of pos1 is inserted into Q.
ELSE
The present pos1 is compared with its existing values
in Q.
IF (there is a difference at any position) then
The present value of pos1 is treated as the final value.
ELSE
The current value of pos1 is modified as,
IF (q = 0) then
pos1 = (complement of pos10) pos11
ELSE
pos1 = pos10 (complement of pos11)
This value of pos1 in inserted into Q and returned as
the final position.

6: End.

Algorithm 3 Reduction of noise

The magnitude of the stego component may differ or re-
main same as the spatial value. If s = e (b, t) then
the magnitude of the adjustment factor n is defined as
n = |s - b|. The adjustment on s is done based on:
Steps:

1: If n = 0, no adjustment is done.
2: if n > 0, then adjustment is done with respect to the

embedding position of the payload bit. The bits of
the binary representation of s are altered (0 to 1 / 1
to 0) on the right (i.e. towards LSB) and/or left (i.e.
towards MSB).
Note: s is the stego frequency component, e () is the
embedding function, b is the bit to be embedded and
t is the position of embedding.

Algorithm 4 Extraction Technique

Input: A stego image.
Output: The extracted payload (Image/ Text/ Audio/
Encrypted Data).
Steps:

1: The fabricated bits are to be extracted to reform the
required information.

2: Steps 2.1 to 2.5 are repeated to reform the payload.

2.1 From the stego image, non- overlapping 4x4
blocks of pixels are read in row major sequence.

2.2 Two Dimensional Discrete Haar wavelet Trans-
form is applied on the spatial blocks at a time to
obtain the frequency blocks.

2.3 The integer part of the target frequency values
is chosen and the pseudo-random positions are
generated for extraction.

2.4 The embedded bits are extracted from the se-
lected areas.

2.5 The extracted bits are properly arranged to form
the payload size, message digest and the payload
itself.

3: The 160 bit message digest (SHA-1) is generated from
the extracted payload.

4: The generated and extracted message digests are com-
pared to check the authenticity of the received pay-
load.

5: End.
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Algorithm 5 Preservation of image property

In a stego block, some pixel values may contradict the im-
age property. For rectification, specific adjustments are
made on the spatial pixel values and the embedding algo-
rithm is repeated again on that block. By experimenta-
tion on a number of gray scale images a threshold value
T has been derived for the proposed algorithm to con-
trol the adjustment procedure. The possible adjustments
are:

1: When all the spatial values in a block are in the range
[0, T] only and a negative stego pixel value generates,
then the highest difference, i.e. [0- (highest -ve pixel
value)] is added to all the spatial values.

2: When all the spatial values in a block are in the range
[(255-T), 255] only and there is a generation of a
stego pixel value above 255, then the highest differ-
ence [(highest + ve pixel value) - 255] is subtracted
from all the spatial values.

3: When all the spatial values in a block are in the range
[(0, T), ((255-T), 255)] and there is a generation of
both negative stego pixel value and stego pixel value
above 255. The two types of differences are calcu-
lated as 1) A = [0- (highest -ve pixel value)] and 2)
B = [(highest + ve pixel value) - 255]. The actual
difference is selected as diff = max (A, B). The value
(2 x diff) is subtracted from all the spatial values in
the range [((255-T), 255)] and diff is added to all the
spatial values in the range [0, T].

4: When all the spatial values in a block are in the range
[(0, T), ((255-T), 255)] and there is a generation of
both negative stego pixel value and stego pixel value
above 255. The differences are calculated as in case
3.The actual difference is selected as diff = A or B.
The value (2 x diff) is subtracted from all the spatial
values in the range [((255-T), 255)] and diff is added
to all the spatial values in the range [0, T].

5: When all the spatial values in a block are in the range
[0, 255] and there is a generation of both negative
stego pixel value and stego pixel value above 255. The
differences are calculated as in case 3.The actual dif-
ference is selected as diff = A or B. The value (2 x diff)
is subtracted from all the spatial values in the range
[((255-T), 255)], diff is added to all the spatial values
in the range [0, T] and the mid-range, i.e. [(T+1),
((255-T) - 1)] values remain unchanged.

4 Experiment and Results

The algorithm has been experimented on a number of gray
scale images in a system with the following hardware con-
figuration: 4 GB of main memory, processor of at least
1 GHz clock speed, 1 GB of graphics memory and 4 GB
of free disk space. Various fidelity tests are performed on
a number of gray scale images to analyse the robustness
of embedding, i.e. to check whether there is any percep-
tual distortion in the cover image after the embedding of

secret data. The imperceptibility is measured in terms
of Mean Squared Error (MSE) [28], Peak Signal to Noise
Ratio (PSNR) [28], Image Fidelity (IF) and Structural
Similarity Index Metric (SSIM) [37]. The quantifiers are
defined as follows:

1) Mean Square Error (MSE): The average energy of the
error difference between the test and the reference
signal is computed using Equation (3)

MSE =
1

MN

M−1∑
y=0

N−1∑
x=0

[I(x, y)− I ′(x, y)]2 (3)

Here I(x, y) and I ′(x, y) are the pixel values in the
cover and the stego image and M, N are the horizon-
tal and vertical pixel dimensions of the cover image.

2) Peak Signal to Noise Ratio (PSNR):The ratio of the
maximum intensity of a signal against the intensity
of the corrupting noise that affects the fidelity aspect
is calculated by using Equation (4)

PSNR = 20log10
255√
MSE

(4)

where the constant value 255 signifies the maximum
intensity of a pixel having a colour depth of 8 bits.

3) Image Fidelity (IF): The measurement of the degra-
dation level of a perceived image w.r.t a perfect image
is done with the help of Equation (5)

IF = 1−
∑M−1

y=0

∑N−1
x=0 [I(x, y)− I ′(x, y)]2∑M−1

y=0

∑N−1
x=0 [I(x, y)]2

(5)

4) Structural Similarity Index Metric (SSIM): This pro-
cedure is sensitive to distortions that disintegrate the
natural spatial correlation of an image and consid-
ered as the best possible method to evaluate image
quality. It is evaluated as a product of luminance
comparison function l (f, g), contrast comparison
function c(f, g) and structural comparison function
s(f, g) as shown in Equation (6).

SSIM(f, g) = l(f, g).c(f, g).s(f, g) (6)

where, 

l(f, g) =
2µfµg + C1

µ2
f + µ2

g + C1

c(f, g) =
2σfσg + C2

σ2
f + σ2

g + C2

s(f, g) =
σfg + C3

σfσg + C3

(7)

The first term, i.e. luminance comparison function
used in Equation (7) measures the closeness of mean
luminance (µf and µg) of the cover and stego images.
The second term, i.e. contrast comparison function
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measures the closeness of the contrast (measured by
the standard deviation σf and σg) of the two images.
The third term i.e. the structure comparison func-
tion measures the correlation coefficient between the
two images f and g. Note that σfg is the covariance
between f and g. The positive values of the SSIM in-
dex fall between [0,1] where 0 signifies no correlation
between images and 1 means f = g. The positive
constants C1, C2 and C3 are used to avoid a null de-
nominator.

The comparison between the three areas of embedding
in terms of PSNR (in dB), IF and SSIM are shown in
Table 1, Table 2 and Table 3 respectively. In case of area
1 and area 2 the size of the payload is 110x110 and in case
of area 3 the size of the payload is 120x120. The size of
each of the cover images is 512x512 for all the cases.

Table 1: Analysis of PSNR

Cover
Payload

PSNR(in dB)
Images Area I Area II Area III

Monalisa 37.19 37.16 37.22
Lenna 36.17 36.14 36.29

Baboon 37.40 37.42 37.49
Oakland 37.09 37.16 37.25
Woodlad Earth 36.77 36.86 37.10
Peppers 36.10 36.12 36.40
Tiffany 34.15 34.10 34.63

Airplane 35.10 34.89 35.16
Sailboat 35.39 35.46 36.55
Average 36.15 36.14 36.45

Table 2: Analysis of IF

Cover
Payload

IF
Images Area I Area II Area III

Monalisa 0.9954 0.9958 0.9959
Lenna 0.9340 0.9334 0.9356

Baboon 0.9933 0.9938 0.9938
Oakland 0.9939 0.9947 0.9950
Woodlad Earth 0.9984 0.9982 0.9983
Peppers 0.9859 0.9853 0.9864
Tiffany 0.9918 0.9921 0.9920

Airplane 0.9835 0.9836 0.9843
Sailboat 0.9959 0.9963 0.9964
Average 0.9857 0.9859 0.9864

It can be considered that the degradation level of a
stego image is quite acceptable if the PSNR value is
greater than 35 dB, i.e. the payload is almost invisible
to HVS. Table 1 suggests that the proposed algorithm
is quite successful in achieving a decent average PSNR

Table 3: Analysis of SSIM

Cover
Payload

SSIM
Images Area I Area II Area III

Monalisa 0.9990 0.9988 0.9988
Lenna 0.9963 0.9961 0.9959

Baboon 0.9959 0.9962 0.9964
Oakland 0.9913 0.9915 0.9915
Woodlad Earth 0.9954 0.9960 0.9960
Peppers 0.9973 0.9972 0.9971
Tiffany 0.9851 0.9850 0.9844

Airplane 0.9949 0.9948 0.9948
Sailboat 0.9977 0.9985 0.9985
Average 0.9947 0.9949 0.9948

value, i.e. 36.24 dB in spite of hiding quite a large vol-
ume of secret data simultaneously in both the levels of
resolution. Moreover from Table 2 and Table 3 the aver-
age values of IF and SSIM, i.e. 0.9860 and 0.9948 respec-
tively, proves that the stego image more or less resembles
the cover image. Also, visual analysis of the testing im-
ages shows imperceptible distinction between the cover
and the stego images as shown for the three areas of em-
bedding in Figure 5, Figure 6 and Figure 7 respectively.

In addition to this, our proposed embedding algorithm
can be implemented in all the middle frequency bands,
irrespective of whether they are present in a combination
of 1-level and 2-level of resolution or only in 2-level of
resolution and the average value of PSNR suggest robust
embedding. Moreover, performance comparison is also
done with other similar existing algorithms as shown in
Table 4.

Table 4: Comparative analysis of PSNR

No. Algorithm
Level of Avg. PSNR

Resolution (in dB)

A [3] 1 34.60
B [27] 1 38.52
C [2] 2 39.62
D [12] 2 26.30
E [6] 2 33.08
F [23] 2 36.04
G Proposed 2 36.44
H Proposed 2 43.22
I Proposed 2 45.73

From the above table it shows that as compared to
1-level resolution in A, with similar embedding capacity
our proposed algorithm even with 2-level of resolution in
G generates an enhanced PSNR value of 36.44 dB. Sim-
ilarly, considering the same embedding capacity as in B,
our algorithm with 2-level of resolution in I shows an in-
creased PSNR value of 45.73 dB as compared to 38.52 dB
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Figure 5: Embedding in Area I

Figure 6: Embedding in Area II

Figure 7: Embedding in Area III
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Figure 8: Visual analysis of cover and stego images

in B even with 1-level of resolution. In addition to this,
considering 2-level of resolution and similar embedding
capacity our algorithm in H shows an escalation in PSNR
value, i.e. 43.22 dB when compared with some similar al-
gorithms like C, D, E and F having PSNR values of 39.62
dB, 26.30 dB, 33.08 dB and 36.04 dB respectively.

5 Resistance to Certain Attacks

5.1 Visual Attack

Initiative is imparted to resist visual attack by eliminating
certain issues related to secret message like 1) embedding
in a sequential order and 2) length is less than the max-
imum size of the bit plane. Figure 8 shows the visual
interpretation of the magnified version of a source and
the stego image of the three areas and it may be inferred
that the algorithm can resist visual attack considerably.

5.2 Statistical Attack

This is similar to visual attack. The assumption is that
the least significant bit of a cover image is random and
may be replaced by a secret message is not necessarily
correct. The basic concept is to compare between the fre-
quency distribution and the theoretically expected distri-
bution of a potential cover image. If the statistical profile
of the new data does not with the standard data, then
it probably contains a hidden message. In Figure 9 there
is a detailed graphical comparison between the cover and
stego signals with respect to the pixel intensity value vs.
pixel number. It shows that the graph for stego image
mostly overlaps the graph for cover image. Due to effi-
cient adjustment of noise in the stego image, no notice-
able changes occur after the concealment of the payload
in the carrier image. So we may infer that the proposed
algorithm is significantly robust in the domain of data au-
thentication and different areas of comparison as shown
in sub figures strongly establish the fact. Moreover as the
cover and stego images are more or less identical and sta-
tistically similar, an unintended user will have confusion
in implementing statistical attack.

5.3 Copy Attack

The objective is to copy a payload from one carrier signal
to another. It is performed in two steps: 1) An esti-
mation of the embedded payload is made from the stego
image and 2) The estimated payload is copied from the
stego image to a carrier signal to obtain a separate target
stego image. Our proposed algorithm uses a self-defined
mathematical pseudorandom function to establish a link
between the payload and the cover image. As the func-
tion is only known to the authorized sender and receiver,
the link can only be verified by an intended receiver dur-
ing the extraction of the payload. In addition to this, the
pseudorandom function also helps to make the payload a
function of the original cover image which may cause a
problem in terms of the marked target cover image. The
elimination of copy attack also helps to resist protocol
attack.

6 Conclusions

Social Implication: Personal identification and au-
thentication demand the necessity of security, pro-
tection and access restriction which may be achieved
using a biometric authentication system. The char-
acteristic of biometric system is unique and cannot
be lost or forgotten and the components used by bio-
metric systems include fingerprints, hand geometry,
iris, retina, facer, hand, vein etc.

To access sensitive and restricted areas in an office,
we like to propose the facility of smart card for an
individual’s identity. A chip will be embossed on the
identity card and the information content in the chip
will be original template, entire biometric sensor, mi-
croprocessor and memory. This chip will function as
per the operations of System-on-Card (SOC).

The card is prepared using two images namely: 1)
Digital photo as cover image and 2) Image of his or
hers retina as payload. These two images are fed as
input to the proposed embedding algorithm to pro-
duce a stego image. The stego image is written into
the memory of the chip and the identity card is pre-
pared to be delivered to the individual. At the entry
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[a]

[b]

[c]

[d]

Figure 9: Statistical analysis of source and stego image pixels
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Figure 10: Authentication in smart card

point where the card is required to prove an indi-
vidual’s identity, the image of the retina of the in-
dividual is captured instantly. The embedded stego
image is extracted by scanning the chip on the iden-
tity card. The payload i.e. original image of retina
is extracted by using the extraction algorithm. The
captured and the extracted images of the retina are
matched to validate an individual’s identity. It is
pictorially represented in Figure 10 as.

Conclusions: This paper proposes a secured data au-
thentication algorithm for the protection of copyright
information. Embedding capacity, level of decompo-
sition and the areas chosen for embedding are quite
better than many existing methods. The PSNR val-
ues computed for the three proposed areas show ef-
fective results and the average values of IF and SSIM
ensure the similarity between the cover image and the
stego image. The extraction of the original payload
bits is also difficult as they are not embedded directly
into a fixed LSB position in the spatial domain of a
cover image. In addition to this, the payload can
be extracted [25] without the availability of the orig-
inal cover image and the algorithm proves effective
against some related attacks.

Future Studies and Recommendations: The pro-
posed algorithm can be implemented using other
wavelet frequency methods. Moreover color cover

image can also be taken into consideration with
embedding in other frequency bands.
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