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Abstract

Steganography and Watermarking are main parts of the
fast developing area of information hiding. Steganogra-
phy involves hiding of information in a cover media to
obtain the stego media, in such a way that the cover me-
dia is supposed not to have any embedded image for its
unintended recipients. This paper is based on Steganogra-
phy, Watermarking and Cryptography system where im-
age bits are embedded into higher random LSB layers of
audio signals, resulting in increased robustness against
noise addition. On the other hand, multi-objective Ge-
netic Algorithm is used to minimize the deviation between
original media and embedded media. The basic idea of
this paper is to improve security so that probability of
detecting the presence of hidden information into cover
media is about to zero. For this improvement, image em-
bedding random position numbers are converted to func-
tions and these functions are sent using Symmetric-key
encryption algorithm to the receiver end. Key distribu-
tion problem is solved by RSA algorithm. We evaluated
performance based on imperceptibility, security, robust-
ness, and hiding capacity.

Keywords: Artificial intelligence, genetic algorithm,
steganography, watermarking

1 Introduction

Steganography, watermarking and fingerprinting are
branches of information hiding. In a computer-based data
hiding techniques in audio, secret image is hidden in dig-
ital audio signal so that they can be extracted at the re-
ceiving end with the help of a secret key and not merely
to obscure its presence. The secret image is embedded by
slightly altering binary sequence of audio signals.

Multimedia data hiding techniques have developed a
strong basis of growing number of applications like copy-
right protection, authentication, tamper detection, covert
communications etc. Following requirements must be sat-
isfied in several applications [5, 6, 31, 32].

Perceptual Transparency: The main focus of this pa-
per is on perceptually undetectable or transparent
data-embedding and watermarking techniques. In
many applications, such as covert communication,
copyright and usage tracking, embedding metadata
or additional information, the algorithms must em-
bed data without affecting the perceptual quality of
the underlying host signal.

Recovery of Data without Access to Original Sig-
nal: In most of the applications such as covert com-
munication, data-embedding algorithms do not have
access to the original audio signal while extracting
the embedded signal. This inability to access the
original signal limits the amount of data that can be
embedded in a given host signal.

Bit Rate of Data-Embedding Algorithm: Some
applications of data embedding require small
amounts of information to be incorporated. On the
other hand, many applications of data embedding,
e.g., covert communication, require a lot of band-
width. The ability to embed large quantities of data
in a host signal will depend on how the embedding
algorithm has been designed. Our algorithm can
adapt large amount of information to the underlying
host signal.

Robustness: Digital data are modifiable and
manipulate-able using computers and widely
available software. Operations that damage the host
signal also damage the embedded data. Again, third
parties may attempt to modify the host signal to
detect of the embedded data. Basic requirement of
steganography imposes that the presence of hidden
information within the stego-cover media should
be undetectable. There should be no perceptible
difference between the watermarked and original
signal, and the watermark should be difficult to
remove or alter without damaging the host signal.

Security: A secure data-hiding procedure can only be
broken by the authorized user has access to a se-
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cret key that controls the insertion of the data in
the host signal. This requirement is very important
in covert communication scenarios. Hence, a data-
hiding scheme is secure if knowing the exact algo-
rithm for embedding the data does not help an unau-
thorized party to detect the presence of embedded
data. An unauthorized user should also be unable to
extract the data in a reasonable amount of time. Ba-
sic Data hiding process has been shown in Figure 1.

Figure 1: Basic data hiding process

LSB coding is one of the earliest techniques studied in
the information hiding area of digital audio. The main ad-
vantage of the LSB coding method is a very high channel
bit rate and a low computational complexity of the algo-
rithm, while the main disadvantage is considerably low
robustness against signal processing modifications. Since
substitution techniques usually modify the bits of lower
LSB-layers in the samples, it is easy to reveal the hidden
image if the low transparency causes suspicious. In order
to conceal secret image successfully, a variety of meth-
ods for embedding information in digital audio have been
introduced [1, 4, 6, 7, 8, 12, 16, 21, 28, 31].

It is well known that LSB-layers bits in samples are
more suspicious, so embedding the image bits other than
LSB-layers could be helpful to decrease the perceptibil-
ity and to increase the robustness. The basic idea of this
research work is to provide a novel method to hide the
secret data from intruders at high random LSB layers.
Then the secret data will be sent to the destination in
safer and secure manner. The quality of sounds depends
on the length of the image and size of the audio which
are selected by the users. Even though it shows changes
in bit level deviations in the frequency chart, as a whole
we cannot determine the change in the audio. Here the
technical challenge is to provide transparency and robust-
ness which are conflicting requirements. The perceptibil-
ity and extraction of hidden information of the proposed
algorithm is more challenging as well, because there is
a significant number of bits flipped in a number in bit
layers. On the other hand, image retrieval from random
higher LSB layers is still one of the major drawbacks of
the modified LSB methods. In this paper, we have been
used Boolean functions to extract the hidden information
location numbers.

The remainder of the paper is organized as follows:
Section 2 discusses related works done by different re-
searchers. Section 3 explains proposed work. Section 4

discusses experimental results. Section 5 highlights ad-
vantages of our approach. Section 6 concludes the paper
presented here.

2 Related Works

Being a simple method, a very high level of security is not
achieved in LSB insertion method. To improve security,
different modified-LSB methods are proposed by different
researchers. Apart from security, certain other parame-
ters like complexity, computational load, SNR, Bit Error
Rate, efficiency, etc are also considered for information
hiding techniques.

In [31] a solution of supporting different audio formats
and reducing the time for encoding and decoding are dis-
cussed. Data is embedded in such a way that each char-
acter requires eight 254/255 bytes.

In [6] a two steps method is proposed where data are
embedded from the fourth to sixth LSB layers with min-
imum distortions. First, secret bit is embedded in any
higher LSB layer. Second, changes white noise proper-
ties by shaping the impulse noise which is caused by the
embedding bit. In [7, 8] the hearing threshold in the tem-
poral domain is calculated which is exploited as the em-
bedding threshold, yielding more capacity compared to
uniform embedding pattern. Proposed method uses com-
pression of information using lossless compressor, thus in-
creasing total bit rate. In [28] an algorithm is proposed
for both image and audio steganography. Regarding au-
dio steganography, it states the technique of echo hiding.
Data is embedded in the echo signal varying its param-
eters like decay rate, offset and amplitude. The original
signal is segmented into blocks and each block is given
the value 0 or 1 depending upon the secret message. The
original signal is echoed and the message is embedded into
it. At the receiver end, auto correlation and decoding is
done to separate the secret signal and the original signal.

In [21] a robust steganographic method is proposed
where data are embedded in the multiple, vague and
higher LSB layers. Generally there are two types of at-
tacks namely unintentional attacks and intentional at-
tacks, solutions are suggested for both these type of at-
tacks in this work. The data bits are embedded in the
bit other than 1st LSB bit to stop the intentional attack.
The bits other than the selected bits for embedding are
altered to reduce the distortion. In [12] two LSB meth-
ods are proposed. First method is parity coding and the
other is XORing of LSB. Initially embedding capability
is measured by ensuring that the size of the message to
be embedded is less than the cover audio signal. In par-
ity method, the parity bit is considered before directly
replacing the LSB. Depending upon the message bit to
be embedded, the LSB is either flipped or retained. If
the message bit is 0, LSB has to be modified in such a
way that parity of the sample is even. If the message bit
is 1, LSB is modified in such a way that parity of the
sample is odd. In second method, XORed operation be-



International Journal of Network Security, Vol.18, No.4, PP.758-768, July 2016 760

tween the LSB and the next bit has to be equivalent to
the message bit to be embedded. If equal, the LSB is
retained otherwise LSB is flipped. Also they reduce the
computational load and the capacity of the cover audio is
increased. From experimental results it is found that the
encryption with steganography provides better security.
Embedding data in the higher LSB layers is prone to less
attack than those embedded in the lower layers. But em-
bedding in higher LSB will result in distortion. Therefore
further steps have to be included to reduce these distor-
tions.

The idea proposed by [16] is based on psycho acous-
tic theory of persistence and phase shifting. Persistence
of hearing is based on the fact that two sounds succes-
sively with a difference of less than one-tenth of a second
hit our ears, then the difference between the sounds is
imperceptible. It is called the phase shift, the change of
which is same as the shift in time. Author used uncom-
pressed audio format (WAV format). In [1] the author
has shifted the LSB embedding to the eight bit resulting
in slight increase of robustness. However, the hiding ca-
pacity will be decreased since some of the samples are to
be left unchanged to preserve the audio perceptual qual-
ity of the audio signal. In [2, 11, 15, 17, 22, 29, 33, 34],
different embedding procedures are followed to hide data
in image or audio file. Most of the cases they explained
how to hide the information in to medium but how to ex-
tract the hidden data from medium at receiver end is not
clearly mentioned. It does not raise suspicions that an
important message can be possibly carried inside a harm-
less medium in steganography describes in [14]. Hiding
a secret message in order to protect the copyright of a
product is the main aims in watermarking are discussed
in [3, 18, 25, 26, 30]. To demonstrate its authenticity,
namely, its content originality also referred as content ver-
ification, or tamper proofing in [2]. An adversary tries to
reveal the information carried by a stego-medium. In the
case of watermarking, an opponent either tries to remove
the watermark in order to violate copyright or to repro-
duce it after product tampering in order to achieve a false
positive content verification.

The easiness of image retrieval is still one of the major
drawbacks of the LSB and its variant, knowing by fact
that embedded bits are at sixth or eighth position from
the stego audio signal. To solve this problem, Boolean
functions have been introduced in this paper by which
we can easily extract hidden bits embedded in different
random LSB positions at the receiving end.

3 Proposed Work

3.1 Best Sample selection using Genetic
Algorithm

Genetic Algorithms are adaptive heuristic search algo-
rithm based on the evolutionary ideas of natural selection
and genetics. Unlike AI systems, they do not break easily

even if the inputs changed slightly, or in the presence of
reasonable noise. Also, in searching a large state-space, a
genetic algorithm may offer significant benefits over more
typical search of optimization techniques.

A population of individuals is maintained within search
space for a GA, each representing a possible solution to a
given problem. Each individual is coded as a finite length
vector of components, or variables, in terms of some al-
phabet, usually the binary alphabet 0, 1. To continue the
genetic analogy these individuals are likened to chromo-
somes and the variables are analogous to genes. Thus a
chromosome (solution) is composed of several genes (vari-
ables). A fitness score is assigned to each solution repre-
senting the abilities of an individual to ‘compete’. The
individual with the optimal (or generally near optimal)
fitness score is sought. The GA aims to use selective re-
production of the solutions to produce ‘offspring’ better
than the parents by combining information from the chro-
mosomes.

The following points convinced us to use genetic algo-
rithm in this work

1) To maintain the randomness in selection of bit level
of audio sample for hiding secret bit.

2) Through GA based crossover and mutation opera-
tions on audio sample (chromosome) we may get bet-
ter set (population) of audio samples than previous
generation population.

3) Using the concept of fitness value in GA we may se-
lect better or best audio sample from the population
of audio samples generated in the previous step.

4) We may consider fitness value is a position number of
audio sample where secret bit may be embedded and
for which deviation between original audio sample
and stego-audio sample is minimized.

5) Using the concept of Multi-objective GA, position
number of audio sample where secret bit is embedded
may be used

a. As a Fitness value to select the best chromosome
(audio sample).

b. To extract the hidden secret bit from the stego-
audio at the receiving end.

3.2 Steps to Embed Image into Audio
File Using Proposed Modified LSB
Scheme

1) Read image file and generate byte streams.

2) Read audio file and generate byte streams, convert
byte streams to 16 bit audio samples.

3) Obtain n number of chromosomes of 16 genes by in-
serting two image bits into 16 bits audio sample at n
(2 to16) random positions.
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4) Apply following GA operator based insertion algo-
rithm to generate better next generation population:

a. Let pos be the image bit insertion position into
the audio sample;

b. Let fm(pos) be mutation operation on pos po-
sition;

c. Let fc1(start, end) be crossover operation from
start to end by 1 and fc0(start, end) be
crossover operation from start to end by 0.

d. If pos = 1, then take no action;

e. If pos = 2 to 16 then do the following

i. If image bit is 0 and audio bit is 1 for pos
= i;

ii. If audio bits on 1 to (i-1) positions are hold-
ing 0s, then perform fc1(1, i−1) operation;

iii. If audio bits on 1 to (i-1) positions are hold-
ing 1s and on (i+1) position holding 0, then
perform fc0(1, i− 1) and fm(i+ 1) opera-
tions.

iv. If image bit is 1 and audio bit is 0 for pos
= i;

v. If audio bits on 1 to (i-1) positions are hold-
ing 1s, then perform fc0(1, i−1) operation;

vi. If audio bits on 1 to (i-1) positions are hold-
ing 0s and on (i+1) position holding 1, then
perform fc1(1, i− 1) and fm(i+ 1) opera-
tions;

vii. If audio bit on (i+1) and (i-1) positions are
holding 0/1 and 1/0 respectively, take no
action;

viii. If audio bit and image bit is same, then no
action is to be taken as there will be no
deviation between two samples.

5) Now, the best chromosome has been selected, where
best one is the chromosome (audio sample) which
has the minimum deviation compare to the original
16 bit audio sample.

6) Here fitness value represents the position number for
which we get the best chromosome. Again, the po-
sition number, best chromosome and distortion are
closely related as selection of the best chromosome
will reduce the distortion.

7) Fitness value is representing two things here:

a. Position number which is very important at the
receiving end to extract the image.

b. Distortion which again very important regard-
ing security (distortion can convinced hacker to
hack the image).

So, multi-objective GA is used here.

8) Secret-Bit-Insertion Positions have been stored in Po-
sition Arrays during this embedding process.

9) Stego-audio byte streams have been written into au-
dio file.

10) Boolean functions have been generated from the Po-
sition Arrays are described in the next section.

Boolean Functions Generation from Position
Arrays:

Let S be size of the Position Array.

Sbin be binary representation of S − 1.

N be number of bits required for Sbin.

Suppose Aij be a Position Array where i = 0 to S - 1, j
= 0 to 1. Here Ai,0 represents Array index and Ai,1

represents Position numbers.

IPAN (Ai,0) be N bits binary representation of Index i
of Position Array, where i = 0 to S - 1;

IPA3(Ai,1) be 3 bits binary representation of Index i of
Position Array, where i = 0 to S - 1;

Now we get a Matrix Mi,N+3 by combining IPAN (Ai,0)
and IPA3(Ai,1). Elements of this matrix are 0 or 1.

MSB(i) = MSB bit set of Position Array

= MSB(IPA3(Ai,1))

= Mi,N+1

MdSB(i) = Middle bit set of Position Array

= MdSB(IPA3(Ai,1))

= Mi,N+2

LSB(i) = LSB bit set of Position Array

= LSB(IPA3(Ai,1))

= Mi,N+3.

where i = 0 to S − 1. Again,

MSB(i)minterm = i’s where Mi,N+1 = 1

MdSB(i)minterm = i’s where Mi,N+2 = 1

LSB(i)minterm = i’s where Mi,N+3 = 1

SOP (MSB(i)minterm) −→ fx(a, b, · · · , N terms)

SOP (MdSB(i)minterm) −→ fy(a, b, · · · , N terms)

SOP (LSB(i)minterm) −→ fz(a, b, · · · , N terms)

Here Size of the Position Array need to be sent to
the receiver.

The functions and size of the Position Array has been
encrypted using Shared Key AES encryption algo-
rithm.

The Shared Key has been encrypted using Public Key
RSA algorithm.
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3.3 Steps to Extract Hidden Image from
Stego-Audio File

Deviation between audio samples and stego-audio sam-
ples has been minimized during the proposed embedding
method. So stego-audio is almost equal to the original au-
dio. By getting the image hidden position numbers i.e.,
Position Array, we can easily extract the hidden image
from audio file as follows:

1) Read stego-audio file and generate byte streams, con-
vert byte streams to 16 bit audio samples.

2) Decrypt the Shared Key using the receiver Private
Key of RSA.

3) Decrypt the functions and size of the Position Array
using Shared Key of AES algorithm.

4) The position numbers of the secret (image) bits have
been extracted using the Boolean functions and size
of the Position Arrays is described below.

We have fx (a, b, c, · · · , N terms), fy(a, b, c, · · · , N
terms) & fz(a, b, c, · · · , upto N terms) and
IPAN (Ai,0) for i = 0 to S - 1.

For index i = x, x has been converted to binary
number of N bits like b1, b2, ..., bN .

Assigning a = b1, b = b2, c = b1, ...;

Using fx(a, b, c,.... upto N terms) we get bit b11;

Using fy(a, b, c,.... upto N terms) we get bit b12;

Using fz(a, b, c,.... upto N terms) we get bit b13;

Finally the bit pattern b11b12b13 is generated;

The secret bit position numbers has been generated
by converting this bit pattern to decimal number for
index i=x and hidden image bits has been extracted
from audio file.

5) The image bits have been converted to bytes and
original image has been generated from image bytes.

3.4 Transferring Embedding Position
Numbers to the Receiver end in
Terms of Boolean Functions: An
Example

Following Boolean algebra terms are used to generate
Boolean functions: - midterm, Sum of Product, Minimiza-
tion etc. Let the size of the Position Array is 8 and the
corresponding positions of image bits are 2,4,6,1,7,4,6,5.

Here Indexed Position Array and Equivalent Binary
Representation are explained in Table 1 and Table 2.

Now MSB bit set X= [0,1,1,0,1,1,1,1]. So, Midterm for
MSB is [1,2,4,5,6,7]. And Sum of Product X = a

′
b
′
c +

a
′
bc

′
+ ab

′
c
′
+abc

′
+ abc+ ab

′
c.

Minimization of X:

Table 1: Indexed position array

Index Position
0 2
1 4
2 6
3 1
4 7
5 4
6 6
7 5

Table 2: Equivalent binary representation

a b c X Y Z
0 0 0 0 1 0
0 0 1 1 0 0
0 1 0 1 1 0
0 1 1 0 0 1
1 0 0 1 1 1
1 0 1 1 0 0
1 1 0 1 1 0
1 1 1 1 0 1

Pass 0: a
′
b
′
c+ a

′
bc

′
+ ab

′
c+ abc

′
+ abc+ ab

′
c;

Pass 1: a
′
b
′
c+ab

′
c reduce to b

′
c; a

′
bc

′
+abc

′
reduce

to bc
′
; ab

′
c+ab

′
c
′
reduce to ab

′
; abc

′
+abc reduce

to ab;

Pass 2: ab
′

+ ab reduce to a. Finally X = a +
b
′
c+ bc

′
. Middle bit set Y=[1,0,1,0,1,0,1,0]. So

Midterm of Y is [0,2,4,6].

Sum of Product Y = a
′
b
′
c
′
+a

′
bc

′
+ab

′
c
′
+abc

′
.

Minimization of Y:

Pass 0: a
′
b
′
c
′
+ a

′
bc

′
+ ab

′
c
′
+ abc

′
;

Pass 1: a
′
b
′
c
′
+ a

′
bc

′
reduce to a

′
c
′
; ab

′
c
′
+ abc

′
re-

duce to ac
′
; a

′
c
′
+ ac

′
reduce to c

′
;

Pass 2: c
′
; Y = c

′
;

LSB bit set Z=[0,0,0,1,1,0,0,1]. So Midterm of Z
is [3,4,7]. Sum of Product Z = a

′
bc+ab

′
c
′
+abc.

Minimization of Z:

Pass 0: a
′
bc+ ab

′
c
′
+ abc;

Pass 1: a
′
bc+ abc reduce to bc;

Pass 2: bc+ ab
′
c
′
.

So, the three functions are given below

X = a+ b
′
c+ bc

′
;

Y = c
′
;

Z = bc+ ab
′
c
′
.
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Continuing with the previous example, for the input of
the binary of (0-7), we get three outputs from the func-
tions X, Y and Z. Extraction of position number explained
in Table 3.

Table 3: Index to position number conversion

a b c X Y Z
0 0 0 0 1 0
0 0 1 1 0 0
0 1 0 1 1 0
0 1 1 0 0 1
1 0 0 1 1 1
1 0 1 1 0 0
1 1 0 1 1 0
1 1 1 1 0 1

Example 1. For the Index 7, a = 1, b = 1, c = 1,

X = a+ 0.1 + 1.0 = 1

Y = 0

Z = 1.1 + 1.0.0 = 1

So XY Z = 101, i.e., is equal to 5.

Same way will get the position numbers 2, 4, 6, 1, 7,
4, 6.

4 Experimental Results

Among the various image file format, the image which
is smaller in size has been considered in this work. The
JPG file is wonderfully small in size, often compressed to
perhaps only 1/10 of the size of the original data. JPEG
files achieve a smaller file size by compressing the image
in a way that retains detail which matters most, while
discarding details deemed to be less visually impactful. It
supports 8-bit grayscale images and 24-bit color images
(8 bits each for red, green, and blue). Here a 24-bit 64×
64 color JPEG image has been hidden in the audio file.
JPEG file have been read in Java as like below:

BufferedImage originalImage = ImageIO.read(new
File(”rocket.jpg”));

Proposed LSB information hiding algorithm has been
tested on 5 audio sequences from different music styles
(classic, jazz, country, pop, rock). The audio experts were
selected so that they can represent a broad range of mu-
sic genres, i.e. audio clips with different dynamic and
spectral characteristics. The image has been embedded
in all music pieces using the proposed and standard LSB
algorithm. Clips were 44.1 kHz sampled mono audio.wav
files, represented by 16 bits per sample. Duration of the
samples ranged from 10 to 15 seconds.

Figure 2: Negligible deviation between host audio samples
& watermarked audio samples

Figure 3: Negligible deviation between host audio wave
& watermarked audio wave

4.1 Audio Quality Evaluation

Here 200 audio samples of both original audio and stego-
audio has been considered to measure the sample level
similarities between these two types of audio samples.
From Figure 2, it is clear that statistical signal change
(signal amplitude) due to bit embedding is very negligi-
ble compare to the original signal.

Figure 3.a shows the waveform of host audio and Fig-
ure 3.b shows the waveform of watermarked-audio. From
these two Figures it is clear that after increasing the bit
level of embedding, the audio signals are not differentiable
by the general people.

4.2 Audio Quality Measurements

Here brief descriptions of the quality measures used have
been introduced. The original signal (the cover audio) is
denoted x(i), i = 1 to N while the distorted signal (the
stego-audio) as y(i), i = 1 to N.

Signal-to-Noise Ratio (SNR): The SNR is very sensitive
to the time alignment of the original and distorted audio
signal [27]. The SNR is measured as equation no. (1),
Table 4 and Table 5 showing the experimental result for
5 categories of audio file.
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SNR = 10log10

∑N
i=1 x

2(i)∑N
i=1(x(i)− y(i))2

(1)

Table 4: SNR values and capacities comparison with sim-
ilar works (1 bit per sample)

Embedding 1 bit per 16 bits sample
Music Genre SNR (dB) Capacity (%)

PM SW PM SW
1 Classic 83.42 33 to 76 6.25 2 -12.5
2 Jazz 82.67 32 to 80 6.25 2 -12
3 Country 82.94 31 to 80 6.25 2 -12.5
4 Pop 83.15 38 to 82 6.25 2 -12.5
5 Rock 83.27 39 to 83 6.25 2 -12.5

Table 5: SNR values and capacities comparison with sim-
ilar works (2 bits per sample)

Embedding 2 bits per 16 bits sample
Music Genre SNR (dB) Capacity (%)

PM SW PM SW
1 Classic 71.32 33 to 76 12.5 2 -31
2 Jazz 70.62 32 to 80 12.5 2 -32
3 Country 70.35 31 to 80 12.5 2 -33
4 Pop 71.04 38 to 82 12.5 2 -34
5 Rock 71.14 39 to 83 12.5 2 -34

PM means Proposed Method; SW means Similar
Works [1, 4, 6, 7, 8, 12, 16, 21, 28, 31].

4.3 Correlation Based Measures

The similarity between two digital audio samples can also
be quantified in terms of the correlation function [9, 27].
These ensure measurement of the similarity between two
audios, hence in this sense they are complementary to the
difference-based measures: Some correlation based mea-
sures are given in Equations (2), (3) and (4). Structural
content:

C1 =
1

K

K∑
k=1

∑N−1
i=0 x(i)2∑N−1
i=0 (y(i))2

(2)

Normalized cross-correlation measure:

C1 =
1

K

K∑
k=1

∑N−1
i=0 x(i) ∗ y(i)∑N−1

i=0 x(i)2
(3)

Czenakowski distance (CZD): A metric that is useful
for comparing vectors with strictly non-negative compo-
nents, like in the case of audio samples, is given by the

Czenakowski distance:

C =
1

N

N−1∑
i=0

(1− 2 ∗min(x(i), y(i))

x(i) + y(i)
) (4)

The Czenakowski coefficient (also called the percent-
age of similarity) measures the similarity among different
samples, communities, and quadrates.

Obviously as the difference between two audio samples
tends towards zero ε = x(n) − y(n) tends to 0, all the
correlation-based measures tend towards 1, while as ε2

tends to G2 they tend towards 0.
Recall also that distance measures and correlation mea-

sure are complementary, so that under certain conditions,
minimizing distance measures is tantamount to maximiz-
ing the correlation measure. Table 5 is explaining the
experimental result for CZD.

Table 6: Correlation based measure of the proposed algo-
rithm

Music Genre Sample Size CZD
1 Classic 16 bits 0.00001888249326
2 Jazz 16 bits 0.00002231742249
3 Country 16 bits 0.00002079240629
4 Pop 16 bits 0.00001666038440
5 Rock 16 bits 0.00001739731132

Experimental results show that the two audio clips
(original audio sequence and embedded-audio signal) can-
not be discriminated by people. Results of subjective tests
showed that perceptual quality of watermarked-audio, if
embedding is done using the proposed algorithm, is higher
in comparison to standard LSB embedding method. This
confirms that described algorithm succeeds in increasing
the depth of the embedding layer and also randomiz-
ing the bit layer without affecting the perceptual trans-
parency of the watermarked-audio signal.

Therefore, significant improvement in robustness
against signal processing manipulation can be obtained,
as the hidden bits can be embedded higher LSB layers
deeper than in the standard LSB method. The pro-
posed algorithm flips bits in more than one bit layers of
the watermarked-audio during the embedding procedure.
This property may increase the resistance against Ste-
ganalysis that identifies the used LSB layer by analyzing
the noise properties of each bit layer.

4.4 Capacity and Detection Probability

The capacity depends on the embedding function, and
may also depend on properties of the cover. For exam-
ple, least-significant-bit (LSB) replacement with one bit
per sample in an eight-bit audio achieves a net capacity
of 12.5%, or slightly less if one takes into account that
each audio is stored with header information which is not
available for embedding. If the sample size is 16-bit then
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net capacity will be 6.25% or slightly less. It is intuitively
clear, often demonstrated and theoretically studied that
longer secret images require more embedding changes and
thus are statistically better detectable than smaller ones.
Hence, capacity and embedding rate are related to secu-
rity.

The purpose of information hiding is to hide the exis-
tence of a secret image and also increasing robustness.
Therefore, the security of a data hiding technique is
judged by the impossibility of detecting the image content
and extracting the hidden image after detection. How-
ever, sometimes, Cryptography also is used to increase
the level of security. In this paper one image bit and two
image bits have been embedded in a 16-bit sample sepa-
rately and have been compared the result.

4.4.1 Detection Probability (Embedding Loca-
tion Number-wise)

Here eight (8) 16-bit samples has been used to embed 8
image-bits. The opponent has to detect 8 bits to get 1
byte of information.

Probability to detect an embedded bit position =
1

16
;

Probability to detect 8 embedded bit positions =
1

16
× 1

16

upto 8 terms =
1

168
;

If the length of a image is N bytes, then the probability

to extract whole image = (
1

2
× 1

2
upto 8 terms)* N terms

=
1

16N∗8 .

4.4.2 Decoding Probability (bit (0/1)-wise)

Probability to decode an embedded bit =
1

2
;

Probability to decode 8 embedded bits =
1

2
× 1

2
upto 8

terms =
1

28
.

If the length of an image is N bytes, then the probability

to extract whole image = (
1

2
× 1

2
upto 8 terms) * N terms

=
1

2N∗8 .

Figure 4 show histogram of the number of modified bit
layers in a 10 sec audio sample (116892x16 bits in total)
for the proposed LSB algorithm. It is clear that number of
flipped bits per bit layers is distributed over all bit layers
in the proposed algorithm. In the case of standard LSB
algorithm, LSB data hiding techniques can easily detect
the bit layer where the data hiding was performed. It is
a much more challenging task in the case of the proposed
algorithm, because there are a significant number of bits
flipped in 16 bit layers and the adversary cannot identify
exactly which bit layer is used for the data embedding.

Figure 4: Number of flipped bits per bit layer for the
proposed algorithm

4.5 Security Analysis

Detection, extraction, destruction and manipulation of
the hidden data in a watermarked or stego object are
the common attacks in Steganography and Watermark-
ing techniques. While there has been quite some effort in
the steganalysis of digital images, steganalysis of digital
audio is relatively unexplored. Many attacks that are ma-
licious against image Steganography algorithms cannot
be implemented against audio Steganography schemes.
Consequently, embedding information into audio seems
more secure due to the nature of audio signals to be high-
capacity data streams necessitates the scientifically chal-
lenging statistical analysis.

The attacks to a data hiding technique mainly include
passive attack, active attack, and extracting attack. A
passive attacker only wants to detect the existence of the
embedded image, while an active attacker wants to de-
stroy the embedded image. The purpose of an extracting
attacker is to obtain the image hidden in the stego-object.
So there are three kinds of security measures for different
attackers respectively, i.e., detectability, robustness and
difficulty of extraction. Usually the problem of steganog-
raphy only concerns the detectability so in many litera-
tures delectability is referred to the security of a stegosys-
tem [10]. The problem of Watermarking concerns the
detectability and robustness both. In this section the se-
curity of our data hiding process is discussed.

Westfeld [35] addressed the steganalysis of the
MP3Stego algorithm. Ozer et al. [24] proposed a universal
audio steganalysis technique that is effective on both wa-
termarking and steganographic data-embedding methods.
The basic idea in [24] rests on the statistical evidence that
the distortion measures computed between signals and
their de-noised versions have statistically distinguishable
distributions for cover-signals and stego-signals. These
statistically distinguishable features are used in stegana-
lyzer design to classify cover-signals from stego-signals.

The audio steganalysis algorithm proposed by Liu et.
al. [20] uses the Hausdorff distance measure to measure
the distortion between a cover audio signal and a stego au-
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dio signal. I.Avcibas [13] proposed the use of stream data
mining for steganalysis of audio signals of high complex-
ity. Their approach extracts the second order derivative
based Markov transition probabilities and high frequency
spectrum statistics as the features of the audio streams.
The variations in the second order derivative based fea-
tures are explored to distinguish between the cover and
stego audio signals. This approach also uses the Mel-
frequency cepstral coefficients [19], widely used in speech
recognition, for audio steganalysis.

The above mentioned steganalysis schemes are de-
signed mainly based on the Analysis of Variance
(ANOVA), Sequential Floating Search Method (SFS),
Regression Analysis Classifier, Support Vector Machine
Classifier etc.

By randomizing the embedding approach and choos-
ing the higher LSB layer, the algorithm to estimate the
cover statistics can be effectively disabled. The stegana-
lyst cannot make any consistent assumptions about the
hiding process even if the embedding algorithm is known
to everyone as per the Kerckhoffs principle. Hiding in a
randomized manner is quite attractive, and we explore its
simplest realization in this paper.

So, most of the technique will not work in our proposed
hiding scheme.

According to the experimental result of Signal-to-noise
ratio (SNR) and Czenakowski distance (CZD), it is clear
that human auditory system will not able to distinguish
between original audio and stego-audio.

Here statistical analysis has been performed using [23]
on original audio samples and stego audio samples and
data have been introduced below and in Tables 7 and 8.

Table 7: Test for equal means (ANOVA)

Sum of sqrs df Mean square
Within groups 1.86199E08 398 467836

Total 1.86199E08 399
omega2: -0.002506

HOV(Levene): 0.9937
Medians p: 0.9939

Between groups:

Sum of sqrs = 58.5225;

df = 1;

Meansquare = 58.5225;

F = 0.0001251;

p(same) = 0.9911.

Welch F test in the case of unequal variances:
F = 0.0001251, df = 398, p = 0.9911.

Intra-class Correlation statistics: ANOVA

Between raters: Sum of sqrs = 58.5225; df = 1; Mean
square=58.5225; F=23.96; p(same)=0.9911.

Between cases: Sum of sqrs = 1.86198E08; df = 199;
Mean square=935670; F=3.831E05.

Within cases: Sum of sqrs = 544.5; df = 200; Mean
square=2.7225;

Residual: Sum of sqrs = 485.977199; df = 2.4421;

Total: Sum of sqrs = 1.86199E08; df = 399; 95% confi-
dence has been explain in Table 8.

Table 8: Intra-class correlation statistics(95% confidence)

Model 1 Individual ICC(1,1)1 [1, 1]
Mean ICC(1,k)1 [1, 1]

Model 2 Individual ICC(2,1)1 [1, 1]
Mean ICC(2,k)1 [1, 1]

Model 3 Individual ICC(3,1)1 [1, 1]
Mean ICC(3,k)1 [1, 1]

From the above statistical analysis it is very much clear
that statistical attack most of the time will fail to detect
the hidden image from the stego-audio.

In our scheme, it is very difficult to detect the embed-
ding information from stego audio. Again, if opposition
add any noise with the stego audio randomly, there is a
possibility of destroying or modifying information embed-
ded into the audio file. To avoid this type of situation,
we may use parity bit error checking like familiar tech-
nique or we may use hamming code for error detection
and correction in our future work.

5 Advantages of Our Approach

• Embedding position numbers of image bits into audio
file are sent to the receiver by converting them to
Boolean functions which is more secured.

• Boolean functions are transmitted to receiver using
digital signature concept which is very secure and
reliable.

• Described algorithm succeeds in not only increas-
ing the depth of the embedding layer but also layers
are chosen randomly without affecting the perceptual
transparency of the audio signal.

• Two-way robustness (to know the actual position of
the image bit) are there, First, insertion positions are
randomly chosen, Second, LSB layers are most of the
time are high LSB layers.

• Embedding image into audio file causes minimal em-
bedding distortion to the host audio, since optimiza-
tion is done using GA operators.
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• The hidden information detection of the proposed
algorithm is more challenging as well, because there is
a significant number of bits flipped in random higher
LSB bit layers.

• In addition, listening tests showed that perceptual
quality of stego-audio is higher in the case of the
proposed method than in the standard LSB method.

6 Conclusions

This paper presents a novel bit-modification algorithm
for modified LSB data hiding technique where image bit
positions are transmitted to the receiver using digital sig-
nature concept which is very secure and reliable. The key
idea of the algorithm is to embed the image bit which will
cause negligible embedding distortion of the host audio.
Listening test shows that described algorithm succeeds in
increasing the depth of the embedding layer from lower
to higher random LSB layers without affecting the per-
ceptual transparency of the audio signal. The detection
and extraction of hidden information of the proposed al-
gorithm is more challenging as well, because there is a
significant number of bits flipped in random higher LSB
bit layers. On the other hand, position numbers are con-
verted to Boolean functions and functions are transmit-
ted using AES and RSA algorithms to the receiver end to
make it more secure.
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