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Abstract

We consider the problem of preserving node’s location pri-
vacy which is essential for minimizing the attacks during
multi-hop routing in MANETs. As by intercepting and
analyzing the transmitted packets, intermediate nodes
(conventionally, assumed to be trustworthy) can track
sender and receiver nodes, and can also trace the route
between them. Earlier approaches attempts to preserve
the location privacy by changing node-IDs or masking the
location information, but results in high cost and degra-
dation of service quality. To overcome these drawbacks,
this paper presents: 1) a novel rough set based Location
Privacy Preserving (LPP) scheme during route establish-
ment; and 2) an efficient Data Transfer scheme for Lo-
cation Privacy Preserving based Routes (DTLPPR) dur-
ing data transfer. Analysis of trustworthiness of neighbor
nodes using Discrete Time Markov Chain, and proposed
scheme in terms of location privacy and route untrace-
ability is presented. Analytical work is validated using
simulations.

Keywords: Location privacy, mobile ad hoc networks,
rough set, route untraceability, trust attributes

1 Introduction

The self-organizing, decentralized and infra-structureless
features of MANETs provide a promising solution for sev-
eral real world applications [4]. The nodes functions as
both a router and a host, and communicate with other
nodes which are not in its transmission range through in-
termediate nodes by establishing a route and then trans-
ferring the data packets. Though nodes are considered
to be trustworthy, but a few nodes might be malicious
and launch attacks: 1) by using the information such
as sender/receiver identity, locations, neighborhood, etc.;
and 2) by overhearing and analyzing the data packets over
wireless links. Thus, malicious nodes can track the loca-
tion of a mobile node, and can also trace the route [10].

Location of the nodes is utilized to reduce overhead and
achieve high throughput with low delay [7]. However, if
the user’s mobility or location is not safeguarded, mali-
cious node can build user mobility profile and link the
information to user identities or addresses.

1.1 Location Privacy

The unsought for leak of location and analysis of over-
heard data packets, results in location breach, thereby
launching attacks which can disrupt MANET. Thus, lo-
cation privacy preserving scheme is a critical requirement
for minimizing the attacks, and also for the successful op-
eration of MANET. Location privacy prevents sender and
receiver from being revealed to any untrusted nodes, and
also provides an untraceable route. Most of the earlier
works, rely on: (1) Changing the node identity (node-
ID); or (2) Masking of the location information by adding
noise. However, they result in high cost and degradation
of service quality. In addition, limited resource is one of
the major problems. As a result, earlier works are unsuit-
able for resource constraint MANET. This necessitates
the development of a low cost scheme to preserve loca-
tion privacy without affecting the services.

1.2 Proposed Location Privacy Preserv-
ing Scheme

In order to preserve the location privacy, we propose a
novel rough set based Location Privacy Preserving (LPP)
scheme, and an efficient Data Transfer scheme for Loca-
tion Privacy Preserving based Routes (DTLPPR). LPP
scheme, establishes an untraceable route through trusted
nodes (acts as temporary sender for their next hop), where
trust value is determined by the trust attributes (defined
using Rough set theory). In DTLPPR scheme, sender (or
temporary sender) node randomly generates a challenge
in challenge generation period. For every challenge re-
ceived, trusted neighbor node sends back a response mes-
sage to its sender. We mention that, sender (or tem-



International Journal of Network Security, Vol.18, No.4, PP.736-749, July 2016 737

porary sender) node selects two trusted neighbor nodes,
one extra node for backup to overcome data loss due to
route failures. The proposed schemes can be used for
any ad hoc network by adapting the nature of commu-
nications and security challenges of that network, how-
ever, in this work we consider MANET. We theoretically
analyze the trustworthiness, location privacy and route
untraceability. The performance of proposed scheme is
evaluated by performing simulations, and also compar-
ing with earlier works. The contributions of this paper
are: (1) Location Privacy - Preserving location privacy of
sender and receiver nodes, by not revealing who are the
originator and receiver of data packets to any node, ex-
cept the designated trusted intermediate nodes; (2) Route
Untraceability - Route established is not revealed, i.e.,
malicious nodes cannot identify the trusted intermediate
nodes; (3) Trustworthiness of neighborhood - A Discrete
Time Markov Model is proposed to evaluate the trustwor-
thiness; and (4) Data Transfer scheme - Strengthening
the location privacy, by ensuring that data is received by
designated trusted node.

1.3 Organization of The Paper

The rest of the paper is organized as follows. In Sections 2
and 3, some of the earlier works and definitions used are
given, respectively. Section 4, explains proposed location
privacy scheme. Section 5, discusses the performance of
proposed scheme against some of the attacks. We theo-
retically analyze the proposed scheme in Section 6, and
provide simulation results in Section 7. Finally, we con-
clude in Section 8.

2 Related Works

Earlier works on preserving location privacy, rely on
changing the node-IDs [2, 9, 20, 26, 31] or masking of the
location information by adding noise [11, 21, 27, 28]. In
the former approach, a node uses pseudonyms instead of
real node-ID. Further, to strengthen the location privacy,
nodes change their pseudonyms time-to-time [2], which
makes it difficult for an attacker node to link the data
packets for longer time period. In [19], authors discuss
the impact on the performance due to frequently chang-
ing node-IDs for the Vehicular Adhoc Network (VANET).
The major challenges faced are: when to change the
pseudonyms, and how to conceal the relevance between
old and new pseudonyms. For example, density of neigh-
bor vehicles is used as a threshold value for pseudonym
change [20]. In [26], the receiver node’s location is exposed
for route discovery, and then pseudo identifiers of com-
municating nodes are used for data delivery. MASK [31]
enables both network-layer and MAC-layer communica-
tions without disclosing real identities. ANODR [9], as-
signs a random route pseudonym to each hop on the route
to provide an untraceable and intrusion tolerant routing.
However, MASK and ANODR introduces high overheads

due to changing pseudonyms. In the later approach, loca-
tion information is safeguarded by adding noise to original
location information. A geographical mask [11], is used
to add deterministic or stochastic noise to original loca-
tion of a point. A similar approach is presented in [21],
where the location information is perturbed by different
levels for different groups, thus allowing obfuscation of a
mobile node’s exact location. As location information is
perturbed, there is degradation in service quality. An ap-
proach to achieve receiver anonymity is presented in [27]
that uses fuzzy receiver positions, and the data packets for
a receiver node are delivered to nodes within a geograph-
ical area called anonymity zone. [28] preserves node’s lo-
cation information by defining a safety level. If a region
has high safety level, then it is less likely for an attacker
to determine the nodes within that region. In [32], the
location privacy is preserved by dissociating node’s loca-
tion information and identity. In [3] presents, two schemes
SECLOUD to conceal the true sender/receiver nodes, i.e.,
the attacker cannot identify the true sender/receiver; and
ANONYRING to hide the sender/receiver nodes within
a group of nodes forming a ring. The techniques given
in [5] focuses on passive routing attacks, and addresses
venue anonymity, privacy of network topology and privacy
of node’s motion pattern. In [24], by combining signa-
ture and Weil Pairing, an anonymous and authenticated
communication scheme in VANET, namely ATCS, is pre-
sented. [1] prevent driver’s (node in VANET) privacy by
using a security scheme, where authentication and driver’s
privacy trade-offs are discussed. However, [3, 32, 24]
and [1], does not consider route untraceability. Earlier
works on preserving location privacy, mainly focus on the
route establishment stage, and do not pay much attention
to data transfer stage. [30] address issues on anonymous
authentication, and proposes an efficient communication
protocol for VANET based on conditionally anonymous
ring signature. [13] points out security pitfalls of impor-
tant secure routing protocols. and also propose a secure
routing protocol against active attackers using digital sig-
natures. [30] and [13] do not consider the passive attack-
ers.

3 Definitions

3.1 Rough Sets

Rough set theory introduced in early 1980’s [15] is used
extensively in various fields [23], mainly for reasoning
about knowledge and classification. The data is rep-
resented using an information table, denoted as I =
< U,A, V, f >, where U is a non-empty finite set of ob-
jects called universe, A is a non-empty finite set of at-
tributes, V = Va1 ∪ Va2 ∪ ...VaK (Vai is the value of the
attribute ’ai’) and ’f ’ is an information function which
appoints the attribute value to every object in U. Table 1
represents set of all neighbor nodes as universe and their
trust attributes as set of attributes. Trust attributes con-
sidered are Node History (NodeHist), Node Reliability
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Table 1: Rough set concepts for trust in MANET

Symbol Definition

U = Non - empty finite set of

{n1, n2, ...., nM} 1-hop neighbor nodes

A = Non - empty finite set of attributes:

{a1, a2, ...., aK} Node History, Resource Availability

and Node Reliability

Vai Value of the attribute ’ai’

(NodeRel) and Resource Availability (RscAvl). Rough
set concepts, classify the nodes into three separate re-
gions: positive region (PosR), negative region (NegR) and
boundary region (BndR), based on their trust attributes.
Considering, T ⊆ A and Y ⊆ U, then the approximation
of Y is determined based on the information in T, by find-
ing T-lower (T l(Y ) = {e ∈ U |[e]T ⊆ Y }) and T-upper
(Tu(Y ) = {e ∈ U |[e]T ∩ Y 6= φ}) approximations of Y.
[e]T is the equivalence classes of T-indiscernibility rela-
tion. The nodes in T l(Y ) can be certainly the elements
of Y and the nodes in Tu(Y ) can be possible elements of
Y, based on the trust attributes in T. Using the T l(Y )
and Tu(Y ), universe U is divided into three disjoint re-
gions: (1) Positive region, PosR(Y ) = T l(Y ); (2) Nega-
tive region, NegR(Y ) = U - Tu(Y ); and (3) Boundary
region: BndR(Y ) = Tu(Y ) - T l(Y ). In this paper, we
define trusted neighbor nodes as PosR, non-trusted neigh-
bor nodes as NegR and medium trusted neighbor nodes
as BndR. However, we mainly focus on positive region
for determining the trustworthiness, which is explained
in Section 6.1.

3.2 Trust Attributes

The trustworthiness is determined based on trust at-
tributes (see Table 1). Now, we briefly describe each
one of these trust attributes: (1) Node History reflects
the behavior of a node, and it depends on percentage of
packets forwarded (ratio of number of packets forwarded
to number of packets received) and percentage of pack-
ets dropped (ratio of number of packets dropped due to
malicious behavior to number of packets received), where
no feedback about the packet drop indicates a malicious
behavior and the packet drop count (due to malicious be-
havior) is incremented; (2) Node Reliability indicates
node’s ability to provide higher delivery rates and to min-
imize the number of route failures, and it depends on
Neighbor Node’s Traversal Time (NNTT) and link sta-
bility between nodes. The NNTT is defined as the time
taken by a node on average to process a packet. For sim-
plicity, we consider that the NNTT and link stability pa-
rameters can be low, medium or high based on predefined
threshold values, and Table 3 shows the values that can
be taken by node reliability attribute. The link stability
can be measured based on signal strength, where ’low’
indicates that link between nodes will expire soon and

Table 2: Node history (NodeHist) attribute values

Packets Packets NodeHist

Forwarded(%) Dropped(%) Value

[0,51) [51,100] 1 (= suspicious)

[0,51) [0,51) 2 (= normal)

[51,100] [0,51) 3 (= good)

Table 3: Node reliability (NodeRel) attribute values

Link Stability NNTT NodeRel Value

Low Medium 1

Low High

Medium High

Low Low 2

Medium Medium

High High

Medium Low 3

High Low

High Medium

Table 4: Resource availability (RscAvl) attribute values

Bandwidth Battery Power RscAvl Value

Low Low 1 (= Low)

Low Medium

Medium Low

Medium Medium 2 (= Medium)

High Low

Low high

Medium High 3 (= High)

High Medium

High High

’high’ indicates that link between nodes will sustain for
longer time; (3) Resource Availability indicates the
nodes richness in terms of availability of resources to sup-
port applications, and depends on bandwidth and bat-
tery power. We consider that the bandwidth and battery
power resource values can be low, medium or high based
on application dependent threshold values. Table 4 shows
the values that can be taken by resource availability at-
tribute. We mention that the node reliability attribute
parameters can be assigned finer values, for example: very
low, low, medium, high and very high values. Similarly,
we can assign finer values to node history attribute pa-
rameters and resource availability attribute parameters.
However, for simplicity we have assigned the parameter
values as shown in Tables 2, 3 and 4.



International Journal of Network Security, Vol.18, No.4, PP.736-749, July 2016 739

Actual MANET Area 

Cluster Head (CH)

Encircling MANET into 

 Logical Circular Area 

Figure 1: MANET division into 6 zones

4 Proposed Location Privacy
Scheme

In this Section, we discuss our proposed rough set based
location privacy scheme. First, we describe the network
and attack models, and then details on tracing of trust at-
tributes, construction of information tables and selection
of trusted neighbor node is provided. Finally, we present
our proposed schemes LPP and DTLPPR in detail.

4.1 MANET Model

We assume that a MANET is built with bidirectional
wireless links. As earlier works [27, 32], we assume that
every node have the knowledge of their positions (e.g.,
through GPS, WiFi-based positioning system), and a
node can get the position information of other nodes us-
ing any secure positioning service [12, 25]. We assume
that MANET is logically divided into ’N’ number of zones
(see [8]). However, we assume that area of MANET is cir-
cular in nature and it is divide into six zones, as shown in
Figure 1. The MANET is divide into zones of equal angles
(θ1 = θ2 = θ3 = θ4 = θ5 = θ6 = θ = 60◦) with respect
to the center of MANET. In the case, when MANET is
not circular, we encircle the MANET into a logical circu-
lar area to enable zone formation. The zones are further
divided into clusters by considering a node as a cluster
head (node with high resources) having set of nodes at
most 2-hops away, and maintaining trust attribute values
for the nodes within its cluster.

4.2 Attack Model

Threats in MANET may come from within as well as
from outside. The attackers from outside (or external at-
tackers), are able to passively receive data packets within
their hearing range, and then determine the location and
identity of node sending the data packets. On the other
hand, attackers from within (or internal attackers) are
the active nodes pretending to be legitimate node and
sending packets to gain knowledge about other nodes lo-

cation and identity. Earlier works have focused on ac-
tive attacks which are done through viruses or Trojans.
In this work, we focus on the passive attacks, where we
consider that the attackers have following goals: (1) Ob-
tain information such as sender and receiver nodes of the
data packets; and (2) Trace the route taken by the data
packets. By analyzing the traffic, an attacker can obtain
these information. We mention some of the attacks [17]
due to traffic analysis: (1) Packet Tracing Attack - By
overhearing transmission of data packets as they traverse
from sender to receiver, an attacker may determine the
communicating nodes and also trace the route; and (2)
Timing Analysis Attack - An attacker can monitor the
packet departure and packet arrival times, and use this
information to determine the sender and receiver. The
attackers can overhear the transmission of data packets
within their hearing range. However, their computing re-
sources are limited, i.e., encrypted data cannot be de-
crypted easily, and the attacker cannot locate the nodes
using secure position service.

4.3 Tracing Trust Attributes

To provide confidentiality during zone-based tracing of
trust attributes, nodes use t-degree polynomial func-
tions [22] to privately send information to their neighbor
nodes and cluster head. A node-n (in zone Z 1) should
be aware of the functions h1,l(x ), where l = 1, 2, ..., 6
(six zones). The first index and second index in func-
tion hk,l(x ) represents destination zone-id (k) and source
zone-id (l) of the information packets, respectively. When
node-n in Z 1 sends its information to node in Z 2, it sends
out an encrypted packet (encrypting using key determined
from t-degree polynomial) Eh2,1(n)(node-n, information,
timestamp). The “information” field consists parame-
ter values of trust attributes (eg., battery power status,
NNTT, etc.) and “timestamp” field indicates freshness of
the information. When neighbor nodes of node-n receive
this information, they make an entry in their Neighbor
Node Information Table (NNIT). Similarly, nodes within
a cluster send information to their cluster head, and the
cluster head makes an entry in its Cluster Node Infor-
mation Table (CNIT). However, in this case, nodes use
cluster-id instead of destination zone-id, and its own node-
id instead of source zone-id.

4.4 Information Table

The nodes and cluster heads represent the received in-
formation in the form of NNIT and CNIT, respectively.
The row of NNIT represents the neighbor nodes and each
column represents their trust attributes. Table 5 shows
an example of NNIT at node-S, with A, B, C, D, E, F
and G as neighbor nodes (for Figure 2). Here, we con-
sider node history (TA-1 ), node reliability (TA-2 ) and
resource availability (TA-3 ) as trust attributes for neigh-
bor nodes. The CNIT is similar to NNIT, except that
it has information on all the nodes within cluster. The
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Figure 2: Node-S with its neighborhood and cluster head
node-P

Table 5: Rough set based NNIT at node-S

Node-S TA-1 TA-2 TA-3

A 2 1 2

B 3 3 2

C 2 1 2

D 1 1 2

E 3 2 3

F 1 1 2

G 3 1 2

Table 6: Rough set based CNIT at cluster head-P

Cluster Head-P TA-1 TA-2 TA-3

A 1 3 1

B 2 3 2

C 1 2 3

D 3 1 2

I 1 1 1

J 3 1 1

M 1 1 3

N 3 1 2

O 3 2 1

S 1 2 3

row in CNIT represents cluster members and each column
represents their trust attributes, as shown in Table 6 (for
Figure 2).

4.5 Trusted 1-hop Neighbor Node Selec-
tion

The selection of trusted node is to: (1) Save node’s power
by avoiding unnecessary transmission. (2) Effectively uti-
lize the bandwidth. (3) Increase the packet delivery rate.
(4) Provide location privacy. The sender (or temporary
sender) selects a trusted node among its neighbor nodes

with the highest trust value. The trust value of a node-
k, calculated by node-i (denoted as TV i

k) is given by,
TV ik = β ∗ TV ik + (1− β) ∗ TV CHk . β is the self-weightage
factor, first term (TV i

k =
∑
j(W

k
j ∗ V kj (nnit))) is direct

trust calculated by the sender ( or temporary sender) and
second term (TV CH

k =
∑
j(W

k
j ∗ V kj (cnit))) is indirect

trust calculated based on the feedback from node-k ’s clus-
ter head. W k

j is the weight assigned to trust attribute-j

for node-k, j ∈ {NodeRel, NodeHist, RscAvl}, V kj (nnit)

and V kj (cnit) are the values of trust attribute-j for node-k
from NNIT and CNIT, respectively. As, sender node has
knowledge of the receiver’s position (using secure position
service), trust value is calculated only for neighbor nodes
towards receiver node, i.e., neighbor nodes within shaded
region of Figure 2. For example, in Figure 2, node-B and
node-C are selected for data transmission and backup, re-
spectively (by assigning equal weights to trust attributes
and β = 0.6).

4.6 Location Privacy Preserving (LPP)
Scheme

LPP scheme establishes an untraceable route, while pre-
serving location privacy. First, nodes privately send in-
formation to their neighbor nodes and also to cluster head
(see Section 4.3). Second, each node maintains a NNIT,
and cluster head maintains a CNIT (see Section 4.4).
Third, NNIT and CNIT are used to determine the trusted
neighbor nodes (see Section 4.5). Finally, an untraceable
route is established.

4.6.1 Route Establishment With Trusted Neigh-
bor Nodes

When a sender has data for a receiver, and if there is
no trusted neighbor node (towards receiver) in sender’s
routing table, then route establishment stage (hop-by-
hop basis) is initiated, as explained here. Sender selects
a trusted neighbor node (with highest trust value), and
then establishes connection with it, using route request
(rreq) and route reply (rrep) messages, and finally trans-
mits the data packets to selected trusted neighbor node.
Since, rreq and rrep messages are sent only to selected
trusted neighbor node, there is a decrease in message
overhead compared to broadcasting of rreq message in
some of the earlier works. Now, selected trusted neighbor
node acts as a temporary sender and establishes connec-
tion with its trusted neighbor node (towards receiver),
and this process is continued till the receiver. The for-
mat of rreq message is: < type, rreq-id, trusted neighbor
node’s address, originator’s address >, where type indi-
cates rreq message, rreq-id is rreq id number and orig-
inator’s address is sender (or temporary sender) node’s
address; and the format of rrep message is: < type, rreq-
id, trusted neighbor node’s address, originator’s address
>, where type is rrep message. Since, receiver’s address is
not used in rreq and rrep messages, attacker cannot obtain
the information regarding receiver. Here, we assume that
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a sender (or temporary sender) knows trusted neighbor
node’s public key. As, data packet has to be sent only to
trusted neighbor node, sender (or temporary sender) sets
TTL = 1. The data packet format is < Trapdoor, data >,
where Trapdoor (TD) information is obtained by encrypt-
ing the concatenated information using selected trusted
neighbor node’s public key. The TD information is given
by, TD = EPuK k(S Ad||k Ad||D Ad||Dp), where, S Ad
is sender (or temporary sender) node’s address, k Ad is
selected trusted neighbor node-k ’s address, D Ad is re-
ceiver node’s address, Dp is receiver node’s position and
|| represents concatenation operation. The data part cor-
responds to different layer protocols and original data to
be sent. The trusted neighbor node decrypts the TD us-
ing his private key, whereas other neighbor nodes can only
overhear transmission, but cannot decrypt it. The trusted
neighbor node compares D Ad with its own address and
realizes that it is not the receiver, and then it acts as a
temporary sender and transmits the data packets. In the
case, when receiver is 1-hop away, TD information con-
tains concatenation of only node-k ’s address and receiver
node’s address. In literature, source routing [6] and se-
quence numbers [16] are used to avoid loops in a route,
but they can disclose communicating nodes location, and
thus cannot be used in location privacy scheme. In LPP
scheme, data packets are forwarded to only trusted neigh-
bor node, which reduces the distance to receiver in each
routing step, and it leads to a loop-free routing. Since,
trusted neighbor nodes has knowledge of only previous
hop (acting as temporary sender), the original sender
node’s location privacy is preserved, and we see that the
identity of original sender is also preserved. The other
neighbor nodes, which cannot decrypt the data packets,
are unable to determine receiver, and thus location pri-
vacy of receiver is preserved. In the case of receiver, its in-
formation is disclosed only to trusted intermediate nodes.
To preserve the location privacy, control messages (rreq,
rrep etc.) are encrypted, so that they cannot be differenti-
ated from other data packets. We mention that the rout-
ing table at each node maintains information on trusted
neighbor node towards receiver with their timeout values
and rreq-id.

4.6.2 Established Route Is Untraceable

An attacker can overhear the data packets transmitted
over wireless links by a node, and identify it as a sender,
but cannot determine whether it is the original sender or
an trusted intermediate node. The neighbors of a sender
which cannot decrypt the TD, confuse the attacker by
sending data packets to all their neighbors with an invalid
TTL (indicating receiving nodes to discard data packets).
Thus, an attacker cannot differentiate between the orig-
inal sender and other neighbors. Similarly, trusted in-
termediate nodes and their neighbor nodes confuse the
attacker, until receiver node is reached. The neighbor
nodes of trusted intermediate nodes are called as partic-
ipating (or supporting) nodes, because they participate

Figure 3: Data transfer scheme for location privacy pre-
serving based routes (DTLPPR)

(or support) in providing an untraceable route. When
receiver node receives the data packet, it again trans-
mits the data packet with an invalid TTL to its neigh-
bor nodes, i.e., the receiver acts as a temporary sender,
and the neighbor nodes of receiver confuse the attacker
by sending data packets to their neighbor nodes with an
invalid TTL. Thus, it becomes difficult for an attacker to
trace the route.

4.7 Data Transfer Scheme For Location
Privacy Preserving Based Routes
(DTLPPR)

To ensure that the data packets has reached designated
trusted neighbor node, DTLPPR scheme is proposed,
where a sender (or temporary sender) randomly gener-
ates a challenge for every ’Lp’ number of data packets
sent to next hop, and in reply, a response is generated by
the next hop. Also, to strengthen LPP scheme, time be-
tween transmission of each data packet is varied at every
hop during data transfer stage, i.e., if packet ’p1’ is sent
at time ’t1’, then packet ’p2’ is sent at time ’t2’ (t2 =
t1 + x1) and so on. The values of x1, x2, ..., are differ-
ent (generated randomly), so that it becomes difficult for
an attacker to identify sender and receiver based on their
packet departure and arrival times, respectively. The Fig-
ure 3(a) shows packet transmission in DTLPPR scheme.

4.7.1 Challenge Generation Period

The challenge generation period indicates the number
of data packets (Lp) for which, a sender (or temporary
sender) node randomly generates a challenge, and it is
determined using challenge attribute. By using rough set
theory, challenge attribute (denoted as ch) takes value
as shown in the Table 7, which is dependent on param-
eters: 1)sensitivity of the data packets (or data sensitiv-
ity), and 2) trustworthiness of selected trusted neighbor
node. The data sensitivity and trustworthiness value is di-
vided into levels - low and high. Original sender node de-
cides data sensitivity, and trustworthiness is determined
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Table 7: Challenge attribute (ch) Values

Data Sensitivity Trustworthiness Value

[0, 0.5] [2, 3] Low = 1

[0, 0.5] [1, 2) Medium = 2

(0.5, 1] [2, 3]

(0.5, 1] [1,2) High = 3

as described in Section 4.5. The data sensitivity value is
sent to trusted neighbor node acting as temporary sender
(during data transmission). If data sensitivity is low and
trustworthiness of selected trusted neighbor node is high,
then challenge attribute takes lowest value (indicating low
challenge generation period or Lp). As data sensitivity in-
creases and/or trustworthiness of selected neighbor node
decreases, challenge generation period is increased. We
mention that, for simplicity, values of challenge attribute
are low (=1), medium (=2) and high (=3). The challenge
generation period is determined using, Lp = Ld ∗ 2ch,
where, Ld is a design parameter, indicating initial num-
ber of data packets decided by a sender (or temporary
sender) node for generating a challenge at the start of
data transfer. Later, sender (or temporary sender) node
randomly generates a challenge within ’Lp’. For exam-
ple, Figure 3(b) shows random generation of a challenge
within Lp (= 10), where Ld = 5 and ch = 1.

4.7.2 Challenge - Response Messages

Sender (or temporary sender) ensures that the data pack-
ets has reached designated trusted neighbor node by
randomly generating a challenge, and it is given by:
Challenge = [Opi||ni||ki||frflag], where, ni and k i are
two nonces generated by sender (or temporary sender) for
packet-i, Opi is operation to be done on two nonces for
packet-i by the next hop and frflag is forwarding-rate flag.
If frflag is set to 1, then forwarding-rate of next hop is
required in response message, otherwise not required. A
sender (or temporary sender) maintains forwarding-rate
of next hop, and the counter is incremented for every
packet forwarded by next hop. The next hop performs
operation (Opi) on two nonces ni and k i, and sends this
result back to sender (or temporary sender) along with
its forwarding-rate and number of packets received from
sender (or temporary sender). The response generated by
next hop is given by: Response = [ni(Opi)ki||frtn||Nrx],
where, fr tn is forwarding-rate of next hop and N rx is num-
ber of packets received from sender (or temporary sender)
at the time of response. If the values of ’ni (Opi) k i’
and fr tn matches with the values calculated by sender (or
temporary sender), then data transfer is continued. Oth-
erwise, it terminates the data transfer and selects another
trusted neighbor node or the backup node as next hop.
The number of packets received N rx is used by sender (or
temporary sender) as a timestamp to obtain forwarding-

rate of next hop, i.e, counter value at N rx. We mention
that, challenge and response messages are encrypted us-
ing next hop’s and sender’s (or temporary sender’s) public
key, respectively.

5 Location Privacy Protection
Against Attacks

The performance of our proposed scheme against some of
the attacks is discussed.

5.1 Timing Analysis Attack

Timing analysis attack [17], considers transmission of the
data packets to be observable, and an attacker can locate
sender and receiver using packet departure (at sender)
and arrival (at receiver) times, respectively. In LPP
scheme, neighbor nodes of a sender and receiver sends
the data packets (with an invalid TTL) to their neigh-
bors to provide covering feature to original data packets,
and thus the attacker finds it difficult to locate the original
sender and receiver. The location privacy of communicat-
ing nodes can be improved by considering two (or more)
hops neighbor nodes, but it may result in high communi-
cation overheads. Also, we notice that the location pri-
vacy of nodes is strengthen by sending the data packets
at different time intervals during data transfer stage (in
DTLPPR scheme).

5.2 Packet Tracing Attack

Packet tracing attack [17] leads to a traceable route, i.e.,
intermediate nodes can be located by the attacker. In
the proposed LPP scheme, participating nodes provide
an untraceable route by sending data packets (with an
invalid TTL) to their neighbor nodes. Notice that, there
is an increase in number of participating nodes with in-
crease in number of trusted intermediate nodes, which in
turn increases the untraceability of route. The route un-
traceability is also improved in DTLPPR scheme, where
trusted intermediate nodes send data packets at different
time interval.

6 Analysis

In this section, we theoretically analyze our proposed
schemes. First, we use rough set theory to determine
the trusted neighbor node towards receiver. Second, we
build a mathematical model for evaluating their trustwor-
thiness. Later, we analyze the achieved location privacy
in terms of sender/receiver location privacy and route un-
traceability.

6.1 Trusted 1-hop Neighbor Nodes

As explained in Section 3.1, neighbor nodes (from NNIT)
or cluster members (from CNIT) in the positive regions
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are trusted node(s). First, we consider NNIT (Table 5),
with U nnit = {A,B,C,D,E, F,G} be a set of neighbor
nodes, X nnit = {A,B,C,D} to be set of neighbor nodes
(towards receiver) and T = {TA − 1, TA − 2, TA − 3}
to be subset of trust attributes. The lower and up-
per approximations of X nnit are Tl(Xnnit) = {A,B,C}
and Tu(Xnnit) = {A,B,C,D, F}, respectively. So, from
NNIT we obtain positive region as PosRnnit = {A,B,C}.
Second, we consider CNIT (Table 6), with U cnit =
{A,B,C,D, I, J,M,N,O, S} is set of nodes within a clus-
ter, X cnit = {A,B,C,D} to be set of cluster members (to-
wards receiver) which are 1-hop away from sender (or tem-
porary sender). We mention that, sets X nnit and X cnit

have the same elements. From CNIT, we obtain positive
region as PosRcnit = {A,B}. Now, we take intersection
of both the positive regions, i.e., Required Positive Region
= PosRnnit

⋂
PosRcnit = {A,B}. The trustworthiness

of nodes A and B is determined, and node with highest
trust value is selected for data transmission, whereas the
other node as backup node. When there is only one node
in the Required Positive Region, then we select that node
for data transmission and backup node is selected from
PosRnnit or PosRcnit, however higher priority is given to
PosRnnit (due to high self-weightage factor). If there are
no nodes in Required Positive Region, then nodes are se-
lected from PosRnnit or/and PosRcnit, with higher prior-
ity given to PosRnnit.

6.2 Trustworthiness Of Neighborhood
Nodes

Trustworthiness depends on parameter values of trust at-
tributes, and it may increase or decrease due to change in
these parameter values. The change in trustworthiness is
modelled as Discrete Time Markov Chain (DTMC) with
M states, where state-1 represents the lowest trustworthi-
ness and state-M represents the highest trustworthiness
(see Figure 4). Consider, a random variable (Y t)t≥0 rep-
resenting the current trustworthiness corresponding to a
given state of node. Trustworthiness takes value within
[TV low, TV high], where TV low and TV high represents
low and high, i.e., state-1 and state-M (in our scheme
TV low = 1 and TV high = 3), respectively. The trustwor-
thiness range [TV low, TV high] is divide into M states
with a step of δ (δ = 1

|A| ), where |A| is the cardinal-

ity of trust attribute set. The probability of transition
from state-i to state-j, i.e., 1-step transition probability
is: Pi,j(t) = P (Yt = j|Yt−1 = i); 1 ≤ i, j ≤M .

6.2.1 1-step Forward/Backward Transition
Probability

The 1-step transition probabilities are dependent on
change in trustworthiness, which in turn depends on
change in its parameter values of trust attributes. If the
current state is ’i ’ at time ’t ’, and their is an improvement
in parameter values, then trustworthiness transits to the
state (i+1 ); otherwise if parameter values declines, then

Figure 4: State transition diagram

trustworthiness transits to the state (i-1 ). The trustwor-
thiness can remain in the same state, if there is no change
in parameter values. In our model, increase in trustwor-
thiness is related to improvement in any one of the trust
attribute parameter values. Assuming that at each in-
stant of time, one of the parameter value is changed, then
the forward transition probability (p) and backward tran-
sition probability (q) are, p = pi,i+1 = 1

3 (pnrI + pnhI + praI )
and q = pi,i−1 = 1

3 (pnrD +pnhD +praD ), respectively. pnrI , pnhI
and praI are the probabilities of increase in node reliability,
node history (positive behavior) and resource availability,
respectively. Similarly, pnrD , pnhD and praD are the probabil-
ities of decrease in node reliability, node history (negative
behavior) and resource availability, respectively.

Node Reliability

We assume that NNTT parameter values lies within a
range [NNTT l

min, NNTT k
max], where NNTT k

max and
NNTT l

min are the maximum NNTT value taken by node-
k and minimum NNTT value taken by node-l, respec-
tively. The probability (pnt) with which trustworthiness
of node-n (with node traversal time = NNTTn) increases

due to NNTT parameter is, pnt =
NNTTk

max−NNTTn

NNTTk
max−NNTT l

min

.

The link stability parameter can be determined using dis-
tance between nodes. Assuming that all the nodes have
same speed, then the link stability will be high for a neigh-
bor node near to the sender or temporary sender node
(as the link will be active for more duration). The prob-
ability (pls) with which trustworthiness of node-n (at a
distance Dn from the sender/temporary sender node) in-
creases is, pls = 1−Dn

R , where R is the transmission range
of node. Thus, probabilities with which the trustworthi-
ness increases and decreases (due to node reliability trust
attribute) are, pnrI = pnt∗pls and pnrD = (1−pnt)∗(1−pls),
respectively.

Node History

We represent parameters of node history trust attribute
as forwarding rate (for percentage of packets forwarded)
and dropping rate (for percentage of packets dropped).
The forwarding rate (fr) and dropping rate (dr) is given

by fr =
Npf
Nrx

and dr =
Npd
Nrx

, respectively. Npf is the

number of packets forwarded, Npd is the number of pack-
ets dropped and Nrx is the number of packets received.
Thus, probabilities with which the trustworthiness in-
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creases and decreases (due to node history trust attribute)
are, pnhI = fr∗(1−dr) and pnhD = (1−fr)∗dr, respectively.

Resource Availability

We assume that, bandwidth availability lies within
[BW u

min, BW v
max], where BW u

min is the minimum value
at node-u and BW v

max is the maximum value at node-v.

Battery power availability lies within [BPfmin, BPgmax],

where BPfmin is the minimum value at node-f and BPgmax
is the maximum value at node-g, respectively. The prob-
ability with which the trustworthiness increases and de-
creases (due to resource availability) are praI = pbw ∗ pbp
and praD = (1 − pbw) ∗ (1 − pbp), respectively. pbw =

1 − (
BWv

max−BWn

BWv
max−BWu

min
) and pbp = 1 − (

BP g
max−BPn

BP g
max−BP f

min

) are

the probabilities that the trustworthiness increases due
to bandwidth and battery power availability, respectively.
BW n and BPn are bandwidth and battery power avail-
ability at node-n, respectively.

From the transition matrix Tm, we compute steady-
state probabilities πj , j∈{1,2,...,M}. To validate, we con-
sider a Markov chain as represented in Figure 4 with 7
states, where events are considered to arrive with Poisson
process at arrival rate λ to simulate change in parame-
ter values. The analysis and simulation parameters are
given in Table 8. T bw and T bp are the total bandwidth
and battery power, respectively, and Tnntt represents the
highest NNTT. Finally, we compare the analytical results
with simulation results. First, we evaluate the average
trustworthiness, and Figure 5(a), shows the analysis and
simulated trustworthiness of 10 neighbor nodes. The av-
erage trust values obtained by analysis are very close to
simulated results. However, there are some slight differ-
ences due to the fact that, during simulations, trust values
are calculated using the discretized values. Second, we in-
vestigate the speed of convergence (number of iterations)
of trust value. We mention that, trust values are recal-
culated, when any one of the parameter values change.
Figure 5(b), shows the number of iteration required for
convergence of trust value for low, medium and high trust
values. The speed of convergence depends on the state
transition probabilities.

6.3 Sender/Receiver Location Privacy

The neighbor nodes of a sender and receiver confuse the
attacker by providing covering feature to original sender’s
data packets, and also, receiver acts as a temporary
sender. The location privacy of a sender or a receiver
depends on number of neighbor nodes. From [27], prob-
ability (ps(t)) that a node with mobility speed ’m’ stays
in the region after time ’t ’, is exponentially distributed,

ps(t) = e
−t
Ts , where Ts = π∗Ar

Ll∗m (Ar and Ll are the area

and perimeter, respectively). For circular region with ra-
dius R, Ts = π∗R

2∗m . We calculate the number of nodes re-
maining in sender node’s transmission range using node
density (nd) and mobility speed (m). The process of node

Table 8: Analysis and simulation parameters

Parameters Value(s)

Transmission Range (R) 200m

Number of Neighbor Nodes 10

Mobility Model Random Way Point

δ 0.33

λ 5 - 10

[BWmin, BWmax] [30%, 90%] of T bw

[BPmin, BPmax] [30%, 90%] of T bp

[NNTTmin, NNTTmax] [30%, 90%] of Tnntt
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Figure 5: Trustworthiness of neighbor nodes

mobility in sender node’s transmission range is assumed
to follow exponential distribution [27]. The duration of
data transfer indicates elapsed time of nodes communica-
tion. The number of nodes remaining (N rem(t)) in trans-
mission range of a sender node after a time period ’t ’ is,
Nrem(t) = ps(t) ∗ π ∗ R2 ∗ nd. By considering the trans-
mission range to be equal, receiver and sender have same
location privacy. Figure 6(a) shows the remaining number
of neighbor nodes at mobility speed of 5 m/s for varying
node densities with time. We see that, as the node den-
sity decreases, the number of neighbor nodes remaining in
transmission range drops and hence the location privacy



International Journal of Network Security, Vol.18, No.4, PP.736-749, July 2016 745

decreases. We also see that, the remaining neighbor nodes
decrease over time. Figure 6(b) shows the number of
neighbor nodes remaining at node density 300 nodes/km2

with varying node mobility speed with time. We see that,
the number of neighbor nodes remaining within the trans-
mission range decreases when the node mobility speed in-
creases, so the location privacy decreases. Thus, location
privacy is dependent on the node mobility, node density
and also on transmission range.
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Figure 6: Estimated sender location privacy

6.4 Route Untraceability

The number of participating nodes determines the
strength of untraceability, which is dependent on the num-
ber of trusted intermediate nodes (determined using num-
ber of hops). From [29], number of hops depends on: (i)
The distance (d) between sender and receiver, and (ii)
The remaining distance (Z ) to the receiver.

To compute the expected number of hops, we assume
that a node selects a trusted neighbor node within the link
stability ’ls’ (ls <R) (see Figure 7). For using [29], circu-
lar MANET with radius Rm is approximated by square
MANET with side length Lm, where the Lm is equal to
(
√
π * Rm). Then, expected distance (r) between sender

and trusted neighbor node is, r = ( 2ndes

2ndes+1 ∗ ls). ndes is
the number of neighbor nodes distributed over the shaded
circle (see Figure 7). For simplicity, we consider that
the neighbor nodes are uniformly distributed. Therefore,
ndes = Nls

2 , where N ls is all the neighbor nodes within

R 

ls 
n1 

n2 

n3 

n4 

n5 

n6 

n7 

sender 

 node 

d 

d 

d 

s1 

s2 

s3 

Figure 7: The distances between sender and its neighbor
nodes within ls

range ls, and N ls depends on node density (nd) and ls.
We consider that the selected trusted neighbor node may
be anywhere on the boundary of semi-circle with radius r.
From [29], expected remaining distance (Z ) is given by,

Z =

∫ √d2+r2
d−r

ZfZ(Z)dZ (1)

where, f Z(Z ) is the pdf of Z, fZ(Z) = 2Z

πdr

√
1−( d2+r2−Z2

2dr )2
.

After determining Z for the first hop, ’d ’ in the next
hop is changed to Z (from Equation (1)). Then, by re-
peating the process and counting the hops until Z falls
below ls, the number of trusted intermediate nodes can
be determined. The hop count is dependent on ls, thus
the ls should be chosen such that it minimizes the trans-
mission cost (or hop count). In order to determine the
number of participating nodes, number of neighbor nodes
of trusted intermediate nodes is calculated. Consider-
ing the transmission range of nodes in MANETs to be
the same and nd to be node density, then the number
of neighbor nodes (N 1−hop) for a node is, N1−hop =
(π ∗ R2) ∗ nd. In MANETs, trusted intermediate nodes
can have overlapping transmission range and common
neighbor nodes. We need to count these common neigh-
bor nodes only once during calculation of participating
nodes. The transmission range of two nodes intersect if
the distance between them is less than (R). From geome-
try, area of intersection (Aij) between node-i and node-j

is, Aij = 2R2cos−1(
dij
2R )− 1

2dij
√

4R2 − (dij)2. d ij is dis-
tance between the two nodes i and j. Then, number of
participating nodes (denoted as NP1−hop) are,

NP1−hop = (NTN ∗N1−hop)−
∑
i,j,i 6=j

(nd ∗Aij) (2)

where N TN is the number of trusted intermediate nodes,
and i, j = 1,2,....,N TN . The expected distance (r) is
used as the distance d ij between two nodes on the same
link. Figures 8(a) and 8(b) shows the number of trusted
intermediate nodes and number of participating nodes for
varying ls (ls = 50% and 60% of R), respectively. The
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R of the nodes is assumed to be 200m and the network
size (circular MANET with radius, Rm) is varied. We see
that, with the increase in network size, there is an increase
in the number of trusted intermediate nodes. The number
of trusted intermediate nodes decrease with increase in
ls. The Figure 8(a) confirms that transmission cost is
determined by the ls. The network size is kept constant
at 700m and number of nodes is varied. In Figure 8(b),
number of participating nodes increases for lower value of
ls, i.e., route untraceability increases. However, it results
in an increase in number of trusted intermediate nodes.
The number of participating nodes increases with number
of nodes.

500 600 700 800 900
2

4

6

8

10

12

14

Network Size

N
u

m
b

e
r
 o

f 
tr

u
s
te

d
 i
n

te
r
m

e
d

ia
te

 n
o

d
e
s

 

 

ls = 50% of R

ls = 60% of R

(a) Estimated number of trusted intermediate nodes

50 100 150 200 250
0

20

40

60

80

100

120

140

Number of nodes

N
u

m
b

e
r 

o
f 

p
a
rt

ic
ip

a
ti

n
g

 n
o

d
e
s

 

 

ls = 50% of R

ls = 60% of R

(b) Estimated number of participating nodes

Figure 8: Route untraceability

7 Simulation and Results

We provide the performance of proposed scheme using
simulations (network simulator NS - 2.34 [14]). We con-
sider bidirectional wireless links with 2Mbps capacity.
The number of sender and receiver pairs are kept con-
stant (10 pairs), whereas node mobility, node density and
total number of nodes are varied. Each simulation du-
ration was set to be 200s, and the final results were av-
erage of 20 simulations. Rough sets are used over the
values of trust attributes to maintain NNIT/CNIT. Each
node send the parameters values to their neighbor nodes,
whenever the parameter values goes below or above the
threshold level. Also, each node keeps track of the neigh-

boring node, and whenever the change in received signal
strength equals pre-defined value, it updates the NNIT
and CNIT. Whenever the change in position is such that
the distance between current and previously recorded po-
sition is greater than pre-defined value, the node sends
the current position to its neighbor nodes. The thresh-
old values of each parameters are varied for each simu-
lation. The following metrics are used to evaluate the
performance of proposed scheme in terms of location pri-
vacy: (1) Actual sender location privacy is the number
of neighbor nodes of a sender; and (2) Actual route un-
traceability is the number of participating nodes. Fig-
ure 9(a) shows the actual sender location privacy for 300
nodes/km2 and 400 nodes/km2 node density. We see that,
as the number of neighbors of a sender node move out of
its transmission range over time, sender location privacy
decreases. Figure 9(b) shows the actual sender location
privacy for 1 m/s, 3 m/s and 5m/s node speed. We see
that the sender location privacy decreases with increase
in node speed over time. In Figure 9(c), average num-
ber of participating nodes increases with increasing num-
ber of nodes. We compare our proposed scheme with
MASK [31] and AODV [16]. The reason behind choos-
ing reactive protocols is that, they are on-demand proto-
cols, so they establish route whenever it is required, and
have low processing and computational overhead at node.
Reactive routing protocols also provide quick adaptation
to dynamic link conditions [16]. For encryption, we use
RC6 [18] algorithm. The following metrics are used to
evaluate the performance of proposed scheme, in terms
of routing efficiency: (1) Number of hops is the average
number of hop counts; (2) Delivary rate is the portion
of data packets which are delivered successfully to a re-
ceiver; (3) Latency is the average time taken by a data
packet from a sender to a receiver; and (4) Normalized
control bytes is the normalized control overhead for send-
ing a single data byte to a receiver. The ls is set to be
50% of R (R = 200m) for the proposed scheme, and for
others we set ls to be equal to R. We see that, LPP has
slightly high number of hop counts compared to AODV
and MASK (see Figure 10(a)), and the hop count is not
much affected when we incorporate DTLPPR scheme. It
is expected, as the distance to trusted neighbor selection
is dependent on ls. We see that, LPP has similar delivery
rate as AODV under low mobility (2m/s), but at high mo-
bility the LPP has lower delivery rate compared to AODV
(see Figure 10(b)). Also, there is a slight reduction in the
delivery rate when DTLPPR scheme is incorporated, how-
ever it provides better delivery rates when compared to
MASK. The latency in LPP is higher than the AODV, but
lower than MASK. This is due to the fact that, in LPP
packets are routed through the trusted intermediate nodes
only, and also requires time in encryption/decryption. In
MASK, node-IDs (pseudonyms) are changed, resulting in
high latency and low delivery rates compared to LPP.
Figure 10(d) shows that LPP has higher control overhead
when compared to AODV, which is expected due to en-
cryption/decryption of data packets and trapdoor; but
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lower control overhead compared to MASK, because in
LPP, control messages are sent only to trusted neighbor
node. Also, the control packet sizes are less compared to
MASK. However, we see that there is a slight increase in
control overhead when DTLPPR is incorporated.
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Figure 9: Sender location privacy and route untraceability

8 Conclusions

To overcome the drawbacks of the earlier approaches, and
to preserve location privacy along with route untraceabil-
ity, a novel LPP and an efficient DTLPPR schemes are
proposed in this paper. The scheme uses trusted nodes
for routing, which are determined using rough set theory.
The analysis of scheme is discussed in terms of trustwor-
thiness of neighborhood, location privacy and route un-
traceability. The proposed scheme performs better, and
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Figure 10: Comparison of proposed scheme with MASK
and AODV

the effectiveness is shown through results. Future work,
aims at reinforcing the proposed scheme in an attempt to
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withstand stronger active attacks.
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