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Abstract

Biometric authentication has been getting widespread
attention over the past decade with growing demands in
automated secured personal identification and has been
employed in diverse fields. It ensures actual presence
of biometric entity of a person in contrast to a fake
self-manufactured synthetic or reconstructed sample is a
significant problem. Also in the previous work they use
face and dress color as hard and soft biometric traits.
The major drawback of the existing continuous authen-
tication system is, it is able to successfully authenticate
the user continuously with high tolerance to the user
posture. So, to overcome this drawback and improve
the systems robustness against illumination changes and
cluttered background, in this paper we use additional
biometric traits which are mole, ornament details and
face dimensions in addition to the dress color and face
color. Also, we extend it to the online exam application.
That is, continuously monitoring of a person in an
online exam is proposed employing hard biometric like
facial recognition and soft biometrics. Modified PCA
(Principal Component Analysis) is employed here for the
facial recognition part. Both the hard biometric (face)
and soft biometrics is fused with the help of optimization
algorithm based similarity technique. Finally the au-
thentication is performed and evaluated using standard
evaluation metrics. The technique is implemented in
MATLAB and will be compared to prominent existing
techniques.

Keywords: Biometric traits, continuous biometric
authentication, face recognition, MPCA, multimodal
biometric systems

1 Introduction

The excellence of a biometric technique is assessed by
means of its inherent competence in recognition, which
is estimated using the bogus refutation and fake accep-
tance paces. The birth of the multimodal biometrics is
brought about by the synthesis of the diverse biometric
mode data at the trait mining, match score, or decision
level [17]. One of the generally used biological features is
the face recognition [18]. Face recognition has the aim of
identifying individuals in photographs or videos from their
facial appearance. When comparing is done with other
biometrics, face recognition is found passive and does not
necessitate supportive persons who are close to sensor
or in contact with it. Human faces, automatic recogni-
tion are an aggressively investigated part, which discov-
ers many applications such as surveillance, authentication
or human-computer interaction. In universal and non-
intrusive biometric, face is an effortlessly obtainable [17],
which makes it perfect for applications where other bio-
metrics such as fingerprints or iris scanning are not possi-
ble [13]. In pattern recognition system, the most focused
area is face recognition. The face recognition rate will
get affected due to variation of human face like different
pose, illumination and different expression. Real-world
automatic face recognition tackled these variations [14].
Under different illumination environment it is not sim-
ple to attain for robust face recognition. The variation
of illumination causes changes in face appearance con-
siderably, it discriminate that the difference between the
changes in same face image due to illumination is higher
than the variation due to change in face identity [10]. It
is accepted by numerous that feature based face recogni-
tion systems hold guarantee in specific applications where
movement can be utilized as a sign for face segmentation
and tracking, and the vicinity of more information can
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expand recognition execution. On the other hand, these
systems have their own difficulties. They oblige tracking
the video sequence, and recognition algorithms that have
the capacity to incorporate data over the whole video.
The capacity of diverse approaches to adapt to face pos-
ture and misalignment can be generally controlled by the
measure of express geometric data they use in the face
representations [10].

The fundamental objective of face recognition system
is to divide the qualities of a face that are controlled by
the intrinsic shape and color of the facial surface from the
arbitrary states of image generation. Different methods
were utilized for the face recognition methodology like
Diffusion-Based Face Selective Smoothing in DCT Do-
main where impact of illumination changes on distinctive
frequency subbands and propose a dissemination based
image selective smoothing algorithm to eliminate the un-
desired impacts of illumination varieties [9]. Soft biomet-
rics additionally has increased considerable significance.
Soft biometric attributes are characterized as ”those qual-
ities that give some information about the individual,
however fail to possess the peculiarity and perpetual qual-
ity to sufficiently separate any two individuals [11]. These
characteristics incorporate sexual orientation, ethnicity,
colour of eye/skin/hair, tallness, weight, and SMT (scars,
marks, and tattoos). While soft biometric attributes do
not have sufficient oppressive information to completely
verify the client, it has been demonstrated that they can
enhance system login security when consolidated with
hard biometric characteristics [4].

2 Literature Review

Recently, a number of researches are being carried out
in multi-biometric authentication area. A brief review of
some of these researches is given in this section, especially
related to facial recognition based authentication.

Galbally et al. [5] proposed security of biometric recog-
nition frameworks by adding liveness assessment in a fast,
user-friendly, and non-intrusive manner, through the use
of image quality assessment. The technique consisted of
two phases namely, feature extraction phase and classi-
fication phase. In feature extraction phase, the features
amounting to 25 of them were extracted. It included full
reference based features and no reference based features.
Subsequently, classification based on these features was
carried out by the trained QDA classifier. The proposed
technique was applied to Iris, Fingerprint and Face Recog-
nition.

Chen et al. [3] had proposed a method for face recog-
nition or authentication against pose, illumination, and
expression (PIE) variation using modular face features.
A sub-image in low-frequency sub-band was extracted by
a wavelet transform (WT) to reduce the image dimen-
sionality. It was partitioned into four sections for indi-
cating to the local features and diminishing the PIE im-
pacts, and the small image in a coarse scale was produced

by means of the WT without losing the worldwide face
features. Five measured feature spaces were developed.
The most discriminative common vectors in each one fea-
ture space were found, and a nearest feature space-based
(NFS-based) distance was ascertained for characteriza-
tion. The weighted summation was performed to com-
bine the five distances. Examinations were directed to
demonstrate that the proposed method was better than
traditional techniques.

Shermina and Vasudevan [1] had proposed a face recog-
nition method that was robust to pose and illumination
variations. For processing the pose invariant image, the
Locally Linear Regression (LLR) method was used to
create the virtual frontal view face image from the non
frontal view face image. The low frequency components
of Discrete Cosine Transform (DCT) were utilized to reg-
ularize the illuminated image during processing the illu-
mination invariant image. The Fisher Linear Discrimi-
nant Analysis (FLDA) method and Principal Component
Analysis (PCA) methods were implemented to identify
the facial images with both pose variant and illumina-
tion variant. To be a last element the scores regarding
FLDA and also PCA were being combined utilizing a hy-
brid approach based on the Feed Forward Neural Net-
work (FFN). Scores obtained from the initial recognition
method, the weight was allocated to the image. The au-
thentication process of image was form on the weight as-
signed and the mixture of the scores. The experimental
results determined that their proposed method based on
hybridization technique recognizes the face image was ef-
ficiently than traditional method.

Ajay et al. [19] had compared the performance of var-
ious combinations of edge operators and linear subspace
methods to determine the best combination for pose clas-
sification. To estimate the behavior, they had accom-
plished analysis on CMU-PIE database which had images
with wide variation in illumination and pose. They es-
tablished that the behavior of pose classification mainly
dependent on the selection of edge operator and linear
subspace method. From Prewitt edge operator and Eigen
feature regularization approach the most excellent classifi-
cation precision was attained. Adaptive histogram equal-
ization was utilized as a preprocessing step to adapt illu-
mination variation, which resulting into considerable im-
provement in performance.

Muruganantham [6] had proposed a method that offers
an up-to-date evaluation of major human face recognition
research. They presented a summary of face recognition
and its applications. The face databases, explanation and
restrictions which were used to evaluate the performance
of these face recognition algorithms were given. The face
recognition system was mostly affected by four significant
factors; they were pose illumination, uniqueness, occlu-
sion and facial expression. Here they anticipated a vital
evaluation of the current researches related with the face
recognition process. They proposed a wide review of most
important researches on face recognition process accom-
plished on various scenarios. Additionally, abbreviation
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portrayal of face recognition process in conjunction with
the methods linked with the different factors that affected
the face recognition process

Arindam et al. [12] had proposed a method for auto-
matic face recognition by means of integrated peaks of
the Hough transformed significant blocks of the binary
gradient image. In this technique initially the gradient
of an image was computed and a threshold was get on
with it to obtain a binary gradient image, which was less
responsive to noise and illumination changes. Secondly,
major blocks were taken out from the absolute gradient
image, to obtained pertinent information with the idea
of dimension reduction. Lastly the most excellent fitted
Hough peaks were taken out from the Hough transformed
significant blocks for competent face recognition. These
Hough peaks were joined together, which were utilized as
feature in classification process.

Choudhary et al. [7] had proposed a method to label
a Self-Organizing Map (SOM) to measure image similar-
ity. In their work, into the neural network the facial im-
ages along with the regions of interest were introduced.
After completion of training process, each neural block
was tuned to a particular facial image prototype. Then,
the probabilistic decision rule performed facial recogni-
tion. Their method provided very accurate results for face
identification along with illumination variation and facial
poses and facial expressions. From a single database on-
wards the SOM method was trained. A facial recognition
system automatically recognized a person, which obtained
from a digital image or video frame from a video source.
It was applied in security systems and the analysis could
be compared with other biometric recognition system like
fingerprint or eye iris recognition systems.

Khourya et al. [16] were presented bi-modal biomet-
ric authentication on mobile phones in challenging con-
ditions. They looked at the issue of face, speaker and
bi-modal verification in mobile situations when there was
critical condition disparity. They presented this disparity
by selecting customer models on high quality biometric
samples acquired on a laptop computer validating them
on lower quality biometric examples gained with a mo-
bile phone. To perform these tests they build up three
novel authentication protocols for the expansive publicly
available MOBIO database. They assessed state-of-the-
art face, speaker and bi-modal validation methods and
demonstrated that between session variability modelling
utilizing Gaussian mixture models gave a reliably power-
ful system to face, speaker and bi-modal verification. It
was likewise demonstrated that multi- algorithm combi-
nation gave a steady execution change to face, speaker and
bi-modal authentication. Utilized the bi-modal multi- al-
gorithm system they infer a state-of-the-art authentica-
tion framework that acquired a half total error rate of 6.3
% and 1.9 % for Female and Male trials, separately.

3 Problem Identification

There are several issues that threaten the security in
biometric authentication systems. User authentication
merely at the very first login session is one among these
severe issues, which is normally found in majority of the
currently available computer and network systems. This
issue is a massively serious security issue, particularly in
systems with high security requirement, since an imposter
is permitted to access the resources in the system in the
period between user log in and user log out.

Together with this, only using the face and dress color
as biometric traits in continuous authentication system
reduces the accuracy of the system under pose variations.
Also, the previous continuous biometric system uses PCA
for face recognition. But the PCA has various drawbacks
such as, recognition rate is not high in case of images
having different poses, facial expressions and change in
illumination and also the accuracy rate is not high.

4 Proposed Continuous Biometric
Authentication System

There are several issues that threaten the security in
biometric authentication systems. User authentication
merely at the very first login session is one among these
severe issues, which is normally found in majority of the
currently available computer and network systems. This
issue is a massively serious security issue, particularly
in systems with high security requirement, since an im-
poster is permitted to access the resources in the sys-
tem in the period between user log in and user log out.
Therefore, this paper introduces a continuous biometric
authentication system, wherein, the system is observed
incessantly from the time the user logs in. This system
makes use of diverse user authentication modalities like
face, ornaments, dress colour, beard, scars and mustache
for monitoring the logged in user in a continuous man-
ner. Moreover, the login security of this system is aug-
mented through the union of hard as well as soft biometric
traits. Figure 1 portrays the entire block representation
of the proposed continuous multimodal biometric authen-
tication system.

Figure 1: Block diagram of the proposed method

From the above figure, it is clear that the user’s image
is captured via a sensor in the beginning. Next, the de-
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sired user authentication modalities are chosen from the
sensor image and registered in the database. Face, orna-
ments, dress colour, beard, scars and mustache serve as
the necessary modalities for authentication. This is then
followed by the continuous authentication process, which
is performed through the matching of the registered tem-
plate and the subsequent video frame. Normalized cross
correlation process is being utilized for carrying out the
matching procedure. At the end of matching, the similar-
ity score is produced from each and every modality. Later
on, the Group Search Algorithm (GSO) with optimized
weights aids in fusing these scores. Then, a threshold is
preset to allow the authentication of the user as the gen-
uine user or the imposter. A genuine user will be the au-
thentication result, if the fused score exceeds the predeter-
mined threshold. Otherwise, the presence of imposter is
evident. In the proposed system, a remedy is provided for
the situation with an imposter. Re-login authentication
mode is that remedy, wherein, matching is accomplished
with the application of the Modified principle component
analysis (MPCA) on the face image. The following sec-
tions give a concise explanation of the proposed contin-
uous biometric authentication system. There are totally
three authentication subsystems available in the proposed
system, namely, Initial login authentication, Continuous
authentication and Re-login authentication.

All the subsystems in the continuous biometric authen-
tication system have three modules each and they are the
acquisition module, the feature extraction module and the
matching module. An interface exists between the match-
ing module and the database enclosing the templates. In
this approach, whenever a user logs in, an enrollment
template is freshly registered. So, temporal details such
as color in the user’s wear can also be used as the en-
rollment template. Two main processes are carried out
here, namely, the training and the testing. The modali-
ties of the user are gained by means of the sensor and the
database stores them during the training phase. On the
other hand, the stored template is utilized to perform the
matching procedure at the time of testing. The vital pro-
cesses involved during the period of initial login authen-
tication and continuous login authentication are depicted
in Figure 2.

Figure 2: Initial and continuous authentication

4.1 Initial Login Authentication

The user employs the conventional authentication system
for entering the system. Then, the sensor focuses the
user’s body for making the registration of the modalities
like face, ornaments, color of clothing, mole, beard and
mustache. During the period of training, the various poses
of the user like turn head down, turn head to right, turn
head to left, stretching the arms, quitting and leaning
back in chair are caught due to the fact that the user may
make movements or leave the spot. Training with these
poses of the user can largely enhance the authentication
system’s accuracy.

4.2 Continuous Authentication

Mostly, the user templates are registered in a system only
for particular time duration. In continuous authentication
process, the template that is registered in the beginning
and the second frame of the video are subjected to the
matching process. Normalized cross correlation is utilized
for deciding the likeness between the image and each one
of the modalities.

4.3 Feature Matching Using Normalized
Cross Correlation

The inspiration for employing cross correlation to han-
dle template matching comes from the square Euclidean
distance, which is given by,

D2
f ,t

(u, v) =
∑
x,y

[f(x, y)− t(x− u, y − v)]2.

Where represents the image and the sum is over , subject
to the window consisting of the feature located at. The
expansion of is:

D2
f ,t

(u, v) =
∑
x,y

[f2(x, y)− 2f(x, y)t(x− u, y − v)

+t2(x− u, y − v)]2.

The expression t2(x− u, y − v) specifies a constant. If
f2(x, y) is more or less constant, the rest of the cross-
correlation terms will be:

c(u, v) =
∑
x,y

[f(x, y)t(x− u, y − v)].

The above-mentioned equation offers the measure of
how closely the image as well as the feature resemble.
Few shortcomings are produced, when the above equation
is employed for handling template matching. The first
shortcoming is that the template matching with the above
equation will not succeed, if the image energy

∑
f2(x, y)

alters with position. An example for this case is that
the correlation existing among the feature and a precisely
matching image area may be found to be smaller, when
compared to the correlation between the feature and a
bright region. In addition, the range of c(u, v) relies on
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the feature size. Further, the equation undergoes modifi-
cations with the variations in image amplitude, which are
created due to the changes in illumination all through-
out the image sequence. The aforementioned drawbacks
can be tackled with the normalization of the image and
feature vectors to unit length through the correlation co-
efficient, which in turn generates a correlation coefficient
in the form of cosine.

γ(u, v) =

∑
x,y

[f(x, y)− f̄(u, v)t(x− u, y − v)− t̄]

{
∑
x,y

[f(x, y)− f̄(u, v)]2
∑
x,y

[t(x− u, y − v)− t]2}0.5
.

Where, t̄ indicates the mean of the feature and f̄(u, v)
points to the mean of f(x, y) that lie in the region be-
low the feature. The equation stated above is termed
as the normalized cross-correlation. At last, a simi-
larity score for the image and every single modality is
computed depending on the normalized cross correla-
tion procedure. Assume that the continuous biomet-
ric authentication system makes use of NN modalities,
M1,M2, · · · ,MN for authenticating a person. Further,
let the similarity score yielded for each one of the modal-
ity be S = S1, S2, · · · , SN . Now, the weighted sum rule
of the fused matching score FS can be given as:

FS =

n∑
i=1

WiSi.

Where Wi specify the weight allotted to Mi in the interval
[0, 1].

A weighting strategy that relies on Group Search Al-
gorithm is being proposed here for accomplishing an en-
hancement in the performance of the score level fusion.
The score weights of each and every feature are chosen
in a random fashion and then, the GSO algorithm is ex-
ploited for optimizing the score weights with n number of
iterations.

4.4 Group Search Optimization Algo-
rithm

GSO is normally a population-dependent optimization al-
gorithm with three constituent members, namely, the pro-
ducer, the scrounger and the ranger. In this algorithm,
a population containing arbitrary weights that lie in the
interval between 0 and 1 is created at first. Each one of
the individual residing in this population is known as the
group. All these random weights will not be the best one.
Hence, a fitness function that is applied on all the random
weights is used to spot the best weight from the popula-
tion. The member of the population holding the best
fitness value will be the producer. The other members
holding the best fitness values, but excluding the producer
will be the scroungers. Finally, the rest of the members
that are neither the producer nor the scrounger will be the
rangers. The current position of every single member in
the group of best weights is given by, XK

i ∈ Rn .The com-
putation of the head angle, φKi = (φKi1 ......φ

K
in) ∈ Rn−1,

and the head direction, Dk
i φ

K
i = (dKi1 ......d

K
in) ∈ Rn−1,

is done with the help of polar to Cartesian coordinates
transformation.

dki1 =

n−1∏
p−1

cos(φk
ip)dkij−sin(φk

i(j−1))

n−1∏
p−i

cos(φk
ip)dkin−sin(φk

i(n−1)).

As the subsequent action, the producer scans the field
and this can be described in terms of the distance and
the maximum pursuit angle. Here, θmax stands for the
maximum pursuit angle and lmax specify the maximum
pursuit distance. During the kth iteration, the producer
does the scanning process in three directions and those
directions are zero degree, left hand side hypercube and
right hand side hypercube. In the direction of zero degree,

XZ = Xk
p + r1lmaxD

k
p(φk).

During the right hand side hypercube direction,

Xr = Xk
p + r1lmaxD

k
p(φk +

r2θmax

2
).

At the time of left hand side hypercube direction,

X1 = Xk
p + r1lmaxD

k
p(φk − r2θmax

2
).

Where, r1 denotes the normally distributed number and
r2 refers to the distributed random sequence lying in the
interval between 0 and 1. Moreover, the producer makes
the choice of the best point through the fitness value com-
putation. The current position is deemed as the best posi-
tion in situations, where the producer could not discover
a best position than the present one. Else, the present
point will be modified and the new angle will be formed
with the expression stated below.

φk+1 = φk + r2αmax.

Where αmax indicates the maximum turning angle The
angle will become as φK+a = φk in cases where the pro-
ducer fails to uncover a better resource than the current
position, even when ath iteration is completed. Then,
the scrounging function takes place and the resultant will
be the arbitrary selection of 80 % of the members from
the remaining members. Random walk is employed for
making a search of the distributed resources from the dis-
perse operator. It forms a random head angle φi at Kth

and selects a random distance as specified underneath.
li = a.r1lmax The last strategy in the GS algorithm is
ranging, in which a movement to the new point is accom-
plished as given by the expression,

XK+1
i = Xk

i + liD
K
i (φk+1).

At the end, the best updated weights are achieved later
to the completion of n number of iterations in the GSO
algorithm, which has enabled the score level fusion as ex-
plained in Section 5.3.2.
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4.5 Matching

Matching is conducted with a threshold, preset as T . An
optimized weighting strategy was used in an earlier phase
for yielding a fused score of all the features. The funda-
mental structure of the matching process, which works in
accordance to the preset threshold, is shown in Figure 3.

Figure 3: Matching process

The above figure states that a comparison is made be-
tween the fused modality score and the preset threshold.
If the result of comparison is in such a way that the fused
score exceeds the threshold level, the user is deemed as
genuine. Else if the threshold is smaller than the fused
score, the user is proved to be an imposter or a fake one.
If a fake user is identified, our proposed methodology al-
lows another process, known as Re-login authentication,
to be carried out.

4.6 Authentication Using Modified PCA
(MPCA)

In this phase, the face image in the initial template as
well as the failed frame is applied with the modified PCA.
Once MPCA is applied over the face image, the cross cor-
relation is replaced by the Euclidean distance. Hence,
MPCA only does the face authentication in continuous
biometric system. If unsuccessful authentication occurs
in any place of the authentication process, Re-login au-
thentication is immediately conducted as the subsequent
step in the proposed scheme.

4.7 MPCA Based Face Feature Extrac-
tion

The steps involved in MPCA are: (i) divide the face im-
ages into N number of sub-block images at an initial pe-
riod and (ii) apply PCA to every single sub-block image
using the local information pertaining to the face. When
the process is started, the first sub-image of the image
under consideration is compared against the entire num-
ber of images residing in the database. The images that
satisfy a match with the first sub-image are alone chosen.
Then, the second sub-image is compared against the set
of images chosen in the previous step and the matched
images are discovered. This procedure is repeated for all
the sub-images and the recognized image will be the fi-
nal outcome. If any of the sub-images is found to have

got rid at an earlier stage, then the image is unrecog-
nized. MPCA outweighs PCA by taking the changes in
illumination, pose and facial expressions into account, in
addition to offering improved results with larger accuracy.
This recognition phase computes the weights Wk for both
the training as well as the test frame. The computation
of the difference in weights allows finding the Euclidean
distance. To achieve recognition, a threshold has to be
predetermined. The expressions in the images would be
identical, if the threshold and the Euclidean distance have
the same value. The weightWk is computed in accordance
to the following equation.

Wk = Uk(Ai − ϕi).

Where Uk =
∑M

k=1 VkΦk. Further, Uk denotes the Eigen
faces, Vk points to the Eigen vectors and Φk represents the
mean adjusted value. Re-login step will be performed at
the condition, when the authentication ends up in failure
in the proposed continuous biometric system.

5 Experimental Results

In this part we have presented the results of our proposed
methodology and have scrutinized their appearance. The
suggested multi-modal biometric authentication is exe-
cuted in the MAT LAB program and the multi-modal
biometric authentication is tested with the hard biomet-
ric (face) and soft biometrics (Ornaments, beard, mus-
tache, dress color, mole) the result is contrasted with FAR
and FRR values. The proposed authentication is imple-
mented in a windows machine having configurations Intel
(R) Core i5 processor, 1.6 GHz, 4 GB RAM, and the oper-
ation system platform is Microsoft Wnidow7 Professional.
In Figure 1 the continuous authentication system setup is
specified.

Figure 4: Continuous authentication system setup: Lap-
top with a webcam

5.1 Database Description

In our work, to evaluate the proposed continuous authen-
tication scheme we collected videos of 10 subjects using
the system shown in Figure 4. Every one user was asked
to carry out the subsequent set of action while seated in
front of the webcam. A few example screen shots are
illustrated in Table 1.
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• Scenario A: turning head to the left;

• Scenario B: turning head to the right;

• Scenario C: turning head down;

• Scenario D: straight to the chair;

• Scenario E: stretch arms;

• Scenario F: walk away.

Table 1: Example video frames used in experimentation

5.2 Evaluation Metrics

The effectiveness of proposed technique is analyzed by in-
voking some performance measures such as false rejection
ratio (FRR), false accept ratio (FAR). The performance
measures are explained below;

False rejection ratio: The system identifies imperfectly
that a user is not in the cameras field of view although
the user is yet in front of the camera. False discards lower
the usability of the system.

False accept ratio: The system incorrectly identifies an
imposter as the legitimate user. False admits lower the
security of the system.

5.3 Performance Evaluation

The basic idea of our research is to continuously authen-
ticate the subject in the online examination by means of
soft and hard biometrics. To develop the authentication
competence in our work we employ the MPCA (Modi-
fied Principal Component Analysis) with GSO. Niinuma
et al. [13] have made cleared the incessantly validate the
online examination by means of PCA and resemblance
measures. We employ the MPCA with GSO algorithm
to develop the competence. In Niinuma et al. [13] the
facial recognition was performed by means of the PCA
and soft biometric used were face colour and dress colour.
However in our work the facial recognition is performed
by means of MPCA and soft biometrics we are use (Or-
naments, beard, mustache, dress color, mole). Both the
hard biometric (face) and soft biometrics are fused with
the assist of GSO algorithm based resemblance technique.
The subsequent graph elucidated the presentation of the
suggested approaches.

5.3.1 Performance of Continuous Authentication

In this section, we explain the performance of continuous
systems using the Niinuma et al. [13] and proposed MPCA
with GSO. The following graph demonstrates how our
approach MPCA with GSO is effectively better then the
Niinuma et al. [13].

Figure 5: Performance of FAR and FRR for the continu-
ous authentication using Niinuma et al. [13]

Figure 6: Performance of FAR and FRR for the continu-
ous authentication using MPCA with GSO

Figure 7: Performance of continuous authentication using
ROC curve

Figures 5 and 6 illustrate the performance of the con-
tinuous authentication of Niinuma et al. [13] and proposed
approach MPCA with GSO. When analyzing Figure 6,
the approach achieves the minimum FRR and FAR of 0.3
but in Niinuma et al. [13] obtain the 0.37 which value is
very much high compare to the proposed approach which
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shows in Figure 5. When the system achieves the mini-
mum FRR and FAR values the system achieve the maxi-
mum accuracy. In Figure 7 illustrate the performance of
the continuous authentication using ROC curve. The ap-
proach Niinuma et al. [13] shows the resulted in an equal
error rate (EER) of 0.49% and the proposed method of
MPCA with GSO system using resulted in an EER of
0.28%, which is significantly better than the existing sys-
tem Niinuma et al. [13].

5.3.2 Re-login Authentication

The user approaches to the re-login authentication, every
time the system identifies that the user is no longer in
front of the console. In this time, the system is bolted
and it attempts to identify the user and re-authenticate
him routinely. Now, the user is validated by means of
both soft (colour histograms) and hard biometrics (face).
The suggested re-login authentication method is assessed
by means of video clips where an authorized user logs in,
the user leaves the work environment (without logging
out) and next, another user (an impostor) emerges in the
field of view of the webcam. Figure 8 demonstrates this
scenario. The system effectively identifies an impostor in
Figure 8(c) and allows re-login to the first logged in user
in Figure 8(e).

The colored ellipses in Figure 88(a) and (e) point out
that the system properly identified the valid user in front
of the console. At the same time, black-and-white images
in Figure 8(b), (c), and (d) point out that the system
properly recognized the absence of the legitimate user in
front of the console.

Figure 8: Example results of re-login authentication ex-
periments

Figures 9 and 10 show the re-login authentication of
the online examination by means of Niinuma et al. [13]
and suggested approach MPCA with GSO. When exam-
ining Figure 9, we attain the FAR and FRR rate is 0.65
which value is high. If the FAR and FRR values are high
means the system can never get the higher competence.
On the other hand, in Figure 10 we get the FRR and FAR
value of 0.35 which value is very much low compare to the
Niinuma et al. [13]. In our suggested work we employ the
modified PCA and GSO algorithm for the system. The
modified PCA employed to develop the efficiency of the

Figure 9: Performance of FAR and FRR for the re-login
authentication using Niinuma et al. [13]

Figure 10: Performance of FAR and FRR for the Re-login
authentication using MPCA with GSO

Figure 11: Performance of re-login authentication using
ROC curve

hard biometric feature such as face. The presentation of
the re-login authentication system is specified by the de-
tection error rate (DET) curve exposed in Figure 11. The
approach Niinuma et al. [13] demonstrates the resulted in
an equal error rate (EER) of 0.62% and the suggested
method of MPCA with GSO system by means of resulted
in an EER of 0.40%, which is considerably better than
the presented system Niinuma et al. [13].

6 Conclusion

We have proposed a new framework that uses both soft
biometric traits and hard biometric traits for continuous
user authentication. This framework registers a new en-
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rollment template every time the user logs in, which en-
ables the system to effectively use soft biometric traits
for continuous authentication. The proposed system uses,
face, dress colour, beard, mustache, and mole as biometric
traits for continuous authentication. At a specified time
interval, the initially registered template was matched
with the next frame obtained through a sensor. Finally,
for each biometric traits a matching score was generated
based on the cross correlation. The generation matching
scores were fused with the help of GSO based similarity
technique. At any stage of mismatching, it requests to
a re-login authentication stage. The experimental results
of our proposed continuous biometric authentication sys-
tem show better and improved authentication accuracy
compared with the existing technique.
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