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Abstract

Probabilistic Packet Marking (PPM ) is one of the most
promising schemes for performing IP Traceback. PPM
reconstructs the attack graph in order to trace back
to the attackers. Finding the Completion Condition
Number (i.e. precise number of packets required to
complete the traceback) is very important. Without
a proper completion-condition, we might reconstruct a
wrong attack-graph and attackers can evade detection.
One presently being used works only for a single attacker
based DoS attack and has an accuracy of just around
70%. We propose a new Completion Condition Number
which has an accuracy of 95% and it works even for the
multiple attacker based DDoS attacks. We confirm the
results using detailed theoretical analysis and extensive
simulation work. To the best of our knowledge, we are
the first to apply the concept of Completion Condition
Number to increase the reliability of IP Traceback for the
DDoS attacks.

Keywords: Completion condition, coupon collector prob-
lem, DDoS attack, IP traceback, probabilistic packet
marking

1 Introduction

In the recent years, the Internet world has seen an alarm-
ing increase in what we call Denial and Distributed denial
of service attacks (Dos/DDoS). Dos/DDoS attacks are
major threat to Internet today [24, 25, 30]. Even the fast
emerging cloud infrastructure is at great risk due to the
highly distributed DDoS attacks [9, 14]. They are possi-
ble due to IP spoofing and destination based routing. A
number of approaches to mitigate these attacks have been
suggested and probabilistic packet marking [1, 11, 22, 27]
is one of the most promising among them.

In PPM, each router in the path marks the packet with

probability p < 1 and the marks can be over-written by
routers down the path from attacker to victim. Hence if
a router is d hops away from the victim, the probability
that packet mark from it reaches the victim is given by
p(1 − p)d−1 [10, 26]. In PPM, the edge information is
encoded in the packet mark. It is of the form (start, end,
distance) where start and end are the IP addresses of the
routers connected to the given edge [3, 12] and distance
is the hop distance of the first router from the victim as
shown in Figure 1.

To reconstruct the attack-path in order to trace the
attacker, victim must collect sufficient number of pack-
ets so that she can get marks from all the routers in the
path [18, 36]. We call the number of packets required to
reconstruct the correct attack path as Completion Con-
dition Number (CCN) [24, 35]. It turns out that CCN is
very important because without correct completion con-
dition number, victim might not perform successful trace-
back. The constructed path from victim to the attacker
would remain incomplete as shown in Figure 1. This de-
feats the very purpose of traceback as we are not able to
correctly identify the attacker.

Figure 1: Probabilistic packet marking (PPM) algorithm -
Each router in the path marks the packet with probability
p and encode edge information (start, end, distance) in it.
IP traceback might remain incomplete if the completion
condition number is small.
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We found that Completion Condition Number for IP
traceback has not been extensively investigated in the
present literature. The CCN presently being used is cal-
culated based on mean of the number of packet marks
required to complete the IP traceback [26, 31]. In our
work, we show that the present CCN does not give correct
results for 30 percent of cases. Computation of present
CCN just takes expected number of packets into account.
However, we show that distribution of CCN has got high
variance as shown in Figure 3. Hence, if we ignore the
high variance of the distribution of X, it can lead to in-
accurate results.

Next, we argue that even if we have achieved a very pre-
cise Completion Condition Number for a single attacker
based on a linear network, this would not work for mul-
tiple attackers scenario or a DDoS attack. As shown in
Figure 2, attack graph is a tree with victim at the root
of the tree and the attackers at the leaf nodes. Paths
from the attackers to the victim have a lot of edges or
routers in common as can be seen from Figure 2. For ex-
ample, edges (R2, R1) is shared by paths from attackers
R8, R9, R10 and R11 to the victim. These 4 paths share
edge (R2, R1).

We know that Completion Condition Number improves
the reliability and attacker-detection capability of PPM.
However, in order to apply CCN in case of multiple at-
tackers, we must know how many packets are contributed
by each path individually. To find these numbers, we must
separate the contribution of different paths for the routers
that are shared in multiple paths. We propose a simple
but elegant algorithm which finds the number of packets
generated by each path separately in the attack graph. It
distributes packets to their respective paths for the shared
edges in the attack graph. Then using the Completion
Condition Number, we can find if the traceback for these
individual paths have been completed. Some of the im-
portant advantages of our proposed algorithm are

• It does not require any a priori knowledge of the at-
tack graph.

• It can work for any attack graph and for any rate at
which different attackers might be sending packets.

Tracing attackers in flooding based DDoS attacks be-
comes even more important because DDoS attack is a
big threat for cloud computing [15] and number of well
orchestrated DDoS attacks being conducted by botnets
is increasing manifold each day [33].

We perform extensive simulation to evaluate the per-
formance of our proposed work and algorithms. The re-
sults show that our proposed Completion Condition Num-
ber gives correct results for 98 percent of cases as com-
pared to the present CCN which has a success rate of
just around 70 percent and which cannot work for DDoS
attack. The algorithm proposed to use CCN in case of
DDoS attack also has a success rate of 95%.

In Section 2, we present a literature review of the re-
lated work and show why our work can improve the reli-
ability and effectiveness of present PPM considerably. In

Figure 2: Shared edge or shared router problem for mul-
tiple attacker scenario or DDoS attack. This prevents us
from using CCN in improving the reliability and accuracy
of IP traceback in multiple attacker case for PPM.

Section 3, we outline the problem statement. We state
the two major problems that we are going to solve in this
paper. In Section 4, we derive a new completion condi-
tion number and theoretically prove the accuracy of this
new CCN. In Section 5, we show how we can use CCN for
multiple attacker case as well. In Section 6, we prove the
utility and effectiveness of our work by means of rigorous
simulation work. In Section 7, we conclude our work with
some remark about the future work.

2 Related Work

As discussed in Section 1, the number of packets required
to complete the traceback, called CCN is critical for in-
creasing the reliability and accuracy of IP traceback using
PPM. In this section, we perform a literature survey of
CCN in PPM based IP traceback. In [17, 26], an estimate
for number of packet-marks required to complete IP trace-
back for a given path length d and marking probability
p was proposed. Let X be the number of marks required

to complete the traceback. Then E[X] < ln(d)
p(1−p)d−1 [23].

However, this number does not give accurate results for
25− 30% of cases because it does not take the high vari-
ance of distribution of X into account. Moreover, we
cannot directly apply this estimate for multiple attacker
scenario due to the problem of shared path that is ex-
plained in Figure 2 and Section 5.

In this section, we enumerate some of the major
IP traceback mechanisms that use PPM to perform
traceback. In Advanced and Authenticated marking
scheme [29], they add authentication procedure to pre-
vent problem of spoofed mark from the attackers and
greatly enhance the performance of PPM. Similarly, in
Dynamic probabilistic packet marking for efficient IP
traceback [19], the marking probability is made dynamic
and it depends upon the distance of the marking router.
This too helps in in thwarting the spoofed marking prob-
lem of PPM and is more light-weight compared to [29].
To reduce the number of participating routers, in prac-
tical and robust inter-domain marking scheme for IP
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traceback [8], traceback is performed on the basis of au-
tonomous systems (AS) instead of routers. This approach
reduces the number of packets required for traceback as
number of AS in a path is much less than the number of
routers. Moreover, AS path are more stable. Still these
methods lacked scalability. In Probabilistic Packet Mark-
ing for Large-Scale IP Traceback [10], they use randomize
and link method along with check-sum chord to make IP
traceback highly scalable.

However, none of the above mentioned schemes make
explicit use of CCN to make IP traceback more reliable.
Work by Wong [34, 35] was the first one to explicitly use
CCN for increasing the reliability of IP traceback. Instead
of finding the CCN for a single path, it finds the CCN
for the complete attack graph treating it as a single unit.
However, we observe that this approach has the following
drawbacks:

1) A-priori knowledge of attack-graph: To com-
pute the CCN, it needs to have a-prior knowledge
of the complete attack graph. This defeats the very
purpose of IP traceback because if we know the at-
tack graph, then there is no need for performing IP
traceback.

2) Same Rate of packets from attackers: Second,
it assumes that all the attackers are sending traffic
at the same rate. This assumption is very difficult to
be true in the Internet due to its distributed nature.

3) Bottleneck long paths: Third, this paper finds the
CCN for the complete attack graph as a single unit.
This implies that IP traceback would start only when
we have collected marks from all the routers in the
attack graph. However, we can complete traceback
for shorter paths much faster than those for longer
paths. Hence, if we wait for longer paths, then start-
ing of traceback for shorter path might get delayed
unnecessarily. A few long paths might become the
bottleneck in tracing to the attackers.

In our work, we decouple all the paths from the at-
tacker to the victim and perform traceback individually
for each path. This makes IP traceback much faster. In
our work, we do not need any prior information or knowl-
edge of the attacker graph. Moreover, our algorithm does
not require the constraint of all the attackers sending at
the same rate. We treat all attackers’ path separately and
start traceback for each of them individually and inde-
pendently after victim has received completion condition
number of packets for that particular path.

3 Problem Statement

In this section, we identify the two problems of our work.
We first find a more accurate Completion Condition Num-
ber which makes PPM more reliable. Next, to use the
concept of CCN in case of multiple attackers, we solve
the problem of shared edges in the attack graph.

3.1 A More Accurate Completion Condi-
tion Number for a Single Attacker

Savage [26] in his preliminary paper on PPM had pro-
vided an estimation of the number of packets required
before the victim can have a constructed graph that is the
same as the attack graph under a single-attacker environ-
ment or a linear network. Let X represent the number of
packets required to reconstruct the complete path from
attacker to the victim. Let p be the marking probabil-
ity and d be the number of routers between the attacker
and the victim. In this scenario expected value of X is
bounded by

E[X] <
ln(d)

p(1− p)d−1
. (1)

. We will call this number the Savage Completion Condi-
tion Number (SCCN ).

Figure 3: Probability Distribution Function for Number
of Packets Required to Complete Traceback for p = 1

25
and d = 18. We can observe the high variance of X from
this figure.

The problem with using Equation (1) as completion
condition is that on average around 25−30% of cases, we
cannot reconstruct the correct attack-graph within these
number of packets and in worst case this can even increase
upto 37% of cases as shown in Figure 3. The problem with
Equation (1) is that it ignores the high variance of the
distribution of X while calculating CCN. In our work, we
calculate upper bound of variance of X and incorporate
it in calculation of the completion condition number to
make IP traceback algorithm more reliable and correct.

3.2 Shared Path Problem in Case of Mul-
tiple Attackers DDoS Attack

Even if we have calculated a very precise CCN for a sin-
gle attacker case [13], there are some issues left in us-
ing completion condition number in making IP trace-
back more reliable for multiple attacker case. We con-
sider the problem of shared edges as shown in Figure 2.
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Let us assume that routers R8 to R15 are all attack-
ers and we want to perform IP traceback for all these
nodes. However, path PATH1 = {R8 − R4 − R2 − R1}
and path PATH2 = {R9 − R4 − R2 − R1} have two
shared edges (R4 − R2) and (R2 − R1). Similarly path
{R8−R4−R2−R1} and {R10−R5−R2−R1} have a
shared edge (R2−R1).

Hence, from this example we can observe that differ-
ent paths from attackers to the victim would be sharing
a lot of common edges in case of DDoS attack because
all these paths would be converging at the victim. How-
ever to use CCN, we need to know the number of packets
received from each of these different paths individually.
In our example of Figure 2, let’s say that the victim col-
lects 100 marks for edge (R2−R1), 50 for (R4−R2), 10
for (R8 − R4) and 15 for (R9 − R4). Then we need to
separate the number of packets obtained for PATH1 and
PATH2 from the shared edges otherwise we cannot apply
the concept of CCN to find if traceback is complete for
these paths. We need to find that out of 50 packets marks
received for edge R4 − R2, how many of them belong to
PATH1 (originating from router R8) and how many be-
long to PATH2 and perform the same calculation for all
other shared edges.

4 Completion Condition Number

As discussed in the previous section, we need to incor-
porate second moment of X in calculation of completion
condition number to make it more accurate. Hence, like
expectation, we calculate an upper bound on the variance
of X and include it in out computation of the completion
condition number.

4.1 Upper Bound on Expectation and
Variance

From Equation (1), we know that if a router is d hops
away from the victim, the probability that it marks the
packet is given by p(1 − p)d−1. From this equation, it is
clear that farther a router is from the victim, lower is the
probability of its marked packet reaching the victim. Let
(p1, p2, p3, · · · , pn) be the probability vector of en-route
routers marking the packet, listed from the attacker to the
victim side where the hop distance between the attacker
and the victim is n. This implies that (p1 < p2 < p3 <
· · · pn).

Let X be the random variable that represent the num-
ber of packets required to complete IP traceback. In this
section we derive the upper bounds on expectation E[X]
and variance V ar[X]. Without loss of generality, we can
assume that on average, we will first receive packet-mark
from the router nearest to the victim, then from hop dis-
tance two, then three and so on. On an average, we will
get the mark from the farthest router in the end. Let
ti be a random variable that represents the average time
required to collect mark from the ith router after having

collected marks from first (i − 1) routers. It can be seen
that ti is geometrically distributed [2]. For geometric dis-
tribution X with probability of success p, E[X] = 1

p and

V AR[X] = 1−p
p2 [7].

Now for collecting the first mark, which can be any of
n routers, probability of success is p1 + p2 + p3 + · · ·+ pn.
Then after receiving the first mark, we will wait to get
the second mark. The probability of getting the second
mark after receiving the first mark would be p1 + p2 +
p3 + · · · + pn−2 + pn−1. As we have already received the
first mark, pn is subtracted from probability of receiv-
ing second mark. This is because router nearest to the
victim has the highest probability of generating the first
mark. In a similar fashion, probability of receiving the
third mark would be p1 + p2 + p3 + · · ·+ pn−2 and that of
last packet mark would be p1. As there is always a chance
of getting different packet-marks of lower probability also
during these inter-arrival time ti, hence, from linearity of
expectation, E[X] can be upper bounded by

E[X] < E(t1) + E(t2) + E(t3) + · · ·+
+ · · ·+ E(tn−2) + E(tn−1) + E(tn)

<
1

p1 + p2 + · · ·+ pn
+

1

p1 + p2 + · · ·+ pn−1

+ · · ·+ 1

p1 + p2 + p3
+

1

p1 + p2
+

1

p1

<
1

np1
+

1

(n− 1)p1
+

1

(n− 2)p1
+ · · ·+

+
1

3p1
+

1

2p1
+

1

p1

<
1

p1
(
1

1
+

1

2
+

1

3
+ · · ·+ 1

n
)

=
ln(n)

p(1− p)n−1

Similarly, from the linearity of variance, V AR[X] can
be upper bounded as

V AR[X] < V AR(t1) + V AR(t2) + V AR(t3) + · · ·+
+ · · ·+ V AR(tn−1) + V AR(tn)

<
1− (p1 + p2 + · · ·+ pn)

(p1 + p2 + · · ·+ pn)2

+
1− (p1 + p2 + · · ·+ pn−1)

(p1 + p2 + · · ·+ pn−1)2

+ · · ·+ 1− (p1 + p2)

(p1 + p2)2
+

1− p1
(p1)2

=

n∑
i=1

(
1−

∑i
k=1 pk

(
∑i
k=1 pk)2

)

⇒ σ[X] <

√√√√ n∑
i=1

(
1−

∑i
k=1 pk

(
∑i
k=1 pk)2

)

Now we want to find CCN based on E[X] and σ[X]
calculated above. We want our CCN to be of the form
E[X] + k· σ[X]. We need to find the value of k for which
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the probability of performing incomplete traceback after
receiving CCN number of packets is negligible. We find
the value of k by finding the tail estimate of the distribu-
tion of X [28]. Basically, we would like to find starting of
the thin tail of distribution of X. After this point X has
very little probability of occurrence.

4.2 Tail Estimate of Completion Condi-
tion Number

Let Zrk denote the probability that we do not receive any
mark from the router that is k hops away from the victim
after the victim receiving r packets. Probability of not
receiving mark from the router at hop distance k after
receiving a single packet (one attempt) would be given as
1− p(1− p)k−1.

Zrk = (1− (p(1− p)k−1))r (2)

Probability that CCN would be greater than r packets
would be the union of not receiving packet mark from any
of the n routers in the path. It is calculated as follows

P (CCN > r) = P (∪ni=1z
r
i > a)

≤ (P (zr1) + P (zr2) + · · ·+ P (zrn))

≤ nP (zrn)

≤ n(1− (p(1− p)n−1))r

(3)

where r = E[X] +k ·σ[X]. For CCN to be 95% accurate,
P (CCN > r) ≥ 0.95. Now in the above equation, we
already know p and n, hence we can find r from it. Next,
when we know r, we can calculate k because r = E[X] +
k · σ[X] and we know E[X] and σ[X] for given p and n.
Therefore, we can compute CCN.

Therefore, given distance of attacker from the victim
d, marking probability p and number of packets collected
r, we can find if IP traceback has been complete for a
given path by comparing the number of packets received
for the given path with the completion condition number
CCN = E[X] + k · σ[X] calculated above. In our result
section, we show that value of k = 3 gives us an accuracy
of almost 98%.

5 Shared Path

In Section 3, we derived a more accurate completion con-
dition number for IP Traceback for a linear network. We
argued that we need to take the high variance of the dis-
tribution of number of packets that are required for IP
traceback into account. However, we cannot use the CCN
calculated for a single attacker case to improve the cor-
rectness and reliability of PPM in case of multiple at-
tackers because of the problem of shared edges which is
shown in Figure 2. As paths from different attackers to
the victim share edges or routers, we cannot find the num-
ber of packet-marks generated by each path individually.
Therefore, we cannot apply CCN to find if traceback is
complete for those paths.

In Figure 4, let us assume that routers R8 to R15 are all
attackers and we want to perform IP traceback to all these
nodes. However, path PATH1 = {R8−R4−R2−R1},
PATH2 = {R9−R4−R2−R1}, PATH3 = {R10−R5−
R2−R1} and PATH4 = {R11−R5−R2−R1} have a one
shared edge (R2− R1). Similarly, PATH1 and PATH2
have two shared edges (R4−R2) and (R2−R1). However,
to use completion condition number equation, we need to
know the number of packets received from each of these
different paths individually.

Let us assume that the victim collected 100 packet-
marks for edge (R2 − R1). Then, we need to find, that
out of the 100 packet-marks received for edge (R2 −
R1), how many of them are generated by R8(PATH1),
R9(PATH2), R10(PATH3) and R11(PATH4). Then
only we can use CCN to find the completion of traceback
for these paths. Shared edge problem exists due to the
convergence of these paths towards the victim.

Figure 4: Problem of shared Path in IP Trace-
back. Marks for edge (R2, R1) are being gener-
ated by R8, R9, R10andR11. Weight of edges de-
note the number of marks generated for these edges.
The 32 marks for (R2, R1) should be divided among
Path(R8), Path(R9), Path(R10) and Path(R11).

5.1 Finding Contribution of Each Path in
Shared Edges

In this section, we compute the number of packets gen-
erated by different attackers or basically the number of
packets generated from each path individually.

In Figure 5, if N packets are generated by the attacker,
then on an average, router Rd at hop distance d from the
victim would generate Np(1 − p)d−1 marks for the edge
(Rd, Rd−1) where p is the packet marking probability.

Number of marks from Router Rd+1

Number of marks from Router Rd

=
Np(1− p)(d+1)−1

Np(1− p)d−1

= (1− p)d−(d−1)

= (1− p). (4)



International Journal of Network Security, Vol.18, No.2, PP.224-234, Mar. 2016 229

Figure 5: Calculation of ratio of number of packet-marks
generated for neighboring edges from a single source

Figure 6: Calculating number of packets from different
paths. Weight of the edges in the tree represent the num-
ber of packets encoded with that particular edge received
by the victim (root R1).

Let the number of packets from router Rd+1 be NPd+1

and let the number of packets from router Rd be NPd.
Then NPd+1

NPd
= (1 − p) or we can write that NPd =

1
(1−p)NPd+1. As (1 − p) is smaller than 1, hence NPd >

NPd+1. Let α = 1
1−p . Then NPd = αNPd+1, NPd−1 =

α2NPd+1 and in general

NPd−i = αi+1NPd+1. (5)

Hence, the number of marked packets generated by
routers as we go upstream increases in geometric progres-
sion as can be seen from Equation (5).

Let N(Ri, Rj) represent the number of marked packets
obtained for edge (Ri, Rj). In Figure 6, packets encoded
with edge (R4, R2) would be coming from two sources,
first part from node R8 and another from node R9. We
need to find, how many encoded packets are from R8 and
how many are from R9. Now contribution of number of
packets by R8 and R9 in N(R4, R2) would be in the ra-
tio αN(R8, R4): αN(R9, R4). Hence, number of marked
packets generated contributed by R8 = N3 · N7α

(N7α+N8α)
=

N3N7

N7+N8
. In Figure 6, N(Ri, Rj)s are denoted by weight of

the edges in the graph.
In Figure 6, let us now try to work out the same pro-

cess on number of marked packets from edge (R2, R1).
Nodes R8, R9, R16 and R18 are generating packets which
are reaching this edge. Now, we need to find the contribu-
tion of marked packets for paths originating from each of
these nodes. The ratio in which packet marks N(R2, R1)
would be contributed by R8, R9, R16, R18 would be in the
ratio of N7α

2: N8α
2: N15α

3: N19α
4. This is because

if N7 marks are generated for edge (R8, R4), then us-
ing Equation (4), N7α

2 marks should be generated from
the packets being generated by router R8. Similarly, if
N19 marks are generated for edge (R18, R17), then N19α

4

marks should be generated for the edge (R2, R1). Hence,
we use these numbers as the ratio in dividing N1 marks
among different paths or routers. For example, contribu-
tion towards path from leaf R8 would be

contr(R16, (R2, R1)) =
N1 ·N7α

2

N7α2 +N8α2 +N15α3 +N19α4
.

This concept of simple ratio and proportion forms the
basis of our algorithm for finding number of marks ob-
tained from different paths. Moreover, in a tree, path
from a leaf to root node is unique because each node has
a single parent. Let us denote the path from a leaf node
Rl to the root node in our graph as Path(Rl). This path
would be unique. Let N(Ri, Rj) denote the number of
marks obtained for the edge (Ri, Rj) at the victim. Let
us denote the contribution of Path(Rl) in N(Ri, Rj) as
contr(Path(Rl), (Ri, Rj)). Let d(Ri) denote the distance
of router Ri from the victim in terms of number of hops.
Let leaf(Ri) denote the set of leaves in the sub-tree with
root as Ri. Let P (Ri) denote the parent of node Ri.

contr(Path(Rl), (Ri, Rj)) =

N(Ri, Rj) ·N(Rl, P (Rl)) · α(d(Rl)−d(Ri))∑
R∈leaf(Ri)

·N(R,P (R)) · α(d(R)−d(Ri)).
(6)

5.2 Separating Number of Marks Gener-
ated by Each Leaf Node or Path

As discussed in Section 5.1, we can separate out number
of marks generated for a given edge (Ri, Rj) among all
the leaf routers whose packets are passing through the
router Ri using Equation (6). We can safely assume our
attack graph to be tree because paths in the Internet are
mostly stable [20]. Hence, number of paths from victim
to attackers would be equal to the number of leaf nodes
in the attack graph.

Now, to solve the problem of shared edges, we need
to distribute packets marked with edge (Ri, Rj) to each
leaf node that are in the sub-tree rooted at Ri. The
marks encoded with edge (Ri, Rj) are being generated
by these nodes only. We need to perform a depth first
search (DFS ) traversal of the attack-graph [4]. For each
edge (Ri, Rj), we need to distributed marks with encod-
ing (Ri, Rj) to all the leaf nodes in the sub-tree rooted
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Table 1: Symbols used in this paper

Symbols used in this paper and their Meaning
N(Ri, Rj) Number of packet marks

encoding edge (Ri, Rj)
STLeaves(Ri) Set of leaf nodes in sub-

tree rooted at Ri
P(Ri) Parent node of node Ri in

the attack graph
d(Ri) Distance of node Ri from

root node or victim
p Marking probability at

each router
α 1

1−p
Path(Rl) Path from leaf node Rl to

root node
contri(Path(Rl),(Ri, Rj)) Number of marks gener-

ated by packets from Rl in
N(Ri, Rj).

leaf(Ri) Set of leaf nodes in the
sub-tree rooted at node
Ri.

noPktsInPath[Ri] Number of marked gener-
ated by packets from leaf
node Ri

leaf [j].noPkts() Number of marks
generated for edge
(leaf [j], P (leaf [j])

leaf [j].noHops() Hop distance between
leaf [j] and victim node.

DMP Distribute Marked Pack-
ets Algorithm 1

at node Ri. After traversing the whole graph, we would
have calculated the number of marked packets obtained
from each path in the attack graph. Then, we can use
CCN equation to find if traceback has been completed
for those particular paths.

5.3 Algorithm 1: Distribute Marked
Packets

In Distribute Marked Packets (DMP), Algorithm 1, we
distribute the number of marked packets to different
paths. This helps us in finding the completion of trace-
back for different paths individually and independently.
Table 1 lists the symbols used in this paper. Table 2 lists
the functions and symbols used in DMP algorithm. In
Lines 1− 5, if it is a root node (parent of node u is null),
then we traverse to each of its child node in the for loop
of Lines 2−4. If u is not the root node, then in Line 6, we
find the number of leaf nodes in the sub-tree rooted at u.
In Lines 7−9, if u is leaf node, then all packet-marks gen-
erated for edge (u, P (u)) are added to number of packets
in path of u. In Lines 11−17, all marks for edge (u, P (u))
are divided among all the paths that are originating from

Table 2: Functions and symbols used in DMP algorithm

Functions used in DMP Algorithm and their Meaning
u.parent Parent node of node u
adj(u) All the nodes adjacent to

node u in graph G
u.getSTLeaves() get the list of all leaf nodes

in the sub-tree with root
as u

list < node > leaf list of leaf nodes
list.size() size of the list
noPktsInPath[leaf[u]] Number of marked pack-

ets generated by leaf node
u

u.noPkts() Number of packets en-
coded with edge (u, P (u))

leaf[i].noPkts() Number of packets
encoded with edge
(leaf [i], P (leaf [i])

Algorithm 1 DMP(node u)

1: if u.parent == NULL then
2: for all v ∈ adj(u) do
3: do DMP(v)
4: end for
5: end if
6: list < node > leaf = u.getSTLeaves();
7: if leaf.size()==0 then
8: noPktsInPath[u]+ = u.noPkts();
9: return;

10: end if
11: for (i=1; i ≤ leaf.size(); i++) do
12: for (j=1; j ≤ leaf.size(); j++) do
13: D += leaf[j].noPkts()*α(leaf [j].noHops()−u.noHops())

14: end for
15: N = leaf [i].noPkts()∗α(leaf [i].noHops()−u.noHops())∗

u.noPkts();
16: noPktsInPath[leaf[i]]+= bND c;
17: end for
18: for all v∈ adj(u) do
19: DMP(v)
20: end for
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leaf nodes of sub-tree rooted at u. Finally, to traverse the
whole attack-graph using DFS, we visit each child node
of u in the for loop of Lines 18− 20.

Toy Example for DMP Algorithm

In this section, we give a toy example to illustrate how
Algorithm 1 runs. In Figure 4, number of marked-packet
received for each edge (Ri, Rj) is given. Now, Algorithm 1
starts with the call DPM(R1). As R1 is the root node,
it goes in the for loop of line 2-4. The we make a call to
DPM(R2). At line 6 in call to DPM(R2), it finds the
list of leaf nodes of the sub-tree rooted at R2 with call
to u.STLeaves(). This list contains R8, R9, R10 and R11.
These are the four nodes through which all traffic towards
R2 are coming.

Now, using Equation (4) Lines 10 − 16, it calculates
that out of those 32 marks for edge (R2, R1), how many
of them belong to path from R8, R9, R10 and R11 respec-
tively. It finds their share to be 8, 12, 4 and 8 respectively.
Hence, it adds them in noPktsInPath(R) for the leaf
routers of its sub-tree. Therefore, noPktsInPath(R8) = 8,
noPktsInPath(R9) is 12 and noPktsInPath(R10)=4 and
noPktsInPath(R12)=8.

After visiting R2, DMP visits node R4. It has to dis-
tribute 10 marks of edge (R4, R2) to paths from R8 and
R9. These are the leaf nodes in the sub-tree rooted at
R4. Using Equation (4), it divides marked packets and
hence noPktsInPath(R8)=noPktsInPath(R8) + 4 = 12
and noPktsInPath(R9) is noPktsInPath(R9) + 6 = 18.

Now from R4 DPM next visits R8. As R8 has no
child and hence, no leaf node in its sub-tree, all marks for
(R4, R8) will be allotted to noPktsInPath(R8) = 12+2 =
14. Next, in DFS traversal, R9 would be visited and sim-
ilar to R8 all 3 marks for (R9, R4) would be allocated to
noPktsInPath(R9) and total marks for Path(R9) would
become 21.

After R9, R5 would be visited and 6 marks for edge
(R5, R2) would be distributed. Two marks would be al-
located to Path(R10) and 4 to Path(R11). Next, router
R10 and R11 would be visited and 1 would be added to
Path(R10) and 2 to Path(R11). Next, node R3 would be
visited and 36 marks for edge (R1, R3) would be shared
as 12 to Path(R12), 16 to Path(R13), 4 to Path(R40)
and 4 to Path(R15). This procedure would continue for
routers R6, R12,R13, R7, R14andR15 and marks would be
allocated for paths Path(R12), Path(R13), Path(R14) and
Path(R15) respectively.

Finally, noPktsInPath(R8) = 14, noPktsInPath(R9) =
21, noPktsInPath(R10) = 7, noPktsInPath(R11) = 14,
noPktsInPath(R12) = 21, noPktsInPath(R13) = 28,
noPktsInPath(R14) = 7 and noPktsInPath(R15) = 4.

6 Results

In this section, we analyse the results obtained from our
experiments. We have conducted our experiments in

Scilab and Omnet++ [32]. The results for completion
condition for the more accurate CCN has been obtained
by writing simulation code in Scilab. For the multiple at-
tacker scenario and for different attack networks, we have
used Omnet++. We have used Caida Internet Topology
Generator for topology generation [21]. The code to per-
form traceback at victim was written in C++ in Om-
net++ framework itself.

In Figure 7, we study the number of packets X required
to complete IP traceback in PPM for p = 1

25 and hop
distance d varying from 12− 25.

We plot expectation and standard deviation of X. We
also plot the upper bound of expectation and standard de-
viation for X using the formula derived in Subsection 4.1.
From Figure 7, we can verify that upper bound for both
expectation and standard deviation are correct and they
provide tight upper bounds.

Figure 7: Statistics for number of packets X required for
traceback. We show the expected value, standard devia-
tion and upper bounds of mean and standard deviation
of X. The upper bounds derived are correct and provide
tight bound.

In Figure 8, we observe that our algorithm improves
the correctness and reliability of PPM algorithm signifi-
cantly. In this section, µ and σ represent the theoretically
calculated upper bounds for mean and standard deviation
of X in this paper. We observe that as we increase the
value of completion condition number from µ to µ + 2σ,
the accuracy of IP traceback becomes more than 96% for
all different value of d. On average, taking µ+ 2σ as the
completion condition number improves the correctness of
attack-graph reconstruction by almost 26% and in the
best case even by 35%.

However, this improvement in performance comes at
the cost of increase in number of packets. As we can
observe from Figure 9, percentage increase in number of
packets required is around 80% for CCN = µ+ 2σ. How-
ever, we argue that this increase in number of packets is
necessary for improving the accuracy of PPM from 70%
to 98% on an average.

In Section 4.2, we find theoretical tail estimate of dis-
tribution of number of packets required for traceback,X.
In Figure 10, we compare theoretical and experimental
value of the tail of distribution of X for various hop dis-
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Figure 8: Performance Improvement of PPM in terms of
accuracy of IP traceback achieved with our proposed com-
pletion condition number. We observe that as we increase
the completion condition number, accuracy of PPM in-
creases. Here Mu and Sigma represent the upper bound
of mean and standard deviation of X.

Figure 9: Increase in Number of Packets for PPM due
to increase in completion condition number. We observe
that for X = µ+ 2σ, we achieve an accuracy of 98% with
an increase of 80% in number of packets. Here Mu and
Sigma represent the upper bound of mean and standard
deviation of X.

tance d and marking probability p = 1
25 . We observe that

probability that IP traceback is incomplete decreases as
the value of completion condition number increases. The-
oretical tail estimate also confirms that for packet count
above µ + 2σ probability of error in traceback decreases
below 10% and in fact experimental results also confirm
that error is less than 5%.

6.1 Results for Multiple Attacker based
DDoS attacks

We use the dual router and AS Internet topology genera-
tor provided by Caida to generate Internet topologies used
in our experiment for DDoS attacks. The main idea be-
hind this dual Internet topology generator is to rescale a
measured Internet topology to a given target size preserv-
ing some basic statistical characteristics of the measured
topology.

Specifically, it first rescales the measured AS topol-
ogy to any given target size using methods from the

Figure 10: Theoretical Tail Estimate: Probability of IP
traceback being incomplete even after getting given num-
ber of packets. µ is upper bound of mean and σ is upper
bound of standard deviation proposed in this paper. As
number of packets increases, tail estimate decreases. It
becomes less than 5% for µ + 2σ and almost becomes
negligible after µ+ 4σ packets.

paper ”Graph Annotations in Modeling Complex Net-
work Topologies” [6], and then populate each AS with
a router topology generated from scratch using methods
from the paper ”Hyperbolic Geometry of Complex Net-
works” [16] matching some average properties of per-AS
router topologies.

We create 4 Internet topologies with 25,50,75 and 100
ASes. We randomly choose 100 leaf nodes which we as-
sign them as attackers and generate attack traffic to cho-
sen victim. All routers have PPM enabled in it. The
victim collects packet marks from these attackers. Attack
Packet generation from 25 of these attackers were deliber-
ately stopped before all the marks could be obtained for
these attack paths to test the accuracy of our algorithm.
We found the completion condition for each of these 100
attack paths by running the Distribute Marked Packet
(DMP) Algorithm. The results are shown for all the four
topologies.

Figure 11: Accuracy of DMP Algorithm: Four different
topologies with 25,50,75 and 100 AS were generated us-
ing Caida Topology generator and DDoS was simulated
on these topologies using Omnet++; after which DMP
algorithm was run to find the accuracy of IP traceback
using the CCN number for each of these paths.
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From Figure 11, it can be observed that for 90% of
the cases, our DMP algorithm correctly identifies if the
trcaeback has been completed for a given path using the
CCN number. In fact, the accuracy is more than 95%
for path lengths below 21. Even for path length from 25-
31, accuracy of DMP identifying a complete traceback is
above 90%.

Figure 12: Percentage increase in number of packets for
Rectified PPM (RRPM) and CCN: It can be seen that for
the same confidence level, the number of packets required
for CCN is far less compared to RPPM.

In Figure 12, we compare our work with Rectified PPM
(RPPM)[35]. We generate two random tree graph of size
500 and 1000 nodes respectively It has a marking prob-
ability of 0.1, we perform traceback with different confi-
dence levels. We compare the number of packets required
for each confidence level ranging from 0.1 to 0.99 with a
step of 0.1. We find that number of packets required for
CCN is less than that required for RRPM for both the
topologies and different confidence levels.

7 Conclusion

In this paper, we provide a framework, which makes PPM
more reliable and accurate. First, we provide a more ac-
curate completion condition number which increases the
reliability of PPM based IP traceback from 70% to 98%
for a single attacker case. However, CCN in its present
form can only be used for a single attacker case. It cannot
be used for DDoS attack because paths from different at-
tackers to victim are not independent. They share edges
in the attacker graph. Hence, we cannot separate out
the number of packet marks generated for each path in-
dividually. To use CCN for such cases, we propose an
algorithm which can find number of packet-marks gener-
ated for each path even if the paths have shared edges.
This enables us to use the concept of CCN even for multi-
ple attacker DDoS attack and hence makes PPM reliable
in this case. Experimental results obtained from our sim-
ulation confirms that concept of CCN helps us improve
the reliability of IP traceback to 95% with minimal num-
ber of packets. As far as we know, we are the first one
to propose the use of CCN to improve the reliability of

traceback in case of DDoS attack with an explicit algo-
rithm to remove the problem of shared edges. CCN based
framework can be applied to any flavour of PPM and can
be used to make traceback more accurate and reliable.
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