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Abstract

Lightweight trust mechanism with lightweight cryptogra-
phy primitives and post-quantum cryptosystems are hav-
ing important concerns in resource constraint wireless sen-
sor based Mobile Ad Hoc Networks (MANETs). In post-
quantum cryptosystems, error correcting codes (ECC)
help in code based cryptography for lightweight identifica-
tion, authentication, distance bounding and tag with own-
ership transfer protocols to provide security. In this work,
a novel approach is designed to secure the RFID-Sensor
based MANET that uses ECC for assigning identification
to resource constrained mobile nodes. This assignment
helps to create centralized environment with subgroups,
groups and hierarchies. Group or subgroups boundaries
are limited through distance bounding protocols. Trust
management plays the role of maintaining the relation-
ship between nodes for long endeavor. Probability analy-
sis of distance bounding protocol shows that the proposed
approach is protected from mafia fraud, distance fraud,
terrorist fraud, and distance hijacking attacks. The suc-
cess of these attacks on the proposed mechanism depen-
dence on trust score: lesser trust score (≤ 50) increases
the chances of these attacks whereas higher trust score
protects the network from these attacks and improves the
network performance as well. In performance analysis, it
is observed that the Zone Routing Protocol (ZRP) out-
performs the other MANET routing protocols in terms
of network performance and security for the proposed
scheme. However, the probabilistic analysis proves that
it is still possible to control outliers in the network de-
spite the new inserted defenses with trust management
and limited resources.

Keywords: MANET, RFID, zone routing protocol

1 Introduction

Radio frequency identification (RFID) devices are the low
cost computing devices for automatic identification, lo-
cating and tracking objects using radio frequency (RF).
RFID networks are having many applications like: ac-
cess rights, object tracking, inventory management, li-
brary management etc. RFID devices are classified into
three major components: tag, reader and back-end sys-
tem. Tag includes the identification mark and a small
memory unit to store information about product, object
or environment. Reader helps to write and/or read in-
formation to tag. The read information is delivered to
backend system for storage, migration etc. Wireless sen-
sor networks (WSNs) and RFIDs are the two complemen-
tary technologies. WSNs consist of small sensing devices
with wireless communication medium. In compliment to
RFID, WSNs consist of multi-hop, smart sensing, track-
ing and reprogrammable devices. However, integration of
WSNs and RFIDs provides sensors to read tags, intelli-
gence, sensing, ad-hoc and wireless communication facil-
ities. These facilities result in many advantages which
include: network-resource-data expandability, network-
information scalability, portable readers extendability for
speeding the on spot and random data collection, reduc-
ing hardware cost etc. [45, 74]. Requirements to inte-
grate RFID-sensor network include accurate and reliable
communication, energy efficiency and network mainte-
nance [19, 74]. Various proposals are given to integrate
RFID and sensor networks. In [72, 74], three types of
integration mechanisms are proposed. In first integration
mechanism, RFID tags are integrated with sensor devices.
In this mechanism, two approaches are suggested to inte-
grate RFID tags and sensors. In first approach, tags are
integrated with sensor devices and communicate only with
readers. Second approach suggest to integrate tag with
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sensor devices and they communicate with each other to
construct an ad hoc network. In second integration mech-
anism, reader are integrated with sensor devices [24, 74].
In this mechanism, readers attached with sensors collect
data from RFID tags. Readers-sensor attachment com-
municates to route the information and construct an ad
hoc network. In [26], a commercial solution to integrate
RFID and mobile devices is proposed. This solution helps
to construct MANET. In third integration mechanism, a
mixed architecture is proposed. In this architecture, tags
and sensor nodes are kept independent but coexist in same
network. Mixed architecture consist of smart stations,
RFID tags and sensor nodes. Smart stations are com-
posed of RFID reader, a microprocessor and a network
interface. Both RFID and Sensor networks are pervasive
networks and require more attention on all aspects of its
security. Security aspects in these networks include access
rights, identification, authentication, authorization, own-
ership transfer, hardware cryptographic implementation,
message delivery guarantee, security threats, tampering,
forging etc. [5, 40]. Among WSNs, security and privacy
issues include physical attacks, jamming, tampering at
physical layer, packet disruption and collision at data link
layer, spoofing, sybil, altering, replaying, wormhole and
sinkhole attacks at network layer, flooding at transport
layer, cloning, incorrect location reference, data aggrega-
tion, time synchronization and masquerading attacks in
service and application layer. Among RFIDs, security and
privacy issues include spoofing, cloning, tampering, track-
ing, denial of service, etc. [62]. Solutions to these security
and privacy issues are achievable through cryptography
or detection and prevention mechanisms [62]. Cryptog-
raphy is an art of writing or solving the codes which is
classified into symmetric and asymmetric cryptosystem.

Asymmetric cryptosystem is considered to be more se-
cure than symmetric cryptosystem. In asymmetric cryp-
tosystem, key can be easily shared between two parties
without the need to pre-establish any key. But algo-
rithms of asymmetric cryptosystem can be easily bro-
ken using quantum computers [58]. Thus, Elliptic Curve
Cryptosystem (ECCr), ElGamal Cryptosystem, RSA, etc.
are not considered to be secure against quantum com-
puters [14]. Hence demand of designing secure sys-
tem increases and it results to post quantum cryptosys-
tem [51]. Post quantum cryptosystem can be classified as:
Hash based, Lattice based, Coding based, Multivariate-
quadratic and Secret key cryptosystem [11]. These sys-
tems are considered to be secure against quantum com-
puters. Both RFID and sensor based Mobile Ad Hoc
Networks (MANETs) are resource constraint devices and
thus require lightweight cryptographic primitives. These
lightweight cryptographic aspects should be accommo-
dated within one third of the total hardware available.
This space may increase three to four times at lesser cost
in future [76]. Lightweight hierarchical error correcting
codes are an efficient approach for node interconnection
in resource constraint devices [10]. Such hierarchical sys-
tems decrease the losses, errors, noises, implementation

overhead and improve performance, throughput, good-
put, etc. In order to achieve complete security, lightweight
cryptographic primitives can be integrated with hierarchi-
cal distribution for achieving the necessary performance
and security.

For achieving complete system security, a three dimen-
sional McCumber Cubes model suggests various cryp-
tographic primitives: transmission, storage, processing,
confidentiality, integrity, availability, human factor, pol-
icy with practices and technology [47]. During these
phases various aspects are taken into consideration like:
user rights and roles, usage policies, trust policies, pass-
word policy, authentication policy, security policies, ed-
ucating security policy, training policies, privacy rights,
etc. Trust management is an important aspect of consid-
eration. Trust is a behavior assessment and it is defined
in many ways [4, 22, 23, 33, 46, 48, 64]. Trust can be
measured based on various aspects like: integrity, ability
and benevolence, key generation, identification, informa-
tion secrecy, simulator aspects, etc. [32, 69]. In this work
trust is used to establish and maintain relationships be-
tween nodes.

The current study proceeds as follows. Section 2 pro-
vides background on lightweight cryptographic primitives,
protocols and trust management. Section 3 introduces
the assumption and premises used in this work. In sec-
tion 4, proposed method for integrating lightweight identi-
fication, lightweight authentication, lightweight distance
bounding, lightweight tag and ownership transferred is
presented using lightweight trust management mecha-
nism. Section 5 describes the probability based attack
analysis in distance bounding protocols. Simulation and
protocol policy analysis of proposed hierarchical network
is also presented in section 5. Finally, section 6 concludes
the work.

2 Background

Lightweight cryptography is classified as: lightweight
primitives and lightweight protocols [2]. Two major
classes of lightweight primitives are: symmetric and asym-
metric primitives. Symmetric primitives include block ci-
pher, stream cipher, hash function, pseudo random num-
ber generation and asymmetric primitives include number
based system, discrete logarithmic construction and curve
based cryptosystem. Lightweight Protocols can be classi-
fied as: identification, authentication, distance bounding,
yoking, tag ownership protocols, etc. In resource con-
straint devices, upto 30% of gate equivalents (GEs) are
available for lightweight cryptographic primitives and pro-
tocols [34, 53]. These GEs can increase with advancement
of technology [49].

On radio frequency signal, authenticity and valid-
ity of users and messages is achieved through crypto-
graphic primitives, ultra-lightweight operations, EPC-
global Class1 Generation2 protocols, physical primitives,
etc. [2]. Unique serial number generation [35, 41, 44, 65]
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and plausibility check [44, 52] are the authentication
mechanisms without using tags. These protocols are
application dependent solutions for authentication with
proper justification. A leak in justification enhances
the chance of un-authenticated users become part of
network. Authentication solutions through cryptogra-
phy avoid cloning. For example: encryption/decryption,
hash-lock, hash based synchronous secret, Hopper and
Blum (HB), pseudo random number based protocols, zero
knowledge device authentication, etc. are cryptography
mechanisms for providing authentication [44]. In another
solution [50], physical properties of product stores the
unique and cryptography based data for avoiding coun-
terfeiting and un-authorized access. Apart solutions from
cryptography, specific security model based requirements
for authentication is considered to be a valid choice [13].
Among these protocols, traceability, de-synchronization,
man-in-middle, cracking codes using basic binary opera-
tion, etc. are commonly found to be the attacks [6, 15, 61].
Cryptography based authentication solutions are costlier
also. For example, although hash based solution are found
to be perfect in security but the hardware cost for im-
plementing a hash based solution proposed is almost in-
feasible solution [60]. Hash based solutions like: RIP,
RAP, O-RAP, O-RAKE, etc. easily avoids the traceabil-
ity attacks. Cryptography based stored information con-
taining unique identification, anonymity and anti-cloning
mechanism provides maximum security through hashing
only [12]. In [3], it is found that computational workload
and scalability are the major challenges in hash based
schemes. However, solutions has been proposed to in-
creased the scalability and security of authentication pro-
tocols through hashing. For example, Avoine mutual au-
thentication protocol is a two phase hash based mech-
anism and it is designed to increase the scalability and
security. Here, scalability is limited with distance bound-
ing and removal of distance based frauds.In lightweight
cryptography, various solutions for lightweight authenti-
cation protocols are proposed. For example, Lightweight
Mutual Authentication protocol (LMAP) [67]. LMAP
provides security against replay, forgery, anonymity, etc.
However, this protocol is not secure against traceability
attack. Protocol for Lightweight Authentication of IDen-
tity (PLAID) provides authentication and enhances the
privacy through confidentiality and integrity [9]. This
solution is designed for contactless smart card systems.
Efficiency and reduction of costs are the real advantages
of this protocol. It also provides fast and strong security
between smart card and terminal devices. Strong security
is achieved by not leaking the identity information.

Trust Management involves trust measurement, trust
propagation, trust accumulation, trust prediction and
trust application [20, 28, 29]. Trust measurement is
a subjective calculation that one node has to establish
on another. Trust measurement among various nodes
of a resource constraint network is another challenge.
CuboidTrust is a positive or negative signal based global
trust computational method [18]. This method also

helps to determine quality and contribution of nodes in
a network. EigenTrust is satisfactory or unsatisfactory
transaction based method with malicious node identifica-
tion [36].

Health of resource constraint mobile nodes plays an
important role in measuring the trust score. In this
work, health is measured with the help of three com-
ponents: lightweight energy measurements, lightweight
route acting algorithms and lightweight vibration signals.
Lightweight energy conservation and measurement algo-
rithms in lightweight mobile sensor networks with ability
of full coverage play an important role in trust compu-
tation. Energy in ad hoc networks is consumed through
three modes: transmitting, receiving or simply ”on” [25].
Saving energy increases the lifetime and utilization of ad
hoc nodes. Transmitting data is major source of energy
consumption among three components [25]. Receiving or
collecting information is divided into four major compo-
nents: discovery, data transfer, routing and motion con-
trol [27]. Discovery information can be collected from ei-
ther of the two methods: Mobility independent protocols
or knowledge based protocols. Mobility independent pro-
tocols are further classified into three schemes: scheduled
rendezvous, on-demand and asynchronous [27]. Sched-
ules based protocols classification involve time slot, fre-
quency based and spread spectrum codes [75]. In these
types of networks, slots are fixed for every node thus no
chance of collision or overhead, easy to implement and
energy efficient but assigning numbers to nodes for spe-
cific slot can prolonged delay. For example, Chakrabarti
et. al. proposed a wake up mechanism on time sched-
ule [17]. Zhang et. al. proposed ZebraNet based on
global positioning system (GPS) and derivation of sched-
ule mechanism [73]. Other examples of scheduling based
protocols developed for sensor nodes are: TRAMA [56],
FLAMA [55], SMACS [59], SRSA [68], R-MAC [71], DW-
MAC [62, 75], etc. On-demand protocols are based on
wakeup calls. Whenever some event signals to channel,
it intimates to the sensor node and that node power up
the data radio and start transmission. In this type of
protocols, two types of signals are required to complete
the process: one for wakeup call and second for data
transmission. Various mechanisms are used to complete
this functionality. Wakeup call could be performed using
low frequency and data transmission through high fre-
quency [57], wakeup call and data transmission call are
performed using separate messages [70].

3 Proposed Scheme

Table 1 shows the symbols used in this work.

3.1 Lightweight Identification

In order to reduce the computation cost, Reed-Muller

codes is used for identifying the tags. BC
M

(a,b)

(c,d)

2n
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Table 1: Symbols

Symbol Quantity

M
(a,b)
(c,d)

cth mobile node in dth subgroup at ath layer with bth network. Here,
a, b, c, dε{1, 2...∞}.

BC
M

(a,b)

(c,d)

2n binary code selected for M
(a,b)
(c,d) .

SMHLa

(e,d) eth subgroup member in dth subgroup at ath layer.

CW
BC

M
(a,b)
(c,d)

2n

codeword generated with length L and distance D.

SGHLa

d dth subgroup at ath layer. Selection of SGHLa

d is based on HEALTH, i.e. HEHMNa .

HEHMNa
HEALTH,HEHMNaεf{ESMa , RASMa , V IB

SMHLa
(e,d)

+ }.
ESMNa energy state

RASMNa router acting strength moment

V IB
SMHLa

(e,d)

+ /V IB
SMHLa

(e,d)

− positive/negative vibration signals send from subgroup member

PSMNa ath mobile node in its full energy and without being attacked

SGSCHLa
d

subgroup controller of dth subgroup at hierarchical layer HLa

is an ary code with elements (CW
BC

M
(a,b)
(c,d)

2n

, L,D).

A new binary code for next node is generated as

BC(m)
M

(a,b)

(c,d)

2n = BC(m1)
M

(a,b)

(c,d)

2n ∗ BC(m2)
M

(a,b)

(c,d)

2n ={(X,X +

Y ), XεBC(m1)
M

(a,b)

(c,d)

2n and Y εBC(m2)
M

(a,b)

(c,d)

2n }. Major
strengths of this coding technique are: (i) with the help
of small key size it provides strong security, (ii) it reduces
the probability of cheating some node to a great extent
and (iii) computational complexity is very less. Weakness
of this coding technique is that it is prone to structural
attack.

3.2 Lightweight Grouping

Trust management plays an important role for forming
secure local subgroups for information exchange. It is
also necessary to integrate additional trust security layer
to resource constraint sensor nodes since cryptographic
primitives do not provide complete security and any extra
computation is not feasible on these nodes [37]. In order
to compute trust, following steps are followed: (a) gather
node information, (b) propagate information, (c) map to
trust model and make trust decision [37].

3.2.1 Gather Node Information

Taarget node’s reliability for information transfer can
easily be calculated through neighboring nodes. Neigh-

bor node can send V IB
SMHLa

(e,d)

+ or V IB
SMHLa

(e,d)

− signal to-

wards SMHLa

(e,d) . Strength of signal can be calculated

through different ways such as: forwarded packets, in-
tentionally dropped packets, intentionally forward packet
through some legitimate intermediate node, imperson-
ation or masquerading of data to bogus data, probability
of some event, etc. Probability of finding an anomaly

in attending or reporting in a regular event is helpful
for providing neighboring node information [43]. Now,
probability of following a path from source (SR(x1,y1))
to destination (DT (xn,yn)) is identified using Markov

chain. P (SR
(x1,y1)
1 , SR

(x2,y2)
2 , SR

(x3,y3)
3 .DT

(xn,yn)
n ) =

P (SR
(x1,y1)
1 = SR

(x1,y1)
1 ∗px1x2 ∗px2x3 .....∗pxn−1xn = PS ,

i.e. when probability reaches zero then that particular
region is called an event region. When a node follows a
particular path, Frisbee model [16] is used to construct
subgroups. This model in resource constraint network
reduces losses. Figure 1 shows the construction of Fris-
bees with fixed number of nodes. In the process of cre-
ating single-hop Frisbees, node communicates with other
node through lightweight and energy efficient authentica-
tion mechanism.

Figure 1: Frisbee construction with mobility of node

3.2.2 Propagate Information

Once subgroups are constructed then these subgroups are
merged to form hierarchy. Each SGHLi

M
(a,b)

(c,d)

at every hi-

erarchical layer will contain a subgroup controller. Fig-
ure 2 shows the construction of hierarchy with movement

of M
(a,b)
(c,d) that may take the form of SGHLi

SCd
. As shown

in Figure 2, M
(a,b)
(c,d) will act as producer (Pi) or consumer
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(C
′

i or C
′′

i ). These producer and consumer will perform

multiple tasks like: (i) distribution of BC(m1)
M

(a,b)

(c,d)

2n , (ii)

with the help of BC(m)
M

(a,b)

(c,d)

2n , SGHLi

SCd
generate keys and

distribute to consumers and (iii) nodes exchange messages
using lightweight encryption mechanism.

Figure 2: Hierarchical formation using real and virtual
nodes

• During distribution of BC(m)
M

(a,b)

(c,d)

2n , Pi will fetch the
reed-muller binary code from the database and dis-
tribute to C

′

i or C
′′

i . The producer-consumer module
to exchange reed-muller code using interface, port
and channel is shown in Figure 3. Here, n-consumer
modules are connected to single producer and each
producer/consumer module is associated with an in-
terface. These are writing and reading interfaces at
producer and consumer ends respectively. Since pro-
ducers generate and consumers accept reed-muller
codes thus port associated with producer is output
and consumer is input.

• With the help of BC(m)
M

(a,b)

(c,d)

2n , SGHLi

SCd
generate keys

and distribute to consumers. In [42], efficient hier-
archical threshold based symmetric group key man-
agement protocol is proposed. It is found that inclu-
sion of virtual nodes reduces the energy losses and
joining/leaving expenses of nodes. Extension to Teo
and Tan‘s group key management protocol is inte-
grated to generate and distribute a group symmetric
key ‘K ′ [42, 66]. Major strengths of this process are:
(i) protected from forward and backward secrecy, (ii)
strong authentication mechanism and (iii) efficient in
terms of small subgroup formation in close vicinity.

• With help of symmetric key ‘K ′, messages are ex-
changed using protocol1 between smart nodes. Here,
smart node is integration of RFID reader with mo-
bile sensor node. Reader reads the information from
nearby tags and communicates to other sensor nodes
through radio frequency. A microcontroller is used
to make the RFID reader data compatible for sensor
node in a smart node.

Figure 3: Exchange of BC(m)
M

(a,b)

(c,d)

2n , Pi using producer-
consumer

Protocol 1: Messages exchange using lightweight en-
cryption/decryption mechanisms.

Premise: Let EK , DK and H represents the lightweight
encryption, decryption and hashing functions respec-
tively.

1) SGHLi

SMj
→ SGHLo

SMr
: {EK{Message}, H(Message)}.

2) SGHLo

SMr
verifies the message digest by regen-

erating it using H(DK(EK{Message})). If
H(DK(EK{Message})) = H(Message) then mes-
sage is accepted otherwise rejected.

3) if message is accepted then SGHLo

SMr
→ SGHLi

SMj
:

{EK{Acknowledgement}, H(Acknowledgement)}
and if message is rejected then SGHLo

SMr
→

SGHLi

SMj
: {EK{Negative Acknowledgement},

H(Negative Acknowledgement)}.

4) SGHLi

SMj
verifies the receipt of mes-

sage through acknowledgement as:
H(DK(EK{Acknowledgement})).
If H(DK(EK{Acknowledgement})) =
H(Acknowledgement) then message is accepted
otherwise retransmission start with timer.

These steps of message exchange ensures: (i)
confidentiality of message exchange through en-
cryption/decryption, (ii) message integrity through
lightweight hashing hashing, (iii) pre-image resistant
and collision resistant properties of messages through
lightweight hashing, (iv) compression of message through
hashing and (v) retransmission of messages in case of
message loss or corruption.
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3.2.3 Map to Trust Model

As discussed, trust management includes trust gen-
eration, trust propagation, trust accumulation, trust
prediction and trust application [29]. Once subgroup is
constructed using protocol1 then it can be protected from
various attacks and maintains the relationships using
trust management. Trust mechanism assumes every
member of constructed hierarchy as PSMNa and passes
through following phases for maintaining relationships.

Trust Generation: Trust on a mobile node is calcu-
lated from its HEHMNa score. Trust is directly pro-
portional to HEHMNa score. Initially, all nodes are

considered to be PSMNa and vibrate V IB
SMHLa

(e,d)

+ signal
only. Here, health is calculated from three factors i.e.

HEHMNaεf{ESMa , RASMa , V IB
SMHLa

(e,d)

+ }. Three com-
ponent’s values are rated on grading scheme in order to
calculate the trust value of any node and this grading
process is explained as follows:

• RASMa ensures reliability and quality of service.
Since all nodes are considered to be PSMNa thus
reliability and quality of nodes is assumed to
be very high. Reliability of node is dependent
upon delivery ratio, goodput, coverage, fairness,
jitter and routing cost [54]. Quality of service
is calculated from number and type of interac-
tions, which is calculated as probability score value
(PSV) and it is calculated as number of times the

P (SR
(x1,y1)
1 , SR

(x2,y2)
2 , SR

(x3,y3)
3 ····DT (xn,yn)

n ) of any

M
(a,b)
(c,d) reaches zero in some region ‘R’. Interactions

in this region may transmit very good, good, average,
poor or very poor quality of transmissions.

• ESMa is measured in form of bursts and sleep time.
These bursts are scaled based on traffic. Low traffic
consumes less energy and heavy traffic consumes high
energy. In order to rate energy levels, bursts are di-
vided into four major categories: zero, low, medium
and high. Zero bursts do not consume energy and in
this state, nodes are assumed to be in sleep state.
Low bursts are the minimum consumption states.
Medium bursts are the frequent consumption states
but do not increase its value with time as compared
to high bursts which are more frequent. Energy con-
sumption increases with time if high bursts are con-
tineously observed. Section 5 describes the energy
consumption analysis.

• V IB
SMHLa

(e,d)

+ are the positive vibration signals and
present experiences of neighboring nodes. A node
can send positive or negative vibration signals. Pos-
itive signals are used to indicate trust and negative
for un-trust. In this work, counts on positive signals
are made to measure the trust. This count value
ranges from 1(Low) to 10 (High). Rating is the num-
ber of trust response coming from neighboring nodes.

If number of neighboring nodes exceed ten then it
is considered to be highly trusted but if number
of neighboring nodes response is less than ten then
10 minus total response will give negative vibration
score. Subgroup signal value is also calculated from
the average score of it’s node’s trust vibration scores.
Subgroup controller can debar any subgroup from hi-
erarchy because of its malicious operations. Which is
calculated from its subgroup members health score.

Table 2: Lightweight automatic trust propagation-
intruder analysis (time in msec)

Percentage
age of
SCORE

(HEHMNa
neighbor)

Intruder
Asser-
tions

Proposed Trusted
Strategy

Time (Steps) Result

More than 90 1/5/10 20/21/26 Proved
(120/226/351)

90 to 75 1/5/10 35/42/61 Proved
(222/350/595)

75 to 60 1/5/10 41/61/74 Proved
(332/530/650)

60 to 45 1/5/10 52/74/85 Proved
(436/626/751)

Less than 45 1/5/10 62/84/95 Proved
(546/726/881)

Trust Propagation: Once trust of node is calculated
then its value is propagated to other nodes. This prop-
agation is made through selective algorithm [63]. Range
of SCORE(HEHMNa

neighbor) selected for selective algorithm
is analyzed using Alloy [30, 31]. Alloy is a lightweight,
powerful, simple design, automatic and animation anal-
ysis tool. Table 2 shows that there are five ranges of
health score: more than 90, 90 to 75, 75 to 60, 60 to
45 and less than 45. There are three variations of in-
truders: 1, 5 and 10 to analyze the proposed mech-
anism. This analysis shows that with change in ev-
ery score range, there is an increase in minimum of 10
msec and 100 steps to detect intruders. However, in-
truders are detectable and results are proved in this
tool. According to selective algorithm, single high health
score neighbor is selected if SCORE(HEHMNa

neighbor) ≥
90%, two high score neighbor are selected if 90% 

SCORE(HEHMNa

neighbor) ≥ 75% ,three high score neigh-

bor are selected if 75% 
 SCORE(HEHMNa

neighbor) ≥
60%, four high score neighbor are selected if 60% 

SCORE(HEHMNa

neighbor) ≥ 45%, transmit to all neigh-

boring nodes if 45%SCORE(HEHMNa

neighbor). Multiple
entities of trust are re-evaluated in trust prediction
phase through identification marks since each commu-

nication contains its identification, i.e. BC(m)
M

(a,b)

(c,d)

2n ) ‖
SCORE(HEHMNa

neighbor). This mechanism of trust propa-
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gation through health score help in protecting the network
from various attacks.

Table 3: Lightweight automatic trust accumulation-
intruder analysis (time in msec)

Percentage
age of
SCORE

(HEHAV G)

Intruder
Asser-
tions

Proposed Trusted
Strategy

Time (Steps) Result

More than 90 1/5/10 31/41/44 Proved
(131/233/362)

90 to 80 1/5/10 42/52/71 Proved
(222/362/493)

80 to 70 1/5/10 54/61/88 Proved
(341/466/645)

70 to 60 1/5/10 64/81/101 Proved
(531/771/823)

60 to 50 1/5/10 74/93/118 Proved
(666/902/1120)

Less than 50 1/5/10 92/104/165 Proved
(786/966/1481)

Trust Accumulation: At destination, trust values
are accumulated and evaluated. Since, trust value
passes through multiple paths hence source‘s trust
value is predicted from health of the path followed.
Health of each routed node is accumulated along with
its trust value. Average of health is calculated using:
HEHAVG = (HEHMN1+HEHMN2+..+HEHMNn)/N .
Based on score(HEHAVG) value, path is se-
lected and rated. Table 3 shows that there are
six range of score(HEHAVG). With decrease in
score(HEHAVG) of 10% there is an increase in min-
imum of 10 msec and 100 steps to detect intruders.
However, intruders are detectable and results are
proved on alloy tool. This measurement is taken
to rate the path followed for trust accumulation. If
score(HEHAVG) ≥ 90%, then path is considered as
excellent, very good if 90% 
 score(HEHAVG) ≥ 80%,
good if 80% 
 score(HEHAVG) ≥ 70%, average
if 70% 
 score(HEHAVG) ≥ 60%, below aver-
age if 60% 
 score(HEHAVG) ≥ 50%, poor if
50% 
 score(HEHAVG).

Trust Prediction: Now, after transmitting the trust
score in the form of health, healthiness of route is
determined. If route health is below average then trust
is recomputed at destination using lightweight trust
computation based on prejudice, experience and hearsay.
It is calculated as: T i = C ∗ Exp. + (1 − C) ∗ Her.,
where T, C, Exp. and Her. are respectively the trust,
self confidence level, experience and hearsay values.
Experience is the average value of current observation
and immediate observation. Hearsay is calculated as:

H(MN j) = (Σn
i=1T

i)/N . Here, N is the number of
neighboring connected nodes to MNa and T i is the ith

response of trust.

Trust Application: Once basic trust relationship is
established then application specific trust depends upon
user operations. Secure and safe transmission of informa-
tion is necessary and confirmed through authentication
procedures. Applications that are required to be operated
in basic trusted environment should have to produce
application trust value (Ta). This trust value is compared
with basic trust value (Ti). If Ta � Ti then access to
application fails. Failure or success of the application
for operation is broadcasted to other subgroup members
using broadcasting mechanism. Protocol 2 describes this
mechanism.

Protocol 2: Application trust broadcasting for access
rights.
Goal: To compare trust value with required application
trust value. After this comparison, if application trust
value is less then access to application is not allowed and
this information is broadcasted to all subgroup members.

1) SGHLi

SMj
→ SGHLi

SMk
: ”ALLOW” ‖ ”DENY ”.

2) SGHLi

SCk
→ SG

HLi−1

SCk
: ”ALLOW” ‖ ”DENY ”. This

step is repeated until top subgroup controller receives
the message.

3) SGHLo

SCk
initiated the process of collecting information

about applications whose access rights are managed
through trust comparison.

Here, ALLOW and DENY are single bit messages.
These messages help to debar the applications that can
maliciously harm the network. If ‘h′ is the height of hier-
archy constructed and ‘n′ is the total number of subgroup
constructed then total number of messages required to
broadcast this information are ‘h ∗n ∗ 10’. In this work, a
set of two node based trust applications are integrated for
distance bounding. This trust application is explained in
next sections.

3.3 Lightweight Trust Based Distance
Bounding and Authentication

In this section, distance bounding and authentication
protocols are integrated to hierarchical model for limiting
the distance between two nodes and to authenticate each
other. Distance bounding and authentication are two set
of protocols but an integrated form of these protocols is
used to reduce the hardware cost. In this work, modified
form of Avoine mutual authenticated KA2 (MA-KA2)
protocol is integrated with lightweight parameters [7].
The modified form of this mechanism is explained in
Protocol 3. There are two phases of protocol: slow
and fast. In slow phase, nonce values are exchanged
and in fast phase, authentication is performed using
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challenge-verify process.

Protocol 3: Modified MA-KA2 and Distance Bounding
Protocol.

Premises: Let R
M

(a,b)

(c,d) be the random number selected
by M

(a,b)
(c,d) .NSGHLa

SCd

represents the nonce generated by dth

subgroup with its subgroup controller. Here, every sub-
group member act as a prover or a verifier. When direc-

tion bitDIRi

M
(a,b)

(c,d)

of some mobile node is zero thenM
(a,b)
(c,d)

sends a random challenge CHAi

M
(a,b)

(c,d)

ε{0, 1} towards an-

other mobile node M
(a,b)
(f,d) . Now, this mobile node replies

with verification process (V ERCHAi

M
(a,b)

(f,d)

). When DIRi

M
(a,b)

(c,d)

is one then M
(a,b)
(f,d) will send CHAi

M
(a,b)

(f,d)

ε{0, 1} and M
(a,b)
(c,d)

will verify. If the random number generated is not veri-

fied, i.e. R
M

(a,b)

(c,d) 6= V ERCHAi

M
(a,b)

(a,d)

then communication is put

in protected mode. This protected mode behaves differ-
ently than regular rounds. In this mode, nodes have to
regularly produce and verify the challenges. Let b and r
are the number of bits used in direction bit and number
of rounds in two phases of distance bound mutual au-
thentication protocol. T

M
(a,b)

(c,d)

represents the timer from

M
(a,b)
(c,d) , TMAX is the maximum time elapsed for check-

ing distance bounding and H is a pseudorandom number
function.
Goal: Limit the distance between two subgroup con-
trollers or members and authenticate each other.
Step 1: Slow Phase

1) Every subgroup member from both subgroups will se-

lect a random number, i.e. R
M

(a,b)

(1,d) , R
M

(a,b)

(2,d) ...R
M

(a,b)

(9,d)

and R
M

(a,b)

(1,e) , R
M

(a,b)

(2,e) ...R
M

(a,b)

(9,e) .

2) Since a symmetric key K is already shared between
subgroup members thus nonce are generated using:

NSGHLa
SCd

= H(K,R
M

(a,b)

(1,d) ‖ RM
(a,b)

(2,d) ‖ ... ‖ RM
(a,b)

(9,d) )

and NSGHLa
SCe

= H(K,R
M

(a,b)

(1,e) ‖ R
M

(a,b)

(2,e) ‖ ... ‖

R
M

(a,b)

(9,e) ). Here, H is a lightweight cryptographic hash
function.

3) Two subgroup controller exchanges these nonce
values as: SGHLa

SCd
→ SGHLa

SCe
: NSGHLa

SCd

, SGHLa

SCe
→

SGHLa

SCd
: NSGHLa

SCe

, {DIRi
SGHLa

SCd

‖

DIRi
SGHLa

SCe

‖ V ERCHA0 ‖ V ERCHA1 ‖

V ERCHA2} = h(K,NSGHLa
SCd

, NSGHLa
SCe

Num-

ber of bits (DIRi
SGHLa

SCd

) = Number of

bits(DIRi
SGHLa

SCe

) = r, Number of bits (V ERCHA0

)

=Numberofbits(V ERCHA1

) = 2(b−r)−1, Number

of bits (V ERCHA2

) = 2b.

Step 2: Fast bit exchange phase

1) SGHLa

SCd
computes COM1

SGHLa
SCd

= DIR1
SGHLa

SCd

and

start timer TSGHLa
SCd

. During this time, it sends

COM1
SGHLa

SCd

towards SGHLa

SCe
.

2) SGHLa

SCe
checks if COM1

SGHLa
SCd

= DIR1
SGHLa

SCd

then

computes COM1
SGHLa

SCe

= V ERCHA2

1 . With start of

TSGHLa
SCe

, SGHLa

SCe
sends COM1

SGHLa
SCe

to SGHLa

SCd
. But if

COM1
SGHLa

SCd

6= DIR1
SGHLa

SCd

then error is detected and

instead of sending random answers until end of the
protocol it check value ofHEHMNa

SGHLa
SCe

andHEHAVG.

if any value is below satisfactory level then it adds
the communication in protected mode.

3) SGHLa

SCd
stops TSGHLa

SCd

and compute DOM b−1
SGHLa

SCe

=

COM b−1
SGHLa

SCd

⊕ V ERCHA2

2b−3 .if DOM b−1
SGHLa

SCe

=

DIRb−1
SGHLa

SCe

then COM b
SGHLa

SCd

= V ERCHA2

2b−2 ⊕

DIRb
SGHLa

SCd

. Further, if DOM b−1
SGHLa

SCe

6= DIRb−1
SGHLa

SCd

then again it check for HEHMNa

SGHLa
SCd

and HEHAVG.

If any of these values are unsatisfactory then it adds
the communication to protected mode. Also, SGHLa

SCd

sends COM b
SGHLa

SCd

to SGHLa

SCe
and start TSGHLa

SCd

.

4) SGHLa

SCe
stops TSGHLa

SCe

and compute DOM b
SGHLa

SCd

=

COM b
SGHLa

SCd

⊕ V ERCHA2

2b−2 . If DOM b
SGHLa

SCd

6=

DIRb
SGHLa

SCd

then HEHMNa

SGHLa
SCd

and HEHAVG are

checked before sending unsatisfactory report for pro-
tected mode. Also, SGHLa

SCe
start TSGHLa

SCe

and send

DOM b
SGHLa

SCd

to SGHLa

SCd
.

5) SGHLa

SCd
stops TSGHLa

SCd

and compute

DOM b
SGHLa

SCe

= DOM b
SGHLa

SCd

⊕ V ERCHA2

2b−1 .

If DOM b
SGHLa

SCe

= DIRb
SGHLa

SCe

then compute

COM b+1

SGHLa
SCd

= V ERCHA2

2b ⊕ R
M

(a,b)

(1,d) . Further,

if DOM b
SGHLa

SCe

6= DIRb
SGHLa

SCe

then HEHMNa

SGHLa
SCd

and HEHAVG values are checked before sending
unsatisfactory report for protected mode. SGHLa

SCd

sends COM b+1

SGHLa
SCd

to SGHLa

SCe
and start TSGHLa

SCd

6) SGHLa

SCe
stops TSGHLa

SCe

and computes R
M

(a,b)

(1,d) =

COM b+1

SGHLa
SCd

⊕ V ERCHA2

2b−2 . If R
M

(a,b)

(1,d) = 0 then

COM b+1

SGHLa
SCe

= V ERCHA0 ⊕RM
(a,b)

(1,e) else if R
M

(a,b)

(1,d) =
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1 then COM b+1

SGHLa
SCe

= V ERCHA1 ⊕ R
M

(a,b)

(1,e) . Also,

SGHLa

SCe
starts TSGHLa

SCe

and sends COM b+1

SGHLa
SCe

to

SGHLa

SCd
.

7) SGHLa

SCd
stops TSGHLa

SCd

and computes R
M

(a,b)

(r−b−1,e) =

DOM b−1
SGHLa

SCd

⊕V ERCHAr−b−1

2r−2b−2 . Now, if R
M

(a,b)

(r−1,e) = 0

then DOM b
SGHLa

SCd

= V ERCHA0
2r−2b−1⊕RM

(a,b)

(r−b,d) else

if R
M

(a,b)

(r−1,e) = 1 then COM b
SGHLa

SCd

= V ERCHA1

2r−2b−1 ⊕

R
M

(a,b)

(r−b,d) . Also, SGHLa

SCd
starts TSGHLa

SCd

and sends

COM b
SGHLa

SCd

to SGHLa

SCe
.

8) SGHLa

SCe
stops TSGHLa

SCe

and computes R
M

(a,b)

(r−b−1,d) =

DOM b
SGHLa

SCd

⊕V ERCHAr−b−1

2r−2b−2 . Now, if R
M

(a,b)

(r−b,d) = 0

then COM b
SGHLa

SCe

= V ERCHA0

2r−2b−1 ⊕ R
M

(a,b)

(r−b,e) else if

R
M

(a,b)

(r−b,d) = 1 then COM b
SGHLa

SCe

= V ERCHA1
2r−2b−1⊕

R
M

(a,b)

(r−b,e) . Also, SGHLa

SCe
sends COM b

SGHLa
SCe

to

SGHLa

SCd
.

9) SGHLa

SCd
stops TSGHLa

SCd

.

Step 3: End of fast bit exchange phase and start check
for processing delay.

1) SGHLa

SCd
checks for H(K,R

M
(a,b)

(1,d) ‖ R
M

(a,b)

(2,d) ‖

.... ‖ R
M

(a,b)

(9,d) ) = NSGHLa
SCd

and SGHLa

SCe
checks for

H(K,R
M

(a,b)

(1,e) ‖ RM
(a,b)

(2,e) ‖ ... ‖ RM
(a,b)

(9,e) = NSGHLa
SCe

.

If both are true and time elapsed is less than TMAX

then communication is successful.

Major strengths of this protocol are: (i) one subgroup
controller or member can put distance limit to another
subgroup controller or member, (ii) unilateral authen-
tication is provided to protect against dismantling at-
tack, (iii) distance bounding protocols protects from lo-
cation based attacks using cryptographic characteristics
integrated with physical attributes of the nodes and (iv)
attack analysis in section 5 shows that the modified proto-
col is efficient, secure and having lowest False Acceptance
Rate (FAR). The FAR is the rate of possibility of accep-
tance of nodes when there are chances of attack.

4 Result Analysis

4.1 Attack Analysis

4.1.1 Distance Bounding Protocol Attack Anal-
ysis

In this section, probability of success of mafia fraud, dis-
tance fraud, terrorist fraud and distance hijacking attacks
are analyzed on distance bounding protocols. The analy-
sis is explained as follows:

Attack: Mafia Fraud Attack

Description: In this attack, a malicious subgroup
controller (MSGHLa

M
(a,b)

(c,d)

) and a malicious group member

(MM
(a,b)
(c,d) ) are inserted in subgroups. These malicious

entities communicate with original subgroup controller
and members and convince them to reveal secret in-
formation [59, 68, 71]. MSGHLa

M
(a,b)

(c,d)

and MM
(a,b)
(c,d) start

man-in-middle attack by sending MSGHLa

SCd
→ SGHLa

SCe
:

NMSGHLa
SCd

and MSGHLa

SCe
→ SGHLa

SCd
: NMSGHLa

SCe

. This ef-

fects the rounds of fast bit exchange. Now, success proba-
bility of this attack is determined by defining the following
events:

• ANDi
SGHLa

SCd

attack is not detected at ith round by

SGHLa

SCd
.

• ADi
SGHLa

SCd

attack is detected at ith round by SGHLa

SCd
.

• HEH ANDMNa

SGHLa
SCd

health score of SGHLa

SCd
at time

when attack is not detected at ith round by SGHLa

SCd
.

• UANDi
SGHLa

SCd

attack is not detected at until the ith

round by SGHLa

SCd
.

• ANDi
SGHLa

SCe

attack is not detected at ith round by

SGHLa

SCe
.

• ADi
SGHLa

SCe

attack is detected at ith round by SGHLa

SCe
.

• HEH ANDMNa

SGHLa
SCe

health score of SGHLa

SCe
at time

when attack is not detected at ith round by SGHLa

SCe
.

• UANDi
SGHLa

SCe

attack is not detected at until the ith

round by SGHLa

SCe
.

• COLi
SGHLa

SCd

is an event when collision occurs at

SGHLa

SCd
side in ith round.

• COLi
SGHLa

SCe

is an event when collision occurs at

SGHLa

SCe
side in ith round.
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Now, success probability of Mafia fraud attack can be
calculates as follows:

P [FAR]

= P [UANDi
SGHLa

SCd

/UANDi
SGHLa

SCe

]P [UANDi
SGHLa

SCe

]

+

n∑
i=1

P [UANDi
SGHLa

SCe

/ADi
SGHLa

SCd

]P [ADi
SGHLa

SCd

]

+

n∑
i=1

P [UANDi
SGHLa

SCd

/ADi
SGHLa

SCe

]P [ADi
SGHLa

SCe

]

(1)

P [UANDi
SGHLa

SCe

/ADi
SGHLa

SCd

]P [ADi
SGHLa

SCd

]

= Πi−1
j=1P [

UANDi
SGHLa

SCe

ANDi
SGHLa

SCd

]HEH ANDMNa

SG
HLa
SCd

=satisfactory

Πi−1
j=1P [

UANDi
SGHLa

SCe

ADi
SGHLa

SCd

]HEH ANDMNa

SG
HLa
SCd

=satisfactory

(2)

Now, there are five case when HEH ANDMNa

SGHLa
SCd

=

satisfactory. Let 1
p90
, 1
p80
, 1
p70
, 1
p60

and 1
p50

are the

five case probabilities when HEH ANDMNa

SGHLa
SCd

≥ 90%,

HEH ANDMNa

SGHLa
SCd

≥ 80%, HEH ANDMNa

SGHLa
SCd

≥ 70%,

HEH ANDMNa

SGHLa
SCd

≥ 60%,and HEH ANDMNa

SGHLa
SCd

≥

50% respectively. If 1
pi−1

be the probability that colli-

sion is not detected until (i− 1)th round and 1
pprotected

is

the probability of moving to protected mode then:

Πi−1
j=1P [

UANDi
SGHLa

SCe

ANDi
SGHLa

SCd

]HEH ANDMNa

SG
HLa
SCd

=satisfactory

= (
1

pj−1
)j−1(

1

pprotected
)j−1

+(
1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)j−1.

Thus Equation (2) can be written as:

P [UANDi
SGHLa

SCe

/ADi
SGHLa

SCd

]P [ANDi
SGHLa

SCd

]

= (
1

pi−1
)i−2(

1

pprotected
)i−2

+(
1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)i. (3)

Similarly,

n∑
i=1

P [UANDi
SGHLa

SCd

/ADi
SGHLa

SCe

]P [ADi
SGHLa

SCe

]

= (
1

pi−1
)i−2(

1

pprotected
)i−2

+(
1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)i. (4)

From Equations (3) and (4), one of the equation is used
to find error thus it reduces the probability of finding a
collision to be 1

2 . After putting values of Equations (3)
and (4) in (2), probability of false acceptance rate can be
calculated as:

P [FARn] = (
1

pi−1
)n(

1

pprotected
)n

+(
1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)n

+

n∑
i=1

((
1

pi−1
)n−i−2(

1

pprotected
)n−i−2

+(
1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)n−i−2).

(5)

Equation (5) gives the false acceptance probability.
Higher value of this probability give less protection
against intruders at earlier stage. However, progression of
relationship through trust decreases the probability and
increases the security of network for finding an attack. If
health score does not permit to accept any subgroup con-
troller or member then collision can stop the process of
communication at early stage.
Attack: Distance Fraud Attack
Description: A malicious node can come closer to sub-
group and make false claim to be the nearest node. [7,
38, 39]. Let EV ENT i

SGHLa
SCe

and EV ENT i
SGHLa

SCd

are the

events when SGHLa

SCe
and SGHLa

SCd
find collision. A collision

can occur when some bits are not verified. Now, success
probability of distance fraud attack can be calculated as:

P [EV ENT i
SGHLa

SCe

∩ EV ENT i
SGHLa

SCd

]

= (P [EV ENT 1
SGHLa

SCe

]P [
EV ENT 2

SGHLa
SCe

EV ENT 1
SGHLa

SCe

]

· · ·P [
EV ENTn

SGHLa
SCe

Πn−1
i=1 EV ENT

i
SGHLa

SCe

]HEH=satisfactory

+(P [EV ENT 1
SGHLa

SCd

]P [

EV ENT 2
SGHLa

SCd

EV ENT 1
SGHLa

SCd

]

· · ·P [

EV ENTn
SGHLa

SCd

Πn−1
i=1 EV ENT

i
SGHLa

SCd

]HEH=satisfactory.

Now, when DIR1
SGHLa

SCd

or DIR1
SGHLa

SCe

is zero then:

P [EV ENT i
SGHLa

SCe

∩DIRi
SGHLa

SCe

∩HEH ANDMNa

SGHLa
SCd

= satisfactory]

=
1

2
(

1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)

= P [EV ENT i
SGHLa

SCd

∩DIRi
SGHLa

SCd

∩HEH ANDMNa

SGHLa
SCd

= satisfactory]. (6)
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When DIR1
SGHLa

SCd

or DIR1
SGHLa

SCe

is one then:

P [EV ENT i
SGHLa

SCe

∩DIR1
SGHLa

SCe

∩HEH ANDMNa

SGHLa
SCe

= satisfactory]

= P [EV ENT i
SGHLa

SCe

∩DIRi
SGHLa

SCe

]

P [HEH ANDMNa

SGHLa
SCe

= satisfactory]

= P [(EV ENT i
SGHLa

SCe

∩V ERCHA1

= h[K,NSGHLa
SCd

, NSGHLa
SCe

)]

P [DIRi
SGHLa

SCe

]P [HEH ANDMNa

SGHLa
SCe

= satisfactory]

+P [(EV ENT i
SGHLa

SCe

∩V ERCHA1

6= h[K,NSGHLa
SCd

, NSGHLa
SCe

)]

P [DIRi
SGHLa

SCe

]P [HEH ANDMNa

SGHLa
SCe

= satisfactory]

= (
3

4
)i + (

n∑
i=1

(
1

pi−1
)n−i−2 ∗ (

1

pprotected
)n−i−2

+(
1

p90
+

1

p80
+

1

p70
+

1

p60
+

1

p50
)n−i−2). (7)

Since collision is found in one of the two sides thus in
this case also probability is considered to be 1

2 . Equa-
tion (7) gives the value of acceptance rate of attack.
Higher value of trust reduces the chances of this attack to
a great extent.
Attack: Terrorist Fraud Attack.
Description:In this attack, existing M

(a,b)
(c,d) act as mali-

cious entity. M
(a,b)
(c,d) collaborate with MM

(a,b)
(c,d) and tries

to convince MSGHLa

M
(a,b)

(c,d)

that he is nearby when he is

not [7, 39, 38]. This attack can be protected using secret
sharing scheme [8]. P [success of terrorist fraud attack]

≥ P [success of mafia fraud attack]. Let P [M
(a,b)
(c,d) →

MM
(a,b)
(c,d) : Cert(MNHLi

SMj+1
), NM , SKALM ] = 1

pterrorist .

P [MM
(a,b)
(c,d) → M

(a,b)
(c,d) : Cert(V N

(a,b)
(c,d) )]HEH ANDMNa

M
(a,b)
(c,d)

=

1
pterrorist

+ 1
p90

+ 1
p80

+ 1
p70

+ 1
p60

+ 1
p50

. Since symmet-

ric key K is known to all thus P [M
(a,b)
(c+1,d) → MM

(a,b)
(c,d) :

EPK
V N

(a,b)
(c,d)

{SK
M

(a,b)

(c+1,d)

}]HEH ANDMNa

M
(a,b)
(c,d)

= ( 1
pterrorist

+

1
p90

+ 1
p80

+ 1
p70

+ 1
p60

+ 1
p50

)2. and it is easy to mis-
lead any communication by existing members. With
increase in such communication chances of terrorist
fraud detection increases because trust score decreases.
If probability of M

(a,b)
(c,d) for self answered question is

marked as 1
pself answered

then P [success of terrorist fraud

attack]=( 1
pself answered

)q ∗ ( 1
pterrorist

+ 1
p90

+ 1
p80

+ 1
p70

+
1

p60
+ 1

p50
+ (t − 1)/t + pself answered)q. where ‘t′ is the

total number of queries exchanged between M
(a,b)
(c,d) and

MM
(a,b)
(c,d) and collision does not found in q rounds.

Attack: Distance Hijacking Attack
Description: This attack is different from distance fraud
and terrorist fraud attack. In distance fraud, a dishon-
est prover and verifier are involved. In terrorist fraud,
dishonest prover involves with other attacker but in the
distance hijacking attack, dishonest prover interacts with
honest prover and involves them for false distance [21].
In distance hijacking attack, minimum single dishonest
prover is involved with the other honest parties. If other
parties behave like dishonest prover or verifiers then this
attack become distance fraud attack. Now, P [Success of
distance hijacking attack] ≤ P [Success of distance fraud
attack] [38]. P [Success of distance hijacking attack] =
P [honest nodes reveal secret information without be-
ing dishonest]. Any dishonest node can behave as hon-
est through masquerading, impersonation, taking false
ownership, etc. This dishonest behavior in tags can be
checked through birthday paradox and trust score. Now
according to birthday paradox, probability of matching
two numbers when number of nodes are 10 in each sub-
group is less than 1

8 . Further, trust score reduces the
probability of this attack to ( 1

p90
+ 1

p80
+ 1

p70
+ 1

p60
+ 1

p50
).

This probability of success of distance hijacking attack
due to trust score is much less than 1

8 .

4.2 Performance Analysis

In this section, network performance is analyzed using
various QoS parameters: delivery ratio, goodput, cover-
age, energy consumption and jitter. This analysis is per-
formed using 150-nodes scenarios on ns-3 simulator. In
order to construct MANET, a smart node is formed by
integrating RFID reader with mobile sensor node. These
mobile smart nodes constitute a hierarchical Ad-hoc net-
work as shown in Figure 2. Reader collects the data from
its local network and transmits to other nodes through
radio frequency antenna of sensor nodes. Performance
analysis of QoS parameters is as follows.

Delivery Ratio. It is the ratio of number of sent pack-
ets to number of delivered packets toward sink.
Figure 4 shows the delivery ratios of 150 nodes
over five MANETs routing protocols: Ad-hoc On
Demand Distance Vector (AODV), Destination Se-
quenced Distance Vector (DSDV), Dynamic Source
Routing (DSR), Temporarily Ordered Routing Algo-
rithm (TORA) and Zone Routing Protocol (ZRP).
From both scenarios, it is observed that ZRP pro-
tocol outperforms the other routing protocols. In
150 nodes scenarios, delivery ratio decreases with in-
crease in time for every protocol because the number
of available nodes for data transmission decreases and
more number of nodes are occupied for routing.

Goodput. Another non-overlapping term with delivery
ratio is goodput. It is the total number of success-
fully delivered packets to sink [54]. With addition of
more number of packets and delay parameters, value
of goodput can be increased. Figure 5 and Figure 6
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Figure 4: Delivery ratio for 150 nodes over MANETs rout-
ing protocols

Table 4: Lightweight node-packet delivery analysis using
alloy (time in msec)

Percentage
of routed or
delivered
packets

Intruder
Asser-
tions

Proposed Trusted
Strategy

Time (Steps) Result

More than 75 1/5/10 10/21/32 Proved
(80/113/131)

More than 65 1/5/10 60/94/145 Proved
(150/173/224)

More than 55 1/5/10 113/146/211 Proved
(170/210/563)

show the goodput for 150 nodes at offer load of 1
packet/second and 5 packets/second respectively. In
150-nodes scenarios, ZRP protocol outperforms than
any other protocol. Performance of ZRP protocol is
average and it is increasing exponentially with time
at lesser rate, i.e. 1 pkt/sec.. In 5pkt/sec. for 150
nodes, ZRP is having improved performance as com-
pared to 1 pkt/sec. In these scenarios, other proto-
cols also show increase in performance but this in-
crease is lesser as compared to ZRP protocol. It is
also observed that in 150 nodes scenarios, growth of
throughput for ZRP is linear than linear but for other
protocol, it is linear or less.

Figure 5: Goodput for 150 nodes at 1 packet/second

Coverage. It is defined as number of nodes used per unit

Figure 6: Goodput for 150 nodes at 5 packets/second

time for successful transmission of packets. In Ta-
ble 4, three scenarios are taken into consideration to
find the coverage range for proposed scheme. Re-
sults shows that if a node deliver more than 75% of
packets then intrusion detection take 50 msec and 70
steps which is lesser than delivery percentage of 65.
It takes a minimum difference of 100 msec. and 90
steps when compared with 55% of delivery. Hence,
a node is considered to be covered if it successfully
delivers 75% of packets it receive and loss 25% only
for performance analysis. Figure 7 and Figure 8 show
the coverage of 150 nodes at 1pkt/sec and 5 pkts/sec
respectively. In 1pkt/sec and 5 pkts/sec. scenarios,
DSR and TORA are having worst performance vari-
ance. In both such scenarios, ZRP outperforms the
other protocols because of its hybrid routing nature.
This protocol, internally divides the nodes into zone
and these zones with energy saving Frisbee formation
save nodes energy for communication. Most of the
nodes are silent during simulation initialization and
this property is common among all scenarios. High
coverage is observed during peak hours which varies
from protocol to protocol.

Energy Consumption. The evaluation of energy con-
sumption in simulation environment is observed
through throughput. Whenever radio of any node
is on and a byte is transferred then energy of node
is considered to be consumed. As discussed in sec-
tion 4, this energy is calculated from RSSI and it is a
function of distance. More is the distance parameter
more will be the energy consumption. Figure 9 shows
the average energy consumption for 150 nodes sce-
nario. If bursts of any protocol are closer to the outer
ring then average energy consumption for that proto-
col is higher and it is called as high burst (0.04-0.05
Joules). Low bursts are the minimum consumption
values that are close to origin (0.01 Joules). Whereas,
medium bursts are the intermediate values between
high and low bursts (0.02-0.03 Joules). As shown in
Figure 9, ZRP and TORA protocol are having higher
average energy consumption than AODV, DSDV and
DSR for o.1 pkt/sec, 1 pkt/sec. and 5 pkts/sec. In
DSR and DSDV protocol, energy consumption shows
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Figure 7: Coverage for 150 nodes at 1 packets/second

Figure 8: Coverage for 150 nodes at 5 packets/second

Figure 9: Energy consumption for 150 nodes during sim-
ulation time

variations with increases in packet/second. because
of dynamic nature of routing protocol. Whenever
there is need to transmit packets, then only nodes
are activated and energy consumption starts.

Jitter. It is an average value of root mean square delay.
Figure 10 shows the jitter values at different packet
delivery rates, i.e. 1 pkt/sec. and 5 pkts/sec. Jitter
values of TORA and AODV are worst as compared to
other protocols. Since ZRP provides higher through-
put but at minimum jitter thus it is considered to be
the best protocol. Jitter value decreases with increase
in number of nodes because more nodes are available
to route the packets thus delay decreases. But this
delay does not affect much on the performance be-
cause the packet delivery rate also increases. Perfor-
mance improvement because of increased number of
nodes is compensated by increase in packet delivery

ratio. Also, with increase in packet delivery ratio the
jitter decreases because once routes are established
then it does not affect much on the performance.

Figure 10: Jitter for 150 nodes at different delivery rate

4.3 Lightweight Analysis

4.3.1 Lightweight Primitive Analysis

Confidentiality as well as authentication mechanisms are
integrated with protocol 1 and protocol 3 whereas only
authentication mechanism is integrated with protocol 2.
Table 5 shows the comparative analysis of substitution
permutation network (SPN) based lightweight primitives
for Protocols 1, 2 and 3. Two lightweight primitives
are taken for analysis: LED and PHOTON. Result of
lightweight primitives are compared with classical mech-
anism, i.e. Advanced Encryption Standard (AES). All
three are based on confusion and diffusion layer principle
in SPNs. LED and AES are used to achieve confidential-
ity and PHOTON is used for authentication. Alloy anal-
ysis shows that the number of variable generated, clauses
formed and computational time in Protocol 1 and Proto-
col 3 for LED and PHOTON are much lesser than AES.
Both confusion and diffusion layers are showing similar re-
sults. Multiple challenges and verifications in Protocol 2
increases the resource consumption and time required to
complete the operations. Comparison of lightweight prim-
itives with classical primitive shows that integration of
LED and PHOTON in proposed mechanism enhances the
performance of protocols as compared to AES based clas-
sical confidentiality mechanism.

4.3.2 Lightweight Policy Analysis

Figure 11 shows the proposed trust policy for subgroup
member in proposed scheme. Trust based proposed mech-
anism is having: subgroup controller, subgroup member,
virtual subgroup member and virtual subgroup controller.
Each entity in hierarchical model acts as either producer
or consumer. While acting as producer or consumer, there
will be change of permissions. A subgroup controller will
be having READ, WRITE, ACCESS, USE, MODIFY
permissions for trust management. Whereas, a subgroup
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Table 5: Simple vs. lightweight primitive analysis for proposed scheme
Protocol Primitives Layer Variables Clauses Time(msec)

Protocol1

LED
Confusion 22025 15174 1463
Diffusion 20451 13012 1231

PHOTON
Confusion 42314 44101 2112
Diffusion 36110 23603 1642

AES
Confusion 80178 25545 3463
Diffusion 60145 160234 2654

Protocol2 PHOTON
Confusion 44114 46045 2414
Diffusion 37111 26032 2001

Protocol3

LED
Confusion 22544 160112 1513
Diffusion 20653 13009 1213

PHOTON
Confusion 41015 44023 2104
Diffusion 36009 23112 1672

AES
Confusion 81534 26123 3413
Diffusion 62435 16144 2611

(MemberAssigned = (Interested s a r):- (Assigned s r) (AssignID a) (SubGroup r))

(MemberConflict = (Interested s a r):- (Conflicted s r) (RetrieveID a) (SubGroup r))

(MemberTrust = (TrustGeneration s a r):- (Assigned s r) (AssignID a) (SubGroup r))

(MemberTrust = (TrustPropagation s a r):- (Assigned s r) (AssignID a) (SubGroup r))

(MemberTrustConflict = (TrustAccumulation s a r):- (Conflicted s r) (SubGroup r))

(MemberTrust = (TrustPrediction s a r):- (Assigned s r) (AssignID a) (SubGroup r))

(MemberTrustConflict = (TrustEvaluate s a r):- (Conflicted s r) (SubGroup r))

(MemberTrustConflict = (TrustApplication s a r):- (Conflicted s r) (SubGroup r))

Figure 11: Margrave policy for access control in proposed scheme

member will be having READ, ACCESS, USE permis-
sions only. So, each member will have its own policy in the
network. Figure 11 shows the subgroup member policy
for TrustGeneration, TrustPropagation, TrustAccumula-
tion, TrustPrediction, TrustEvaluation and TrustApplica-
tion. A subgroup member can act as producer to assign
new identification to new node or retrieve its identifica-
tion. Trust generation, propagation and prediction are
permissible for subgroup member. Trust accumulation
and application comparison are not allowed for member
but these are considered to be the functions of subgroup
controller. After designing and analyzing the policies of
every member in proposed scheme, it is analyzed through
Margrave that there is no conflict in any policy [1].

5 Conclusions

The current study examines RFID-Sensor based
MANETs using ECCr in code based cryptography.
MANETs are constructed by extending the trust man-
agement approach in resource constraint environment
with Teo and Tan protocol for key exchange using
hierarchical model [66] and Avoine MA-KA2 protocol

for distance bounding and mutual authentication [7].
These approaches are perceived as efficient lightweight
approaches with strong protection against distance
bounding attacks. QoS parameters taken for network
performance analysis are: delivery ratio, goodput,
coverage, energy consumption and jitter. In conclusion,
150 nodes scenario shows that ZRP protocol outperforms
any other protocol for proposed security system using
trust management. Maximum goodput that is achievable
through best routing protocol is approximately 80
packets per second to minimum delay of 0.03 msec.
Probability attack analysis is performed for mafia fraud
attack, distance fraud attack, terrorist fraud attack and
distance hijacking attack in distance bounding protocol.
In this analysis, fault acceptance rate of system is checked
and in result it is found that system is strong enough
against all these attacks. Lightweight primitives and
policies for subgroup members are also analyzed. It is
found that integration of lightweight primitives reduce
computation and time complexity. Lightweight policy
analysis shows that there is no conflict in access domains
of any subgroup member.
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Abstract

With the rapid evolution of processing multimedia tech-
nologies (text, audio, image and video) and its internet
application (wide and easy transmission of digital multi-
media contents), the copyright protection has been receiv-
ing an increasing attention. Among the existing strate-
gies to protect multimedia online, digital watermarking
provides a promising way of protecting data online from
illegal manipulation and duplication. In this paper, a new
image of watermarking scheme is presented. It performs
imperceptible watermarking of color image in the radon
domain. The proposed algorithm can resist to geometri-
cal attacks. Experimental results show that the proposed
watermarking approach not only can meet the demand
on invisibility and robustness of the watermark, but also
presents a good performance compared to other proposed
methods considered in the comparative study. A mathe-
matical study is developed to demonstrate how and why
this approach is robust against geometric transforms.

Keywords: Asynchronous attacks, circular integration
transform (CIT), color image watermarking, discrete
radon transform, radial integration transform (RIT), ro-
bustness

1 Introduction

The rapid development of processing data technologies
and internet applications has improved the ease of access
to information online. It also increases the problem of il-
legal copying and redistribution of digital media. Encryp-
tion and Stenography are the two techniques introduced
to solve data on line. In 1992, the research suggested to
use the watermarking technique in data protection.

Nowadays, image watermarking is a protection tech-
nology that has attracted a lot of attention. The basic
idea of watermarking involves integrating a message into

a digital content. This last covers the information to be
transmitted in a holder in a way to be invisible and cor-
rectly reversible (an algorithm allows the exact extrac-
tion of the embedded watermark). Its algorithm requires
equilibrium between three constraints: imperceptibility,
robustness and embedding capacity [2].

Image watermarking schemes have to keep the image
quality and to be robust against general image process-
ing and geometric transformation (scaling, rotation and
translation) [15]. There are many watermarking algo-
rithms which have been presented in recent literature to
protect data against geometric attacks. They can be di-
vided in three main categories. The first one includes
watermarking approach which is a watermark detection
performing in an invariant domain to geometric attacks.
The second category includes methods that detect and
correct the geometric attack of the watermarked image in
order to perform the detection process. However, another
approach for resisting geometric attacks is based on syn-
chronizing, in terms of position, orientation and scaling,
use image features to embed and extract the correlating
watermark [13].

Various watermarking schemes are proposed for the
digital multimedia protection. Most of the schemes per-
form on the spatial domain where the watermarking tech-
niques directly modify the intensities of selected pix-
els [4, 5, 6, 8, 9]. Also, several schemes perform on the
transformation domain (Fourier-Mellin Transform, Dis-
crete Cosine Transform (DCT), Discrete Fourier Trans-
form (DFT), Discrete Wavelet Transform and the Com-
plex Wavelet Transform (CWT)) where the watermark-
ing algorithm modifies the selected transformed coeffi-
cients [10, 16, 18]. In [18], authors used the properties
of Fourier transform to develop a watermarking scheme
resisting the unavoidable noise and cropping. This algo-
rithm presents a robust watermark strategy for quantum
images. The watermark is embedded into the Fourier co-
efficients of the quantum carrier image. Authors in [15]
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proposed a state-coding based on blind watermarking al-
gorithm to embed color image watermark to color host im-
age. This approach used the Integer Wavelet Transform
(IWT) and the rules of state coding of the components, R,
G and B, of color image watermark and the components,
Y, Cr and Cb, of color host image. In the extraction pro-
cess, authors used also the rules of state coding to recover
the original watermark or original host image. In [11], au-
thors proposed an invariant image watermarking scheme
by introducing the Polar Harmonic Transform (PHT).
This algorithm proposed to resist geometric transforma-
tion. Furthermore, Xiao, Ma and Cui have been used for
invariance watermarking scheme against global geomet-
ric that transforms the Radon field and pseudo-Fourier-
Mellin transforms. This combination is named Radon and
pseudo-Fourier-Mellin invariants (RPFMI) [17].

In order to resist geometric attacks, we propose a
new watermarking algorithm for RGB color image. The
proposed approach belongs to the second of the cate-
gories that were described above. Imperceptible water-
mark embedding and detection are performed in the non-
conventional radon domain. Our approach selects specific
coefficients based on their energy in Radon field to embed
watermark. The simulation results proved by mathemati-
cal study proved the high efficiency and robustness of the
proposed approach. This paper is organized as follows:
Section 2 presents an overview of Radon Transformation
(RT). Section 3 details our watermarking method. In Sec-
tion 4, we study the robustness of this technique against
different STIRMARK attacks, and we test the ability to
detect the embedded watermark in the host image. A
study of the watermarked image distortions before and
after different attacks is also presented. In Section 5,
a mathematical study is developed to explain the resis-
tance of the proposed method and prove the results found.
A comparative study with recent published techniques is
also presented.

2 Mathematical Recall of Radon
Transform

2.1 Generalized Radon Transform

In 1917, Radon, Austrian mathematician, defined the the-
ory of Radon Transform. He proved the possibility to re-
construct a function of a space from knowledge of its in-
tegration along the hyper-plans in the same space. This
theory establishes the reversibility of the Radon transform
and the transition between the native function space and
the Radon space, or the space of projections [3]. In image
processing, the Radon Transform represents a collection
of projections along various directions [14]. The general-
ized Radon transformation of a 2D continuous function is
defined in [1] by the following equation:

R(ρ, θ) =

∫ +∞

−∞

∫ +∞

−∞
f(x, y)δ(x cos θ + y sin θ − ρ)dxdy,

where ρ represents the perpendicular distance of a straight
line from the origin, and represents the angle between the
distance vector and the x-axis.

The literature proposed two categories of one-
dimensional Radon transformation; the first is based on
Radial Integration Transform (RIT) and the second is
based on the Circular Integration Transform (CIT).

2.1.1 One-Dimensional Radial Integration
Transform

The RIT of a function f(x, y) is defined as the integral of
f(x, y) along a straight line that begins from the origin
(x0, y0)and has angle θ with respect to the horizontal axis
(see Figure 1). It is given by the following equation [13]:

Rf (θ) =

∫ +∞

0

f(x0 + u cos θ, y0 + u sin θ)du,

where u is the distance from the origin (x0, y0)and f(x, y)
is presented by the integral along a straight line that be-
gins from the origin (x0, y0) and has an angle with respect
to the horizontal axis.

Figure 1: Representation of the radial integration trans-
form

2.1.2 One-Dimensional Circular Integration
Transform

The CIT of a function f(x, y) is defined as the integral
of f(x, y) along a circle curve with center x0, y0 and ra-
dius ρ(see Figure 2). It is given at [13] by the following
equation:

Cf (ρ) =

∫ 2π

0

f(x0 + ρ cos θ, y0 + ρ sin θ)ρdθ,

where dθ is the corresponding elementary angle and
f(x, y) represents the circle integrated function around
the center (x0, y0)and by the radius ρ.

2.2 Discrete Radon Transform (DRT)

The discreet Radon transformation ’DRT’ of an image
I(x, y) can be defined by the following equations [13]:

R(t∆θ) = 1
J

∑J
j=1 I(x0 + j∆s cos(t∆θ),

y0 + j∆s sin(t∆θ)).
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Figure 2: Representation of the circular integration trans-
form

C(k∆ρ) = 1
T

∑T
t=1 I(x0 + k∆ρ cos(t∆θ),
y0 + k∆ρ sin(t∆θ)),

where dθ represents the angular variation step, ∆s is the
scaling step, k∆p represents the radius of the smallest
circle that encircles the image, J represents the number
of samples on the radius with orientation θ, t = 1, ..., 360

∆θ
and k = 1, ..., 360

∆θ .
The Radon transformation of the image I(x, y) of size

[MN ] generate a matrix R(ρ, θ) of a size equal to Nρ, Ne
with real coefficient representing the radon filed with:{

Nρ =
√
N2 +M2 + 1

Mρ = θmax

∆θ .
(1)

3 The Proposed Watermarking
Approach

The literature suggested that the Radon Transform prop-
erties are much recommended in watermarking applica-
tions in which resistance to geometric attacks. A water-
mark embedding and detection scheme using these prop-
erties are described in the proposed watermarking ap-
proach. Also, due to the expansion of the projected image
matrix from its size [M,N ] to [Mρ, Ne] this filed allows
a higher amount of embedded data. In fact the DRT
increases the size of the transformed image (see Equa-
tion (1)). The proposed method consists in embedding
the watermark in selected coefficients in the radon field.
These coefficients are chosen from the area of maximal
energy. They represent maxims in the Radon coefficients
and must respect the following three essential character-
istics:

• These coefficients are set on the integral line of pro-
jection, so they will be well recovered from the inverse
radon transform.

• Secondly, they contain the most important details
of the original images. Consequently, they are the
most adapted to a code in a watermark with better
imperceptibility.

• Their high values enable us to hide the binary co-
efficients of the watermark without any perceptual
degradation.

3.1 Details of the Proposed Algorithm

In the following Sections, we will note the original wa-
termark as Wo, the encrypted embedded watermark as
W , the recovered encrypted watermark as W

′
,the recov-

ered decrypted watermark as W
′

o, the Original RGB color
image (support or host image) as I, the original blue ma-
trix of the host image as Ib,the transformed channel blue
(matrix blue) of the host image in Radon field as Rb,
the watermarked channel blue (matrix blue) of the host
image in Radon field as Rbw, the watermarked blue ma-
trix in spatial field as Ibw, Iw represents the watermarked
spatial image and the transformed channel blue (matrix
blue) of the watermarked host image in Radon field as
R

′

bw. Likewise, (x, y) represents the spatial coordinates of
the original image, (ρ, θ) represents the coordinates of the
color image in the radon field and k and l are the coded
bits representing the watermark, [MwNw] represents the
size of the original image, [M N ]represents the size of orig-
inal watermark, [NρNθ] represents the size of the image
in radon domain and G is the embedding strength.

3.1.1 Watermark Embedding Process

The main concept of the watermark embedding process is
shown in Figure 3.

Figure 3: Watermarking algorithm

For the RGB color image, the red, green and blue chan-
nels are candidates for watermark embedding as human
eyes are not sensitive on the modification of blue channel
than the green and red channels. Besides, Watermark-
ing in the blue channel allows good invisibility and higher
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embedding capacity. Therefore, we propose to embed the
watermark in the blue channel of the selected color im-
age [7]. The proposed algorithm is described in the fol-
lowing steps:

Step 1: Encrypt the watermark.
In order to encrypt the watermark, we use the fol-
lowing steps:

1) Transform the original watermark Wo into a one
dimensional vector Vwater by the following equa-
tion:

Wo(x, y)→ Vwater(l).

2) Decompose the watermark in N equal blocks
Bi, where

Vwater(N) = {B1, B2, ..., BN .

3) Generate a key key0 witch its length is equal to
the length of the block Bi.

4) Encrypt the first block B1 by using the following
equation:

Bc1 = B1 ⊕ key0.

5) Encrypt the second block B2 by using the fol-
lowing equation:

Bc2 = B2 ⊕Bc1.

6) Generally, after each encrypting iterates of each
block Bi , the resulting encrypted blocks Bci
is used to encrypt the next block Bci+1, where
i = 3, 4, 5, ..., N .

Bci = Bi ⊕Bci−1.

7) After encrypting the watermark by using the
function ”XOR”, we applied Smax iteratively
permutations on the encrypted watermark vec-
tor in order to improve the encryption system.
The first permutated iteration is defined by the
following equation:

Ps=1(B1, ..., BN ) =
Wo : BN/2, ..., B1, BN , ..., B((N/2)+1).

We continue the permutation process by apply-
ing the defined function as follows:

Ps=α(Bc1, ..., BcN ) =
Ps=α−1BcN , ..., Bc(N/2), Bc1, ..., Bc((N/2)+1),

where α = 2 → Smax and Smax represents the
number of the permutation iteration. The en-
crypted watermark vector Vc is obtained after
Smax permutations and it is defined as follows:

Vc(l) = Ps=20(l).

To obtain the encrypted watermark, we trans-
formed the vector Vc to matrix with size equal
to [MwNw] defined as follows:

Vc(l)→W (x, y).

Step 2: Select the radon coefficients to embed the
watermark.
In this step, a discrete radon transform is applied
only on the blue channel Ib of the color image I. A se-
lection of a set of coefficients having the higher energy
from this transformed matrix called Rb is done. The
number of the selected coefficient is equal to Mw×Nw
which represents the length of the encrypted water-
mark. For this reason, we transform the image ma-
trix into a vector V by using the following equation:

Rb(ρ, θ)→ V (k).

Then, the vector V is organized in downward order.
It is defined as fellows:

V (1) > V (2) > V (3) > ... > V (k − 1) > V (k),

where K = Mθ ∗Nθ Next, we select the used coeffi-
cients to embed the watermark. They represent the
Mw ×Nw first highest coefficients in the matrix Rb.
For this process, we use the following steps:

1) Define the threshold λopt : It represents the co-
efficient number Mw ×Nw in the vector V :

λopt = V (Mw ∗Nw).

2) Select the coefficients to be used for watermark
coding:

RE(ρ, θ) = Rb(ρ, θ) whereRb(ρ, θ) ≥ λopt.

So, the selected coefficient to encode the water-
mark represent the Mw×Nw first coefficients in
the vector V :

RE(ρ, θ) = V (l).

Step 3: Embedding process.
The embedding process is described in Figure 4.

Each selected coefficient coded one bits of the en-
crypted watermark vector Vw. To embed watermark
in the selected coefficient of the matrix Rb, we used
the following equation:{
Rbw(ρ, θ) = Rb(ρ, θ) +G if Vc(l) = 1
Rbw(ρ, θ) = Rb(ρ, θ)−G if Vc(l) = 0.

Also, we use the vectors Er, Eρ and Eθ to save the
amplitude, the position ρ and the position θ of each
selected coefficient Rb(ρ, θ). These vectors have the
length Mw ×Nw. They are used later to recover the
embedding watermark. These vectors are filled by
using the following equations:

Er(c) = Rb(ρ, θ).
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Figure 4: Embedding process

 Eθ(y) = θ

Eρ(x) = ρ.

Step 4: Watermarking image in spatial field.
We transform the watermarking blue matrix Rbw by
the inverse DRT (IDRT) and we combine the RGB
channels of the image to create the watermarked
color image in spatial domain Iw.

3.1.2 Watermark Recovering Process

This algorithm represents the second principal algorithm
in every watermarking approach. It serves to recover the
embedded information with minimal loss. For this rea-
son, it is necessary to respect the used parameter of the
processing field and to use the details of the embedding
program in this approach. This process is detailed by the
illustrated in Figure 5.

In this algorithm, we extract the blue channel
Ibw.Then, we apply a radon transform with the same pa-
rameter used in the embedding process (step2 and step 3
in paragraph 3.1.1) for the extracted channel. This trans-
formation gives the watermarked blue channel in radon
field R

′

bw. Next, we use the two saved vectors Eρ and
Eθ detect the position of the used coefficient to embed
the encrypted watermark. The amplitudes of the detect-
ing coefficients are saved in the vector E

′

r by using the
following equation:

Er
′
(cl) = R

′

bw(Eρ(cl), Eθ(cl)),

where cl = 1, 2, 3, ...,Mw ×Nw This vector contains the
used coefficients in embedding the watermark. In order
to decide if the embedding bits is equal to 1 or 0. We

Figure 5: Watermark extraction process

compare the two saved vectors E
′

r and Er bit by bits and
its difference with the selected threshold T . In this step,
we use the comparison test defined as follows:{
W

′
(l) = 1 ifEr(l) ≥ Er′

(l) and Er
′
(l)− Er(l) > T

W
′
(l) = 0 else.

The recovered watermark W
′

is a one-dimensional vec-
tor which represents the encrypted watermark. To de-
crypt it, we use the same algorithm used to encrypt the
original watermark with the same parameters and steps.
It is defined as follows:

1) Decompose the recovered encrypted watermark vec-
tor in N equal blocks B

′

i with length equal to the
length of the blocks Bi where i = 1, 2, ..., N :

V
′

water(N) = B
′

1, B
′

2, ..., B
′

N .

2) In order to recover the original watermark, we apply
Smax iteratively inverses permutations to the recover
encrypted watermark vector.The first inverse permu-
tation is defined as follows:

P−1
S′=1(B

′

1, B
′

2, ..., B
′

N )

= V
′

water(B
′

((N/2)+1, ..., B
′

N , B
′

(N/2), ..., B
′

1).

The next of the inverse permutation process defined
by the following equation:

P−1
S′=α(B

′

1, B
′

2, ..., B
′

N )

= P−1
S′=α−1(B

′

((N/2)+1, ..., B
′

N , B
′

(N/2), ..., B
′

1),
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where α = 2→ Smax and Smax represents the num-
ber of the permutation iteration used in the embed-
ding watermark process. The decrypted watermark
vector after Smax inverse permutation Vd it is defined
as follows:

Vd(l) = P−1
S=Smax

(l).

3) Devise Vd into blocks B
′

i with equal length equal to
the length of the blocks Bi where i = 1, 2, ..., N . Use
the same key sing in the embedding process key0 to
decrypt the first block Br1 by using the following
equation:

Br1 = B
′

1 ⊕ key0.

4) Decrypt the second block B
′

2 by using the following
equation:

Br2 = B
′

2 ⊕B
′

1.

5) Generally, after each decrypting iterates of each block
Bri, the resulting decrypted blocks is used to decrypt
the next block Bri+1 where i = 3, 4, ..., N − 1, N .

Bri = B
′

i ⊕B
′

i−1.

6) The decrypted watermark after application of XOR
function is defined as follows:

V
′

d (N) = Br1, Br2, ..., BrN .

Finally, to obtain the decrypted watermark, we
transformed the vector Vd to matrix with size equal
to [MwNw] defined as follows:

V
′

d (N)→W
′

O(x, y).

W
′

o is the recover watermark.

3.2 Experimental Results

To evaluate the performance of the proposed watermark-
ing scheme, we use a data base composed with 100 logi-
cal watermarks coded on 0 and 1 binary (d = 2) and 50
host cover images. Different tests give results close to the
present results in this paper. In this work, we present the
results of the standard Lena image RGB color (see Fig.18)
with size (256×256) and a watermark with a size (80×80)
(see Figure 20). We apply a discrete radon transform to
the original image with an integration angle path ”in de-
gree ∆θ = 1 for θ ∈ [02π] and an integration scale path
∆ρ = 1pixels for ρ ∈ [0

√
M2 +N2 + 1].

The similitude rate between the extracted watermark
and the original watermark is continuously computed to
test the robustness of this approach. This is done by the
normalized Cross-correlation presented in the following
equation:

NC =

∑Mq

i=1

∑Nq

i=1WoW
′

o√∑Mq

1 [
∑Nq

1 W 2
o ]
∑Mq

1 [
∑Nq

1 W ′2
o ]

.

On the other hand, the imperceptibility of the embed-
ded watermark is a constraint that must be respected. A
measure of similarity rate based on the PSNR described
by the following equation is computed after each water-
marking process with respect to the gain factor used. A
threshold of 37 dB is fixed to verify if some distortions
begin to appear on the watermarked image in addition to
a psycho-visual decision.

PSNR = 10 log(
d2

MSE
).

Where d represents the maximal image intensities (d =
256 for the host cover image and d = 2 for the used logi-
cal watermark in our case) and MSE is calculated in the
following equation:

MSE =
1

Mw ×Nw

Mw×Nw∑
i=1

(Wo −W
′

o)
2.

The first step of this simulation study consists to select
the threshold λ uses to select the radon coefficients used
to embed the watermark.

3.2.1 Selection of the Threshold λ

The threshold λ which is chosen for selecting the radon
coefficients will be used to embed the watermark in order
to improve the robustness of the proposed watermarking
scheme against different attacks categories. For that pur-
pose, it is provided in the following five different values of
λ, (λ0, λmin, λmeans−inf ,λmeans−max and λmax), used to
select the encoding coefficients. A comparative study is
performed to select the optimum threshold used to select
the embedding coefficients.

1) Watermarking in coefficients equal to 0.
To select the encoded coefficients RE(ρ, θ), we used
a threshold λ0 = 0. The number of the selected co-
efficient is equal to Mw ∗Nw where:

if Rb(ρ, θ) = λ0 then RE(ρ, θ) = Rb(ρ, θ).

The simulations tests show that we cannot recover
the embedding watermark in the coefficients equal to
0. So, the comparative parameters give the following
results: C = NaN , PSNR = NaN and BER =
6400bits = 100%.

2) Watermarking in minimal coefficients different to 0.
In this algorithm, the coefficients whose values are
minimal and different from zero are selected. For
this reason we used a counter ”count” to compute
the number of zero in the matrix Rb(ρ, θ): count = 0;

if Rb(ρ, θ) = 0 then count = count+ 1;
end.

The threshold λmin is selected as follows:

λmin = V (((len− count)− (Mw ×Nw)) + 1),
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where len is the length V of the vector representing
the coefficients of the host radon image organized in
downward order.
The selected coefficient to embed watermark are:

RE(ρ, θ) = Rb(ρ, θ) whereRb(ρ, θ) ≤ λmin
and Rb(ρ, θ) 6= 0.

The simulations tests give a threshold λmin = 5073
and they show that we can recover the embedding
watermark by the following parameter quality re-
sults: C = 0.3023, PSNR = 52.3670dB, BER =
2413bits = 37.70 %. The visual results given in Fig-
ures 6 and 7.

Figure 6: Watermark-
ing image in radon field

Figure 7: Recovered
watermark

3) Watermarking in maximal coefficients.
The used process to define λmax is same of the defined
process in step 2 of the paragraph 3.1.1 (watermark
embedding process) where λmax = λopt.

The simulations tests give a threshold λmax = 32208
and they show that we can recover the embedding
watermark by the following parameters quality re-
sults: C = 1, PSNR = Inf and BER = 0bits = 0
%. The visual results given in Figures 8 and 9.

Figure 8: Watermark-
ing image in radon field

Figure 9: Recovered water-
mark

4) Watermarking in the higher coefficients to λmeans
and different to the maximal coefficients.
In this algorithm the selected coefficient to embed
watermark are:

RE(ρ, θ) = Rb(ρ, θ)
where Rb(ρ, θ) > λmeans andRb(ρ, θ) < λmax.

The used threshold in this algorithm is noted by
λmeans−sup.The simulations results give λmeans =
λmeans−sup = 18842 and λmax = 32208. The sim-
ulation tests show that we can recover the embed-
ding watermark by the following parameter qual-
ity results: C = 0.9149, PSNR = 62.5942 and
BER = 229bits = 3.57%. The visual results given in
Figures 10 and 11.

Figure 10: Water-
marking image in
radon field

Figure 11: Recovered wa-
termark

5) Watermarking in the less coefficients to λmeans and
different to the minimal coefficients.
In this algorithm the selected coefficient to embed
watermark are:

RE(ρ, θ) = Rb(ρ, θ) where Rb(ρ, θ) < λmeans
and Rb(ρ, θ) > λmin.

The used threshold in this algorithm is noted by
λmeans−inf . The simulations results give λmeans =
λmeans−inf = 18842 and λmin = 5073. The sim-
ulation tests show that we can recover the embed-
ding watermark by the following parameter qual-
ity results: C = 0.7957, PSNR = 58.8606 and
BER = 541bits = 8.45%. The visual results given
Figures 12 and 13.

Figure 12: Water-
marking image in
radon field

Figure 13: Recovered wa-
termark

6) Comparative study to select λ.

Figures 14, 15, and 16 show the variation of the cor-
relation, PSNR and BER of the recovered watermark
for different values of threshold λ.
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Figure 14: Correlation variation of the recovered water-
mark for different values of threshold λ

Figure 15: PSNR variation of the recovered watermark
for different values of threshold λ

Figure 16: BER variation of the recovered watermark for
different values of threshold λ

Figures 14, 15, and 16 show that the more threshold λ
increases the better the correlation of the recovered
watermark becomes. So, the optimum threshold λ
is λopt = λmax.Generally, the robustness of the pro-
posed method against synchronous and asynchronous
attacks for the higher coefficient depends on the high-
est energy of the radon region. The important peaks
of radon domain are located at the points correspond-
ing to the projection parameter. Besides, the coeffi-
cients of the radon region in which the highest energy
is located and set on the line of projection contain the
significant information of the original image. So, they
allow a good recovery of the transformed information
with inverse radon transform.

3.2.2 Robustness of the Proposed Watermarking
Approach

An example of an original and a watermarked image is
illustrated in Figure 17 and 18. The set of Figures 19,
20 and 21 illustrate respectively the original watermark,
the encrypted one and the decrypted recovered watermark
from the radon field.

Figure 17: Original im-
age

Figure 18: watermarked
image

Figure 19:
Original
watermark

Figure 20:
Encripted water-
mark

Figure 21:
Recovered wa-
termark

In the simulation test, we use a factor gain G = 1000 to
embed the watermark in the selected coefficient in radon
field. These coefficients are higher to λopt = 32208. This
application gives a PSNR value between the original and
the watermarked host image equal to PSNR = 30.89dB.
The normalized cross-correlation between original and
correlating watermark is NC = 1. So, no visible differ-
ences are detected between the original and the recovered
watermark.

In order to improve the correction of the recovered wa-
termark, we insist in this version that the embedded wa-
termark is binary coded on 0 and 1. So, it allows just two
different intensities scale. Consequently, the used factor
d to compute the PSNR between original and recovered
watermark is equal to 2 and gives the present results in
Tables 1 and 2.

Tables 1 and 2 show the effectiveness of the proposed
watermarking approach to resist the different STIR-
MARK attacks. We note that the resistivity of the pro-
posed approach against geometric attacks is very high.
This efficiency is related to the properties of the Discreet
Radon Transform. Also, the effectiveness of the proposed
method to resist common image processing attacks is re-
lated to an accurate selection of the coefficients which are
selected from the image in Radon field. These coefficients
presenting the highest energy in the Radon field contain



International Journal of Network Security, Vol.18, No.1, PP.19-32, Jan. 2016 27

Table 1: Resistance of the proposed method against the
common image processing attacks

ATTACKS NC PSNR BER
bits percent

Conv2 1 inf 0 0
Median3 0.9878 71.0075 33 0.51
Median5 0.9793 68.7107 56 0.875
Median7 0.9841 69.8579 43 0.67
PSNR0 0.9149 62.5942 229 3.578
PSNR50 1 inf 0 0
Noise20 0.9863 70.5106 37 0.578
Noise40 0.9826 69.4716 47 0.73
JPEG50 0.9413 63.9654 167 2.6
JPEG70 0.9974 77.7416 7 0.109
JPEG80 1 inf 0 0

the significant information of the original image, which
allow the withstanding against the common image pro-
cessing attacks. These coefficients are located and set on
the line of projection, so they allow a good recuperation
of transformed information with inverse radon transform.
This robustness is mathematically proved in the following
Section. The following images illustrate zoomed views of
the selected coefficients in the Radon field “Figure 22”
and the coded watermark in these coefficients illustrated
in the figure “Figure 23”.

Figure 22: The used sets of coefficient to embed water-
mark in Radon field

Figure 23: The sets of watermarked coefficient the water-
mark presence in the Radon field

In another hand, the watermarked image is illustrated
in Figure 18. It represents an imperceptible watermark-

Table 2: Resistance of the proposed method against the
geometric attacks

ATTACKS NC PSNR BER
bits percent

RESC90 0.9993 83.1828 2 0.03
RESC75 0.9989 81.4214 3 0.046

RNDDIST1 1 inf 0 0
LARDIST 1 inf 0 0
RML10 1 inf 0 0
RML40 0.9985 80.1720 4 0.06

AFFINE1 1 inf 0 0
AFFINE8 0.9996 86.1926 1 0.015
ROT51 1 inf 0 0
ROT0.75 0.9952 75.0532 13 0.2
ROT1 1 inf 0 0
ROT90 1 inf 0 0

ROTCROP0.5 1 inf 0 0
ROTCROP1 0.9996 86.1926 1 0.015
ROTCROP10 1 inf 0 0
ROTSCALE0.5 1 inf 0 0
ROTSCALE1 1 inf 0 0
SCALING0.9 0.9989 81.4214 3 0.046
SCALING0.7 0.9896 71.7210 28 0.437

ing scheme. We will prove in the following mathemat-
ical study why the watermarking system in radon field
represents an imperceptible watermarking approach. In
fact, embedding information in radon coefficient espe-
cially in the higher radon coefficients under the percep-
tibility threshold is defined by the Weber law. We note
the data loss ”error” between the recovered images af-
ter inverse radon transform of the original image I ′(x, y)
and the watermarked image I(x, y) by ε. The following
equations prove that error has no visual effect on the wa-
termarked image.

I
′
(x, y)− Iw(x, y) = ε(x, y)

or the Weber law imposes that:

M∑
i=1

N∑
j=1

I
′
(i, j)− I(i, j)

I ′(i, j)
≤ τ where τ ∼= (2%− 3%).

Since the simulation results proved that ε < τ . So, per-
ceptually we can say that no visible changes are engen-
dered by the watermarking approach in radon domain,
then:

I
′

= I and ε→ 0.

Figures 24, 25, and 26 illustrate an original and Radon
transformed image followed by the positions (In red) of
the imperceptible distortions introduced by applying the
radon transform and recovering the image by the inverse
Radon transform without any watermark embedding.
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Figure 24: Original im-
age

Figure 25: IDRT water-
marked image

Figure 26: Difference between IDRT original image and
IDRT watermarked image

In these Sections, we improve that the watermarking
image in radon field presenting a more robustness against
asynchronous attacks presented in table I is proved. In
addition, when dealing with image, this transform doesn’t
engender any perceptual degradation.

4 Justifying Robustness Against
Asynchronous Attacks

In this Section, we will detail why the proposed ap-
proach resists against the geometric attacks. This is done
through the mathematical characteristics of the Radon
transform.

The robustness of the proposed approach and its resis-
tance against asynchronous attacks can be justified only
if we prove mathematically that a change of the Radon
matrix coefficients presented by a watermark insertion is
invariant against geometric transforms and has no math-
ematical or visual impact on the image in its spatial rep-
resentation. In addition, this transform has to be entirely
reversible and conservative. In the case it is almost con-
servative, we have a loss of data in the inverse process
when applying the inverse DRT. The data loss does not
affect in any way the perceptibility of the watermarked
image in the spatial domain based on the Weber law. All
these constraints must be tested and proved in the fol-

lowing Section. Given an image I(x, y) defined in <+
2 ,

R(ρ, θ) represents its radon projection in <+
2 . (x, y) and

(ρ, θ) represent respectively the coordinates of the image
in spatial and Radon domain.[MN ] and [NρNθ] represent
the size of the image in spatial and Radon field. The in-
variance faces to the following geometric transforms have
to be proved.

4.1 Linearity

Given g(x, y) = βI(x, y) where β is a constant. The DRT
of g(x, y) gives the following relation:

DRT [g(x, y)] = R1(ρ, θ) where
R1(ρ, θ)

R(ρ, θ)
= β

′
,

or β
′

= β + ∆β through different tests we find that:

∆β <<<<<<< β so β
′ ∼= β.

Do : R1(ρ, θ) = βR(ρ, θ).

So : DRT [g(x, y)] = βDRT [I(x, y)].

Similarly, we define the following relationship:

If : g(x, y) = β1I1(x, y) + β2J(x, y).

The Radon Transformation of J gives the following re-
sults:

DRT [g(x, y)] = β1DRT [I1(x, y)] + β2DRT [J(x, y)],

where [I1(x, y)] and [J(x, y)] are two image defined in spa-
tial field and β1 and β2 are two constants. This relation
proves that the DRT is linearly invariant.

4.2 Image Scaling

A scaling on the
−→
X and

−→
Y axis of the image is applied as

presented in Figure 27 and the following equation:

g(x, y) = I(x− x0, y − y0).

Figure 27: Scaling image on X and Y axis

The Radon transform of J(x, y) is as follows:

DRT [g(x, y)] = R1(ρ1, θ) = DRT [I(x− x0, y − y0)],
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where

ρ1 = (x− x0) cos θ + (y − y0) sin θ

= x cos θ − x0 cos θ + y sin θ − y0 sin θ

= x cos θ + y sin θ︸ ︷︷ ︸
ρ

−x0 cos θ − y0 sin θ

= ρ− x0 cos θ − y0) sin θ.

So:

DRT [g(x, y)] = R1(ρ1, θ) = R(ρ− x0 cos θ − y0 sin θ, θ).

Also, the error defined by ∆ρ = −x0 cos θ − y0 sin θ, θ is
lower than the value of ρ. Since the variation ∆ρ cannot
allow the projection of a pixel neighbor defined by its
coordinates (ρ, θ) due to its size ∆ρ <<<< ρ then, the
radon transformation depends only on the value of ρ.

4.3 Image Rotation

Supposing that K(ρ, θ) represents the polar coordinate
of I(x, y) and g(ρ, θ) = K(ρ, θ − ϕ) with ϕ represents
the angle of circular shifting. The results of rotating a
spatial image in the radon field is studied and presented
in Figure 28 and the following equations:

DRT [g(ρ, θ)] = DRT [(ρ, θ − ϕ)] = R1(ρ1, θ1)
= I(x cos θ cosϕ+ y sin θ sinϕ,

−y cos θ sinϕ+ y sin θ cosϕ).
R1(ρ1, θ1) = I(x cos(θ − ϕ), y sin(θ − ϕ)).

= R(ρ, θ − ϕ).
ρ1 = ρ
θ1 = θ − ϕ.

So,

DRT [g(ρ, θ)] = R1(ρ1, θ1) = R(ρ, θ − ϕ).

Figure 28: Circular shifted image by angle

This relation shows that the radon transform depends
only on the value of θ− ϕ and its magnitude is constant.
Consequently the projected pixel will change its location
in the Radon field according to the angular rotation ap-
plied. This proves that angular rotations are conserved
to generate the correspondent Radon coefficients.

4.4 Cropping Rotation and Scaling

In this section, we test the invariance of the DRT if dif-
ferent asynchronous attacks are combined simultaneously
such as rotation and scaling or cropping without changing
the axis projection.

Case 1. Scaling on Y axis and circular shifting by an
angle (See Figure 29).

DRT [g(ρ, θ)] = DRT [K(ρ, θ − ϕ)] = R1(ρ1, θ1)
= I(x cos θ cosϕ+ x sin θ sinϕ,

−(y − y0)cosθ sinϕ
+(y − y0) sin θ cosϕ.

R1(ρ1, θ1) = I(x cos(θ − ϕ), (y − y0) sin(θ − ϕ)).
= R(ρ− y0 sin(θ − ϕ), θ − ϕ).

ρ1 = ρ− y0 sin(θ − ϕ)
θ1 = θ − ϕ.

So, in this case:

DRT [K(ρ, θ − ϕ)] = R(ρ− y0 sin(θ − ϕ), θ − ϕ).

The error is defined by:

∆ρ = −y0 sin(θ − ϕ) <<<< ρ.

Experimental test proved that the error found is very
small compared with ρ (∆ρ <<<< ρ).

Figure 29: Scaling on Y axis and circular shifting by an
angle

Case 2. Scaling on Xaxis and circular shifted of crop in
image (See Figure 30).

DRT [g(ρ, θ)] = DRT [K(ρ, θ − ϕ)] = R1(ρ1, θ1)
= I((x− x0) cos θ cosϕ

+(x− x0) sin θ sinϕ,
−y cos θ sinϕ+ y sin θ cosϕ.

R1(ρ1, θ1) = I((x− x0) cos(θ − ϕ), ysin(θ − ϕ))
= R(ρ− x0 cos(θ − ϕ), θ − ϕ)

ρ1 = ρ− x0 cos(θ − ϕ)
θ1 = θ − ϕ.

So,

DRT [K(ρ, θ − ϕ)] = R(ρ− x0 cos(θ − ϕ), θ − ϕ).

The error is

∆ρ = −x0 cos(θ − ϕ) <<<< ρ.
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Figure 30: Scaling on Xaxis and circular shifted of crop
in image

Case 3. Scaling on Xaxis and circular shifted of crop in
image (See Figure 31).

DRT [g(ρ, θ)] = DRT [K(ρ, θ − ϕ)] = R1(ρ1, θ1)
= I((x− x0) cos θ cosϕ

+(x− x0) sin θ sinϕ,
−(Y − Y0) cos θ sinϕ
+(Y − Y0) sin θ cosϕ).

R1(ρ1, θ1) = I((x− x0) cos(θ − ϕ),
(Y − Y0) sin(θ − ϕ)).

= R(ρ− x0 cos(θ − ϕ)
−y0 sin(θ − ϕ), θ − ϕ).

ρ1 = ρ− x0 cos(θ − ϕ)− y0 sin(θ − ϕ)
θ1 = θ − ϕ.

So, in this case:

DRT [K(ρ, θ − ϕ)]

= R(ρ− x0 cos(θ − ϕ),−y0 sin(θ − ϕ), θ − ϕ).

The error is defined by:

∆ρ = x0 cos(θ − ϕ)y0 sin(θ − ϕ).

Figure 31: Scaling on X and T axis and circular shifted
of crop in image

Due to its feeble value, the error ∆ρ cannot change
the original integer quantized coefficient in Radon field.
So, the used coefficient to code the watermark does not
change and the watermark is correctly recovered. As
proved above, face to singular or composed geometric
transform, the Radon transform offers invariance to the
transformed image. Consequently, the distortions and ge-
ometric transforms applied on the spatial watermarked

image have generally no effect on the embedded water-
mark in the radon field since these variations are con-
served over the Radon coefficients where the watermark
is coded.

5 Comparative Study

In order to prove the efficiency and high robustness of
the proposed method, a comparison study illustrated in
Figures 32 and 33 is conducted with recent proposed ap-
proach in the literature exploiting the Radon domain [12]
and [17].

Figure 32: Comparative study between our proposed
method and the developed technique in [12]

Figure 33: Comparative study between our proposed
method and the Wang method in [17]

Compared to the proposed methods in [12] and [17],
Figure 32 and Figure 33 show that the robustness of the
proposed watermarking scheme in the radon field is more
effective than the previous schemes. This efficiency is due
to the propriety of radon field and its performance in de-
tecting the important peaks by sing the inverse radon
transform. The proposed watermarking scheme does not
degrade the visual perception of the watermarked image
and it is robust against the two categories of attacks.

6 Conclusions

In this paper a watermarking approach based on the
Radon transform is presented. The watermark is coded
in selected coefficients with respect to specific mathe-
matical characteristics and the energy is characterized by
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higher robustness against various attacks types. The pro-
posed scheme presents high robustness especially against
asynchronous attacks. This resistance against these ge-
ometric attacks is studied and proved mathematically.
Accordingly, the equilibrium between watermarking con-
straints is achieved. Robustness and imperceptibility are
respected and the embedding capacity is increased.
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Abstract

The most important security concern in group key ex-
change protocols is the semantic security of the produced
shared key which dictates that outsiders should not be
able to learn anything about the key. It is also challeng-
ing for these protocols to retain their security even in the
presence of dishonest insiders who do not follow the pro-
tocol specifications. In this paper, we propose an identity-
based group key exchange protocol which addresses these
security concerns. We prove that our scheme achieves se-
mantic security in a well-known adversarial model. We
then show that the success probability of recognizing dis-
honest insiders in the proposed scheme is almost one. We
further provide a comparison between our protocol and
some other schemes in terms of computation and commu-
nication cost, as well as security properties.
Keywords: Bilinear pairing, dishonest insiders, elliptic
curve, group key exchange, provable security

1 Introduction

In an Internet conference the participants communicate
with each other over an insecure network. In order to pre-
vent the conference contents to be revealed, their commu-
nications must be encrypted. Therefore, the participants
should agree upon a common key and use it for encrypting
the messages. One solution to establish such a common
key is using group key exchange protocols in which the
group members compute a common key via an insecure
public channel cooperatively [16, 20, 21, 36].

The first key exchange protocol was proposed in 1976
by Diffie and Hellman [15]. The scheme enabled two par-
ticipants to establish a common key and its security was
based on the discrete logarithm problem. But it was not
suitable for groups of users. In 1982, Ingemaresson et
al. [23] proposed the first group key exchange protocol.
Both of these schemes were vulnerable against the man-
in-the-middle attack, i.e., an adversary could impersonate

the participants without being detected. So the authenti-
cation property was added to the key exchange protocols
[25] and therefore, one could assure that he is establish-
ing the key with legitimate participants [19, 30]. In other
words, while security in key exchange protocols is consid-
ered against a passive adversary who only eavesdrops, in
authenticated key exchange protocols, a stronger class of
adversaries is involved who is capable of controlling all
communication in the network.

In 1984, Shamir [32] introduced the concept of identity-
based cryptosystems. In this setting, a user’s private key
is generated by a trusted key generator center (KGC), en-
abling any party to derive the user’s public key from his
identity and thereby removing the need for public-key cer-
tificates. An authenticated key exchange protocol is called
identity-based if the users use an identity-based asymmet-
ric key pair instead of a traditional public/private key pair
for authentication and determination of the established
key. Since identity-based systems simplify the process of
key management (compared to the traditional public key
systems), they have been considered extensively for de-
signing key exchange protocols [11, 33, 35].

In real world, it is not reasonable to assume that all
participants are honest and in fact an important issue in
key exchange protocols is the presence of malicious insid-
ers. Two types of malicious behavior are considered in the
literature. One is impersonation in which the malicious
participant impersonates another entity in the group who
is not present [13]. Another type of malicious act which we
consider in the paper as of this point, pertains to partic-
ipants who prohibit the group from computing the same
shared key by broadcasting fake information, i.e., values
which are not produced according to the protocol spec-
ifications [18]. The word ”dishonest” refers to this kind
of users throughout this paper. To deal with dishonest
participants, the fault-tolerance property was introduced
for group key exchange protocols in 2002 [34]. This prop-
erty ensures that honest participants are able to acquire
a conference-key; no matter how many dishonest partic-
ipants exist. Since then, some other fault-tolerant group
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key exchange protocols have been proposed [22, 37].
So far and to the best of our knowledge, no formal se-

curity proof exists for the fault-tolerance property of these
schemes. It is one of the goals of this paper to introduce
a formal proof for security against dishonest insiders (see
Section 4.1). In fact, until recently, ’informal’ definitions
and proofs were widely used for group key exchange pro-
tocols. Most of such definitions were originally stated for
two-party protocols and then adapted to a group setting.
The informal definitions serve as foundations for the sub-
sequent formal security models for group key exchange
protocols. Examples are notions like key privacy, known-
key security, key freshness, forward and backward secrecy,
entity authentication, unknown key-share resilience, key
confirmation, and key control. For more details, the in-
terested reader is referred to [31].

In the paradigm of provable security for key exchange
protocols, a ’formal model’ must be defined. In this
model, the capabilities of the adversary as well as the
players should be captured. It has to be clearly stated
what it means for the scheme to be secure and provide
a proof of its security. The security proof aims to show
that the scheme actually achieves the claimed security
goals under computational assumptions. The proof usu-
ally works via reduction to an underlying hard problem.

Bellare and Rogaway [3] in 1993 proposed the first com-
putational security model for authenticated two-party key
exchange protocols. Since then some other security mod-
els were proposed [1, 10]. In 2001, Bresson et al. [8]
proposed the first computational (game-based) security
model for group key exchange protocols (referred to as
the BCPQ model) which builds on prior work from the
2-party setting [2, 3, 4]. This model has been widely used
to analyze group key exchange protocols [6, 7].

In 1994, Burmester and Desmedt [9] proposed an effi-
cient group key exchange protocol. A variant of this pro-
tocol was later proposed in 2008 by Dutta and Barua [17].
The variant has a lower communication cost and can han-
dle the joining and leaving processes of the participants.
However, this scheme has some weaknesses: (1) The au-
thors claimed that their scheme could detect the presence
of dishonest participants. However, Eslami and Kabiri
in [18] designed an attack to prove that this claim was
not true and showed how two dishonest insiders could
prohibit legitimate participants from obtaining the same
shared key; (2) It is unable to identify dishonest partici-
pants.

In this paper, we employ elliptic curves and bilinear
pairings to propose a group key exchange protocol which
does not suffer from these weaknesses. The advantage
of elliptic curve-based cryptosystems is their short key
size, high processing throughput, and low bandwidth. We
prove that our proposed scheme is secure in BCPQ model.
Since this model does not consider dishonest participants,
we design an experiment to formally prove the security of
our protocol in the presence of dishonest participants.

The rest of this paper is organized as follows: Section 2
briefly explains preliminary concepts. Our proposed pro-

tocol is described in Section 3. In Section 4, we discuss
the security concepts of the proposed protocol. Section 5
is devoted to performance analysis and comparisons. Fi-
nally, a conclusion is drawn in Section 6.

2 Preliminaries

We briefly describe the preliminaries needed in the paper.
First, the definition of bilinear pairings is given. Then we
introduce elliptic curves. The computational problems
used for security analysis are listed afterwards. Finally,
we describe the security model in which the security of
our group key exchange protocol is proven.

2.1 Bilinear Pairings

Let P denote a generator of G1 where G1 is an additive
group of large order q and let G2 be a multiplicative group.
A pairing is a map e : G1 × G1 → G2 which has the
following properties:

Bilinearity. For every S, Q,R ∈ G1 we have:

e(S + Q,R) = e(S, R) · e(Q, R).

e(S, Q + R) = e(S,Q) · e(S, R).

Non-degeneracy. There exist R,Q ∈ G1 such that
e (R, Q) 6= 1G2 , where 1G2 is the identity element
of G2.

Computability. There exists an efficient algorithm to
compute e(R,Q) ∈ G2 for any R, Q ∈ G1.

Note that non-degeneracy means that if e(R, Q) is the
identity element of G2, then either R is the identity of G1

or Q is the identity of G1. (See [12], pp. 29)

2.2 Elliptic Curves

An elliptic curve defined over GF (q) is given by the equa-
tion: E : y2 = x3 + ax + b, where a, b ∈ GF (q) and
4a3 + 27b2 6= 0. The points of E (plus an infinite point
O) together with a special operator ”+”, form a finite
Abelian group.

2.3 Cryptographic Assumptions

Definition 1. (Elliptic Curve Discrete Logarithm
(ECDL) Problem) Given kA where A is a point on el-
liptic curve E, find k.

The advantage of a distinguisher A against the ECDL
problem is defined as

advECDL
A,E = Pr[A(kA) = k].

Definition 2. (Elliptic Curve Discrete Logarithm
(ECDL) Assumption) Given kA ∈ elliptic curve E,
advECDL

A,E of a distinguisher A whose goal is to solve the
ECDL problem is negligible.
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Note that a negligible function f has the property that
for every polynomial p(.) there exists an N such that for
all integers n > N it holds that f(n) < 1

p(n) .

Definition 3. (Computational Diffie-Hellman (CDH)
Problem) Given (P, aP, bP ) where P is the generator of
additive group G from order q and a, b ∈ Z∗q , find abP .

The advantage of a distinguisher A against the CDH
problem is defined as

advCDH
A,G = Pr[A(P, aP, bP ) = abP ].

Definition 4. (Computational Diffie-Hellman (CDH)
Assumption) Given (P, aP, bP ), advCDH

A,G of a distin-
guisher A whose goal is to solve the CDH problem is
negligible.

2.4 Security Model

We describe below the adversarial model following Bres-
son et al.’s definition [8], denoted by BCPQ. We then
adopt it for the security analysis of our protocol. In this
model, the process controlled by a player running on some
machine is modeled as an instance of the player. The
various types of attacks are modeled by queries to these
instances and the security of the session key is modeled
through semantic security. In the model, it is assumed
that players are honest. Therefore, the security in the
presence of dishonest participants is studied separately in
Section 4.1. Note that we describe the model in the case
of a passive adversary.

Notations: Throughout this section, we use the follow-
ing notations:

n: The number of participants;
Ui: The ith participant;
Πs

i : Instance s of Ui;
LLi: The long-lived key of player Ui;
SKs

i : The session key related to instance s of Ui.

Description. The model consists of protocol partici-
pants (n players that should agree on a common key
in different sessions through protocol P ) and an adver-
sary A (which is not a player in the formalization, and
is given enormous capabilities). A player Ui can have
many instances called oracles, involved in distinct con-
current executions of P . As defined in notations, we de-
note instance s of player Ui as Πs

i with s ∈ N. Each
player Ui holds a long-lived key LLi which is a pair of
matching public/private keys. The adversary A controls
all communications in a game Gameke(A, P ). This is a
game between A and the oracles Πs

i involved in the exe-
cutions of P . During the game, A can ask a set of queries
(Execute, Reveal, Corrupt, Test) defined below with the
restriction that the Test-query Test(Πs

i ) must be asked
only once. Moreover, it is only available if Πs

i is fresh
which means that Πs

i or its partners involved in the exe-
cution of P , has not been asked for a Reveal-query, and

none of them has been asked for a Corrupt-query. We now
describe the queries that A can ask in Gameke(A, P ):

• Execute(Ul1 , s1, · · · , Ulm , sm): This query models
adversary A initiating an execution of protocol P .
This executes the protocol between the (unused) in-
stances {Πsi

li
}1≤i≤m≤n, and outputs the transcript of

the execution.

• Reveal(Πs
i ): This query models the attacks resulting

in the session key being revealed. The Reveal-query
unconditionally forces Πs

i to release session key SKs
i .

• Corrupt(Ui): This query models the attacks result-
ing in the player Ui’s LL-key being revealed. Adver-
sary A gets back LLi but does not get the internal
data of any instances of Ui executing P .

• Test(Πs
i ): This query models the semantic security

of the session key SKs
i . After flipping a coin b, A is

given SKs
i if b = 1 or a random string if b = 0.

At the end of the game, adversary A outputs a bit b′ and
wins the game if b = b′.

The security is now defined as follows:

Definition 5. The key exchange protocol P is A-secure
if adversary A succeeds in Gameke(A, P ) with probability
that is at most negligibly greater than 1

2 .

For more details, the interested reader is referred to [8].

3 The Proposed Scheme

In this section, we propose an identity-based group key
exchange protocol based on elliptic curves. Suppose a
set of n users U = {U1, U2, · · · , Un} wish to establish
a common session key among themselves. We assume
that IDi is the identity of Ui. Our protocol involves four
phases:

1) The initialization phase in which the Key Gener-
ation Center (KGC) outputs the public parameters
and generates the private key of each user.

2) The information exchange phase which consists of
two rounds.

3) The dishonest user elimination phase which elim-
inates the dishonest user if such a person exists.

4) The key computation phase in which each user
computes the common key.

Now, we explain these phases in details.

The initialization phase. In this phase which is exe-
cuted once, the KGC performs the following steps:

1) Chooses an elliptic curve group G1, a multiplicative
group G2 (both of prime order q), a generator P ∈
G1, a bilinear pairing e : G1 ×G1 → G2, and a hash
function H : {0, 1}∗ → Z∗q .
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2) Chooses randomly s ∈ Z∗q (KGC’s private key).

3) Computes Ppub = sP (KGC’s public key).

4) Outputs the public parameters params =
{G1, G2, q, P,H, Ppub}.

5) Computes Ui’private key Si = 1
s+H(IDi)

P and sends
it to him securely.

The identity-based key pair produced in this phase will
be used in Section 4 to authenticate the exchanged infor-
mation. This is done by applying the compiler proposed
in [27].

The information exchange phase (round 1). Each
user Ui(i = 1, · · · , n) performs the following steps:

1) Chooses randomly ki ∈ Z∗q .

2) Computes Pi as follows:

Pi = kiP.

3) Sends Pi to all other users.

The information exchange phase (round 2). Each
user Ui(i = 1, · · · , n) performs the following steps:

1) Computes Yi using Pi−1 and Pi+1.

Yi = ki(Pi+1 − Pi−1).

2) Sends Yi to all other users.

The dishonest user elimination phase. Each user
Ui(i = 1, · · · , n) verifies the following equation:

e(Yj , P ) = e(Pj+1−Pj−1, Pj), (j = 1, · · · , i−1, i+1, · · · , n).
(1)

If the equation does not hold for some j, then Uj will be
considered dishonest. After eliminating dishonest partici-
pants from the session, the honest participants restart the
protocol.

The key computation phase. Each user Ui(i =
1, · · · , n) obtains the common key using the following
equation:

Ki = nkiPi−1 + (n− 1) Yi + (n− 2)Yi+1 + . . . + Yi+n−2.

It may be easily verified that all users compute the same
key: (k1k2 + k2k3 + · · ·+ knk1)P .

4 Security Analysis

In this section, we analyze security of the proposed
scheme, denoted throughout this section by Π. The proof
is presented in two parts. In Section 4.1, we prove that
Π is capable of identifying dishonest participants, i.e.,
participants who prohibit the group from computing a
common key by broadcasting fake values which are not
produced according to the protocol specifications. Re-
call that the BCPQ model does not support such partic-
ipants. Therefore, in this part of the proof, we design an
experiment which helps us formulate a suitable definition
of security for this purpose.

The second part of the proof is devoted to showing
that Π achieves security following the BCPQ model, i.e.,
in the sense of Definition (5). This part is essentially
adopted from [27]. Recall from Section 1, that security
in key exchange protocols is considered against a passive
adversary while in authenticated key exchange protocols,
we must consider an active one. In [27], Katz and Yung
presented an efficient compiler that transforms any group
key exchange protocol secure against a passive eavesdrop-
per to an authenticated protocol which is secure against
an active adversary. This is achieved by adding a signa-
ture scheme which is strongly unforgeable under adaptive
chosen message attack. Therefore, we show in Section 4.2,
that our protocol is a secure key exchange protocol follow-
ing Definition 5. Then applying Katz and Yung’s compiler
with values produced in initialization phase, we conclude
that our scheme is a provably secure protocol for authen-
ticated group key exchange.

4.1 Identification of Dishonest Partici-
pants

The aim of this section is to formally prove that in our
scheme it is impossible for a participant to prohibit group
members from obtaining a common key and remain unno-
ticed. Although, there exist protocols having formal proof
for detecting dishonest participants [26], to the best of our
knowledge, the present paper is the first to demonstrate
a formal proof of security for the purpose of identifying
dishonest participants.

In existing research papers where only the detection
of dishonest participants is concerned, the approach is to
show that the success probability of an insider in disrupt-
ing establishment of a key among honest participants is
negligible. However, since we are after identifying dis-
honest insiders, we prefer to adopt the following defini-
tion: Identification of dishonest insiders is achieved if the
success probability of an honest participant in recognizing
dishonest insiders is negligibly less than 1.

We now propose the following experiment which is a
game played between a user Ui and an imaginary tester
who wishes to see if Ui succeeds in distinguishing protocol
values from fake ones. Therefore, a protocol has security
against dishonest insiders if the success probability of any
honest participant playing this experiment is at most neg-



International Journal of Network Security, Vol.18, No.1, PP.33-42, Jan. 2016 37

ligibly less than 1.
Formalizing the above notions, let Π be a group key

exchange protocol containing n users {Ui}n
i=1, R rounds

of information exchange, and k as the security parameter.
We define the following experiment:

Capability of identifying dishonest participants
experiment GKEdisP

Ui,Π
(k):

• A matrix of R×(n−1) random bits br,j ← {0, 1}, r ∈
{1, · · · , R}, j ∈ {1, 2, · · · , i−1, i+1, · · · , n} is chosen
by tester.

• The tester and Ui execute protocol Π where the tester
essentially plays the role of all the users except Ui.
This execution of the protocol results in a transcript
Trans containing all the messages exchanged among
participants during different rounds of the informa-
tion exchange phase of the protocol. Let M0

r,j denote
the value produced honestly by Uj in round r (for ev-
ery r ∈ {1, · · · , R}, j ∈ {1, 2, · · · , i− 1, i +1, · · · , n})
and let M1

r,j be the corresponding fake value, i.e.,
M1

r,j is not computed following the protocol’s steps.

The tester computes M
br,j

r,j as the value of round r
produced by Uj .

• At the end, Ui outputs a matrix containing b
′
r,j , r ∈

{1, · · · , R}, j ∈ {1, 2, · · · , i− 1, i + 1, · · · , n}.
• The output of the experiment is defined to be 1 if

b
′
r,j = br,j , ∀r ∈ {1, · · · , R}, ∀j ∈ {1, 2, · · · , i − 1, i +

1, · · · , n} and 0 otherwise. If GKEdisP
Ui,Π

(k) = 1, we
say that Ui succeeds.

Definition 6. A group key exchange scheme Π is capa-
ble of identifying dishonest insiders if for all probabilistic
polynomial-time honest users Ui, there exists a negligible
function negl such that:

Pr[GKEdisP
Ui,Π(k) = 1] ≥ 1− negl(k).

We now show that the protocol is secure against dishonest
participants with respect to this definition. The following
two lemmas form the basis of the proof.

Lemma 1. In round 1 of the information exchange phase
of the proposed protocol, the following holds for an honest
participant Ui and for all j(6= i):

Pr[Ui(Trans,M0
1,j) = 0]− Pr[Ui(Trans, M1

1,j) = 0] = 1.

In other words, Ui is able to differentiate between M0
1,j

and M1
1,j in Trans with probability 1.

Proof. Suppose that Ui wants to determine the value of
b1,j by observing M

b1,j

1,j after executing round 1 of the

information exchange phase. Note that M
b1,j

1,j is the value

produced honestly in round 1 by Uj if and only if M
b1,j

1,j is

in G1. Therefore, Ui checks the membership of M
b1,j

1,j in

G1 and returns b
′
1,j = 0 if it is a member of that group,

and b
′
1,j = 1 otherwise. So Ui can distinguish M0

1,j from
M1

1,j with probability exactly 1.

Lemma 2. In round 2 of the information exchange phase,
the following holds for an honest participant Ui and for
all j(6= i):

Pr[Ui(Trans, M0
2,j) = 0]− Pr[Ui(Trans, M1

2,j) = 0] = 1.

In other words, Ui is able to differentiate between M0
2,j

and M1
2,j with probability equal to 1.

Proof. Suppose that Ui wants to determine the value of
b2,j by observing M

b2,j

2,j after executing round 2 of the

information exchange phase. We show that M
b2,j

2,j satis-
fies Equation (1) if and only if it is the value produced
honestly in round 2 by Uj .

First assume that M
b2,j

2,j satisfies Equation (1). Then

we have: e(M b2,j

2,j , P ) = e(Pj+1 − Pj−1, Pj) = e(Pj+1 −
Pj−1, kjP ) = e(kj(Pj+1 − Pj−1), P ). Therefore, we have
two possibilities: either M

b2,j

2,j = kj(Pj+1 − Pj−1) = Yj or

there exists α such that M
b2,j

2,j = Yj +α where e(α, P ) = 1.
But as mentioned in Section 2, e(α, P ) = 1 if and only if α

is the identity element of G1. So M
b2,j

2,j = Yj + identity =

Yj . It means that M
b2,j

2,j is the value produced honestly in
round 2 by Uj .

Now, suppose that M
b2,j

2,j is the value produced hon-

estly in round 2 by Uj , i.e., Yj . Then we have: M
b2,j

2,j =

Yj = kj(Pj+1 − Pj−1). So we have: e(M b2,j

2,j , P ) =
e(kj(Pj+1 − Pj−1), P ) = e(Pj+1 − Pj−1, kjP ) = e(Pj+1 −
Pj−1, Pj), which means that M

b2,j

2,j satisfies Equation (1).

Therefore, it is enough for Ui to check if M
b2,j

2,j satis-

fies equation e(M b2,j

2,j , P ) = e(Pj+1 − Pj−1, Pj) and if so
returns b

′
2,j = 0, otherwise b

′
2,j = 1 is returned. So Ui

can distinguish M0
2,j from M1

2,j with probability equal to
1.

Theorem 1. The proposed protocol (denoted by Π) is
capable of identifying dishonest participants.

Proof. Let Ui be a probabilistic polynomial-time honest
user. Using the definition of experiment GKEdisP

Ui,Π
(k) we

have:

Pr[GKEdisP
Ui,Π(k) = 1] =

Pr[(b1,j = b
′
1,j∀j 6= i) ∧ (b2,j = b

′
2,j∀j 6= i)].

So it’s sufficient to prove that Ui’s guesses are correct in
round 1 and 2 of the information exchange phase. In other
words, we should prove the following two claims:

Claim 1. In round 1 of the information exchange phase,
we have: ∀j 6= i : Pr[b1,j = b

′
1,j ] = 1.
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Proof. Since ∀j, r : Pr[br,j = 0] = Pr[br,j = 1], we have
∀j 6= i:

Pr[b1,j = b
′
1,j ] =

1
2
Pr[b

′
1,j = 0|b1,j = 0]

+
1
2
Pr[b

′
1,j = 1|b1,j = 1]

=
1
2
Pr[Ui(Trans, M0

1,j) = 0]

+
1
2
Pr[Ui(Trans, M1

1,j) = 1]

=
1
2
Pr[Ui(Trans, M0

1,j) = 0]

+
1
2
(1− Pr[Ui(Trans,M1

1,j) = 0])

=
1
2

+
1
2
(Pr[Ui(Trans, M0

1,j) = 0]

−Pr[Ui(Trans, M1
1,j) = 0])

=
1
2

+
1
2
(1)

= 1,

where the last line follows from Lemma 1.

Claim 2. In round 2 of the information exchange phase,
we have: ∀j 6= i : Pr[b2,j = b

′
2,j ] = 1.

Proof. Since ∀j, r : Pr[br,j = 0] = Pr[br,j = 1], we have
∀j 6= i:

Pr[b2,j = b
′
2,j ] =

1
2
Pr[b

′
2,j = 0|b2,j = 0]

+
1
2
Pr[b

′
2,j = 1|b2,j = 1]

=
1
2
Pr[Ui(Trans, M0

2,j) = 0]

+
1
2
Pr[Ui(Trans, M1

2,j) = 1]

=
1
2
Pr[Ui(Trans, M0

2,j) = 0]

+
1
2
(1− Pr[Ui(Trans,M1

2,j) = 0])

=
1
2

+
1
2
(Pr[Ui(Trans, M0

2,j) = 0]

−Pr[Ui(Trans, M1
2,j) = 0])

=
1
2

+
1
2
(1)

= 1,

where the last line follows from Lemma 2.

Combining these two claims, we conclude that

Pr[GKEdisP
Ui,Π(k) = 1] = 1 ≥ 1− negl(k).

completing the proof.

4.2 BCPQ-Security of the Proposed
Scheme

In this section, we consider semantic security of the pro-
posed protocol following BCPQ-model described in Sec-
tion 2.4. We will show that the success probability of
an attacker to learn anything about the shared key pro-
duced by the proposed scheme is negligible. Our proofs
are inspired by [27].

Theorem 2. The proposed protocol (denoted here by Π)
is a secure group key exchange protocol in the sense of
Definition 5.

Proof. Let A be an adversary attacking the security of
Π. We are going to show that his success probability is at
most negligibly greater than 1

2 in the game Gameke(A,Π)
defined in Section 2.4. So we claim that the value of the
session key is indistinguishable for A from a random value
in G1.

First we assume that A eavesdrops on a single execu-
tion of the protocol. So he uses just one Execute query
and he cannot use any Reveal query (because there is only
one session key and it must be fresh for meaningful Test
query). Since the participants have no LL-keys, there is
no Corrupt query here. Thereupon, A can only use the
knowledge of the transcript of this execution to output b

′
.

Consider the distribution D = (Trans, sk), where
Trans = ({Pi}, {Yi}) is the transcript of an execution
of the protocol and sk is the resulting session key. Let D

′

be another distribution in which (as in D) all the {Pi}
are uniformly distributed in G1, but in which (in contrast
to D) all the {Yi} are uniformly distributed in G1 subject
to the constraint

∑
i Yi = 0. We have the following two

claims:

Claim 3. No efficient adversary can distinguish between
the distributions D and D

′
.

Proof. In order to show that the distributions D and D
′

are computationally indistinguishable, hybrid argument
can be used. We do this by defining a sequence of n hybrid
distributions in which one Yi at a time is replaced with
a random group element (subject to the above-mentioned
constraint). Since adjacent distributions in this defini-
tion differ by only one Yi, it is computationally easy to
conclude their indistinguishability. Then since computa-
tional indistinguishability is transitive across a polyno-
mial number of distributions, we conclude that D and D

′

are computationally indistinguishable.

Claim 4. In distribution D
′
, the value of the session key

is uniformly distributed in G1, independent of the value
of the transcript.

Proof. Let ci,i+1 := kiki+1 for 1 ≤ i ≤ n. Given Trans =
({Pi}, {Yi}), the values c1,2, · · · , cn,1 are constrained by
the following n equations (only n−1 of which are linearly
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Table 1: Computation cost of our protocol and the protocols proposed in [17, 22], and [37]

Dutta and Barua [17] Huang et al. [22] Zhao et al. [37] Ours
TM 2n− 2 2n− 2 - -
TD 1 - - -
Texp 3 2n− 1 3n− 2 -
TA - - - 2n− 1

TSM - - - n + 1
TBP - - - 2n− 2
TH - - n -

TSign 2 1 - 2
TV rfy n + 1 n− 1 - 2n− 2

Total
(2n−2)TM +1TD +
3Texp + 2TSign +
(n + 1)TV rfy

(2n−2)TM +(2n−1)Texp+
1TSign + (n− 1)TV rfy

(3n− 2)Texp + nTH

(2n− 1)TA + (n +
1)TSM +(2n−2)TBP +
2TSign +(2n−2)TV rfy

independent):

1
P

Y1 = c1,2 − cn,1

...
1
P

Yn = cn,1 − cn−1,n

Furthermore, sk = (c1,2 +c2,3 + · · ·+cn,1)P ; equivalently,
we have

1
P

sk = c1,2 + c2,3 + · · ·+ cn,1.

Since this final equation is linearly independent from the
set of equations above, sk is independent of ({Pi}, {Yi}).
This implies that even for a computationally-unbounded
adversary A, we have

Pr[({Pi}, {Yi}, sk0) ← D
′
; sk1 ← G1; b ← {0, 1} :

A({Pi}, {Yi}, skb) = b] =
1
2
.

The above two claims, prove the security of the proto-
col for an adversary making only a single Execute query.
The case of multiple Execute queries can be dealt with
using a straight forward hybrid argument.

5 Performance Analysis and Com-
parison

In this section, we first consider the communication and
computation cost of the proposed protocol. The anal-
ysis of the communication cost is done in terms of the
number of messages sent by any single user. Note that
we consider the communication cost in the point-to-point
model in which each message sent to a different party is
counted separately. Computation complexity analysis is

also done in terms of the basic time-consuming opera-
tions. We then provide a comparison between our pro-
tocol and some other schemes in terms of computation
cost, communication cost, and security properties. In or-
der to evaluate the computation cost, we use the following
notations:

TM : Execution time for one multiplication
operation in multiplicative groups;

TD: Execution time for one division opera-
tion in multiplicative groups;

Texp: Execution time for one exponentiation
operation in multiplicative groups;

TA: Execution time for one addition oper-
ation in elliptic curve groups;

TSM : Execution time for one scalar mul-
tiplication operation in elliptic curve
groups;

TBP : Execution time for one bilinear pairing
operation of two elements over an el-
liptic curve;

TH : Computation time of a hash function;
TSign: Generation time of one signature;
TV rfy: Execution time for one signature veri-

fication.
Here, we first analyze the communication and com-

putation cost of the proposed protocol with n partici-
pants. In round 1 and 2 of the information exchange
phase, each user should send Pi and Yi to n − 1 other
users. Therefore, 2n − 2 messages are communicated in
total by each participant. Moreover, in round 1, one TSM

is required for computing Pi and in round 2, each partici-
pant requires 1TA+1TSM to compute Yi. In the dishonest
user elimination phase (n− 1)(2TBP + 1TA) is needed as
well. Finally, in the key computation phase, we require
(n − 1)TSM + (n − 1)TA to compute the common key.
As a result, (n + 1)TSM + (2n − 2)TBP + (2n − 1)TA is
required for each participant in our protocol. Note that
by applying the compiler of Katz and Yung to this proto-
col, an extra message has to be sent by each user to the
others which can be sent along with the first broadcasted
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Table 2: Comparison between our protocol and the protocols proposed in [17, 22], and [37]

Dutta and Huang et al. Zhao et al. Ours
Barua [17] [22] [37]

Communication cost n + 1 2n− 2 2n− 2 2n− 2

Computation cost

(2n + 728)TM +
2TSign +(n+1)TV rfy

(482n− 242)TM +
1TSign +(n−1)TV rfy

(720.4n−480)TM
(189.1n− 125.9)TM +
2TSign + (2n− 2)TV rfy

(352.9n + 1618.7)TM (832.9n− 323)TM (720.4n− 480)TM (890.9n− 287.9)TM

Formal proof of
semantic security

Yes No No Yes

Formal proof of
security against
dishonest participants

No No No Yes

Detecting the
presence of dishonest
participants

No Yes Yes Yes

Identifying dishonest
participants

No Yes Yes Yes

message. Moreover, one signature generation and n − 1
signature verifications (for each of the two messages sent
in round 1 and 2) are added to the computation complex-
ity of the proposed protocol.

Now, we compare our protocol with those of Dutta and
Barua [17], Huang et al. [22] and Zhao et al. [37]. The
computation cost of these protocols is shown in Table 1.
Table 2 lists the comparison between our protocol and
group key exchange protocols [17, 22, 37] in terms of per-
formance and security properties.

In order to make comparison more clear, we have used
the relationship between the execution times of operations
as in [5, 24, 28, 29]. We assume that Texp

∼= 8.24TSM ,
Texp

∼= 240TM , Texp
∼= 600TH , Texp

∼= 3.2TBP , TA
∼=

5TM , and TD
∼= 10TM . Besides, we have set the exe-

cution times of the signature and verification algorithms
used in [14] as TSign and TV rfy respectively to simplify
cost relations. The results are summarized in Table 2.
According to Table 2, the scheme of Dutta and Barua
outperforms the others in communication costs; however
the detection and identification of dishonest participants
are not achieved. The schemes of [22] and [37] both detect
and identify dishonest participants but no formal proofs
are provided. In our scheme, capabilities of the method
against dishonest participants are formally proved. More-
over, detection and identification of dishonest participants
is achieved at reasonable cost.

6 Conclusions

In this paper, elliptic curves are employed to propose an
identity-based group key exchange protocol. It is proved

the proposed protocol achieves security following the ad-
versarial model of Bresson et al. The security of the pro-
tocol in the presence of dishonest participants is proved
formally as well. The performance of the scheme in terms
of computation cost, communication cost, and security
properties is also considered.
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Abstract

The emerging Multimedia Social Network (MSN) pro-
vides much more conveniences for the transmission and
sharing of multimedia digital contents. However, the sce-
nario on the distribution and spreading of copyrighted
digital contents between users at will brings about a burn-
ing problem of Digital Rights Management (DRM). In
addition, the open Internet and MSN platform are fac-
ing the security risks of digital contents copyrights in-
fringements. The paper proposed a quantitative and
qualitative-based risk analysis and assessment method,
considering potential paths existence in MSN. Several risk
impact factors was introduced, such as trust risk and user
demands. Specifically, Value at Risk, a risk calculation
method widely used in the financial field, as a quantita-
tive analysis, was employed here. While an expert scor-
ing sheet, as a qualitative approach, is used to evaluate
non-quantifiable factors. Finally, the effectiveness of the
security risk assessment method and related algorithm
was verified by a well-designed experiment. We defined
the size of the community followed by the ”Rule of 150,”
and construct a random non-overlapped multimedia social
network by using YouTube dataset. The experiment indi-
cates that the relationships of risk loss with average rate
of risk occurrence and risk preference of content providers
are revealed.

Keywords: Digital rights management, multimedia social
network, qualitative and quantitative analysis, risk assess-
ment

1 Introduction

With the rapid development of network socialization, a
large quantity of multimedia social network services and
tools emerge, aiming at providing network tools, services

and applications for transmission and sharing of the digi-
tal multimedia contents (such as digital images, audio and
video, Java mobile applications, etc.) for MSN users. At
present, the popular multimedia social networks through-
out the world include Youtube, SongTaste, Youku, etc.
These networks that are organized by users’ social rela-
tionships are mainly used for using, sharing, and dissem-
inating digital media content. They show obvious advan-
tages in directly, quickly and flexibly transmitting digital
contents. But, it also brings some risks for insecure trans-
mission and uncontrollable sharing of the copyrighted dig-
ital contents. The unauthorized distribution, transmis-
sion and misuse of the digital contents make the prob-
lems of digital rights management increasingly promi-
nent [14, 16, 17]. In the conditions of ubiquitous security
flaws and malicious attacks, security risk management be-
longs to an effective way to ensure contents security and
mitigate valuable digital asset risk. Therefore, the prob-
lem as to how to evaluate the transmission risk of digital
rights under the multimedia social networks becomes our
focus of concern. Further, DRM of multimedia social net-
work will be better solved.

In recent years, the secure information spread and shar-
ing in social networks, including multimedia social net-
work and the special-purpose social network [7], has at-
tracted much attention gradually. The research of DRM
has two major technical paths: the preventive DRM tech-
nology and the reactive DRM technology. The preven-
tive DRM technology is mainly based on the theory of
cryptography and the usage control technology. The re-
active one employs digital watermarking to protect dig-
ital contents and the corresponding copyrights. What-
ever, for MSN scenario, the sharing strengthening of dig-
ital contents increases their exposure and leads to greater
threat. Recently, some researchers focus on the informa-
tion spread risk of social network, and the main research
objective is to evaluate the risks of the unauthorized in-
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formation access among users based on traditional ac-
cess control policies. Different from the existing methods,
this paper’s main contribution is to integrate quantita-
tive with qualitative approaches to evaluating the risks of
potential digital rights distribution in multimedia social
network scenario.

The remaining parts are arranged as below: firstly,
Section 2 introduces the relevant researches on social net-
work DRM and risk assessment. Section 3 describes back-
ground and theoretical knowledge involved in this article.
Section 4 analyses the transmission risk of digital rights,
and puts forward the risk assessment method by combin-
ing the qualitative and quantitative approaches. Section
5 provides Risk assessment algorithm. Section 6 makes
an experiment by YouTube dataset and analyses the ex-
perimental results. Finally, Section 7 summarizes this
research and shows the subsequent work.

2 Related Works

In recent years, some researchers have made extensive re-
searches on social network platform and DRM. With re-
gard to access control of digital contents for multimedia
social networks, Barbara et al. [1] pointed out that the
enhanced social network access control system is the first
step to solve the existing security and privacy issues in
online social networks. In order to resolve the current lim-
itations, they proposed an expandable, fine-grain access
control model based on semantic, web-online social net-
working. Sachan et al. [9] come up with an effective fine-
grained access control model based on bit-vector trans-
form. This model is able to convert certificates related to
the digital contents into an effective structure. Security,
storage and execution efficiency of this scheme are ver-
ified through mathematical and simulation experiment.
Villegas [10] represented a personal data access control
(PDAC) scheme. PDAC computes a ”trusted distance”
measure between users that is composed of the hop dis-
tance on the social network and an affine distance derived
from experiential data. For online social network, Park
et al. [8] proposed a user-activity-centric framework for
access control, which determines four key control behav-
iors: attribute, policy, relation and session controls. This
frame not only supports access control based on user rela-
tions, but also applies to common attribute-based access
control.

In order to improve media content copyright protec-
tion and to diminish the illegal spread of media content
in social networks, Lian et al. [6] proposed a content dis-
tribution and copyright authentication system based on
the media index and watermarking technology. The re-
sults of the experiments confirmed that the system had
strong robustness and stability. In addition, Chung et
al. [3] proposed a novel video matching algorithm, as well
as developed an intelligent copyright protection system
based on this algorithm. Confirmed by experiments, the
proposed algorithm can effectively conduct video match-

ing; and the proposed system was suitable for copyright
protection for video sharing networks. With the intention
of solving the problem of content security in online social
networks, Yeh et al. [13] proposed a security model based
on multi-party authentication and key agreement. This
proposed model can achieve user authentication between
communities with a strong non-repudiation and flexibility.
We proposed a MSN trust model based on small-world
theory [18]. This model can effectively evaluate and dy-
namically update the value of trust between users, as well
as identify malicious share users.

Unfortunately, with the development of MSN, DRM-
enabling digital contents are suffering from huge risks
owing to increasingly serious copyright infringement and
misuse. More attention should be paid to security risk
assessment for the social networks. A probability-based
method to evaluate unauthorized access risk (UAR) was
proposed in [2]. This scheme is capable of accurately com-
puting the probability of information transmission in all
connected paths between two users, and the method prac-
ticability has been proved by tests. In addition, Wang
et al. [11] presented a statistical risk assessment method
to quantify the threats in the networks. The informa-
tion flow between two users in the social information net-
work scenarios is thus evaluated. For a generic security
risk assessment, Huang et al. [5] proposed a novel ap-
proach to addressing some implementation issues involved
in employing such an information security risk assess-
ment standard of ISO/IEC 27005:2011(E), and use the
chlorine processing system in a water treatment plant as
an example to well indicate the effectiveness of the pro-
posed method. We have ever tried to highlight a multi-
disciplinary method for all-around examinations on risks
to digital assets in the contents sharing scenario [15]. The
method is a qualitative and quantitative fuzzy risk assess-
ment, which is used for estimating a novel concept called
Risk-Controlled Utility (RCU) in DRM. Then, we em-
phasize on an application case of the emerging trusted
computing policy, and analyze the influences of different
content sharing modes.

Summarily, there is a lack of risk assessment method
for potential digital rights distribution in multimedia so-
cial network scenario, further better solved DRM issue.

3 Background Knowledge

Based on relations between users, the existing researches
have mined potential transmission paths and credible po-
tential paths for the multimedia social networks. Since
the judgment of the credible potential paths is closely re-
lated to user-defined trust threshold, and the setting of
the trust threshold has certain risk, the copyrighted digi-
tal contents transmitted and shared through the credible
potential paths are still risky. For this reason, this ar-
ticle mainly carries out researches on risk assessment of
digital right transmission via the credible potential paths.
Thus, the relevant concepts of MSN potential paths are
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Figure 1: The potential paths in MSN

introduced in the following.

3.1 The Potential Paths in MSN

A social network consists of several locally dense ”com-
munities.” In social networks, each community represents
an actual social organization formed on the basis of social
relationship or interest. That is, the node-node connec-
tion within community is relatively dense, but between
which connections are very loose. A weak relation tends
to transfer non-recurring information between different
communities. Therefore, more alternation and informa-
tion spread are performed between communities through
weak relations, hence making it become an ”information
bridge” [12].

As shown in Figure 1, the MSN are divided into three
communities, and the relation between users in the same
community is very strong, whereas in different communi-
ties are relatively weak. Nodes in the same community
have an equivalence relation. The connected edge of any
nodes in the same community is called equivalent edge.
The weak connection edge for connecting different com-
munities is called the bridge edge. Through the weak
relation between the communities, the rough relation will
be produced, such as < via, vjd >, < vjd, vkf > (as shown
in the dotted line), what is called the rough edge. A path
composed by continuous rough edges refers to a potential
path (PP). So, in Figure 1, < via, vjd >, < vjd, vkf > is a
potential path from via to vkf . < vib, vjd >, < vjd, vke >
is the potential path in S from vib to vke; and < vib, vjd >,
< vjd, vkf > is the potential path in S from vib to vkf .

3.2 Trust Measurements of (Credible)
Potential Paths

There is the direct trust between two users connected
equivalent-edge and bridge-edge. So, the equivalent-edge
trust calculation between communities is same to bridge-
edge trust calculation, which can adopt a trust model
for MSN in the reference [18]. Further, rough-edge trust

Figure 2: Potential path trust calculation

(RT) can be obtained by integrating equivalent-edge trust
(EDT) and bridge-edge trust (BDT). The EDT in a com-
munity is the direct trust between two nodes of connected
equivalent edges in that community. Bridge-edge direct
trust (BDT) is the direct trust between two users with a
weak connected edge. In Figure 2, the trust value of the
potential paths from W to U is shown as Equation (1).

RTu
w = EDT v

w ·BDTu
v . (1)

The definition of potential paths indicates that all edges
on the potential paths are rough-edges. The trust value
of the potential paths (expressed as Tpp) is a product of
all rough-edge trust values in the path, as shown in Equa-
tion (2):

Tpp(v1, v2, · · · , vn) = Πn
i=1RT

vi+1
vi

(i = 1, 2, · · · , n), (2)

where the relation between vi and vi+1 (i = 1, 2, · · · , n)
is the rough relation.

Figure 2 also shows the definition of potential path, in
which a potential path exists from W to T < W,U ><
U, T >. Moreover, Equation (2) indicates that the trust
value of this potential path Tpp(W,U, T ) = RTu

w · RT t
U ,

where RTu
w and RT t

u are rough-edge trust values. The
trust value of potential paths is described in Equation (1).

Based on the trust value of potential paths, we try to
find the credible potential paths. The method is described
as follows: First, trust value Tpp of the potential path is
calculated. Second, the user defines a trust threshold,
which is denoted by Tthreshold. Finally, there is a com-
parison between Tpp and Tthreshold.

Definition 1 (Credible Potential Path, CPP). If
Tppv1→vn

≥ Tthreshold, the potential path v1 to vn is called
as a credible potential path CPPv1→vn .
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4 Security Risk Assessment on
Potential Digital Rights Distri-
bution

In order to effectively control the risk of digital rights
transmission on the credible potential paths, the main
problems focus on identification, quantification and eval-
uation of transmission risk. Through effectively analyzing
and calculating risk of digital content transmission on the
potential paths of multimedia social networks, and eval-
uating possible loss brought by the risks, the rights are
flexibly and safely shared and transmitted between users.
Security of digital content transmission is enhanced for
the multimedia social networks.

4.1 Quantitative and Qualitative Ana-
lytic Approach

In order to evaluate transmission risks of copyrighted dig-
ital contents in multimedia social network, this article
adopts both quantitative and qualitative risk assessment
approaches. In risk management, Annualized Loss Ex-
pectancy (ALE) is a common quantitative analysis tool
used for computing an expected loss for an annual unit,
and in general it includes the following elements:

• Asset Value (AV) denotes a tangible or intangible
worth of digital assets by using monetary or other
styles, and it is determined by the potential impact
caused by the loss of assets.

• Annual Rate of Risk Occurrence (ARRO) is a pre-
diction of how often a specific risk event is likely to
happen each year.

• Exposure Factor (EF) indicates the impact of risks
on a target system.

According to the transmission feature of digital rights
among MSN users, we introduce Risk of Trust (RT),
which refers to the transaction process by the trust re-
lationship reflects the risk of the interactive event. With
regard to such a risk severity factor as user demands for
contents in DRM ecosystem, we introduce User Demand
(UD). So, ALE is defined as Equation (3).

ALE = AV ·ARRO · EF · UD ·RT, (3)

where, for main parameters of ALE, Asset Value is
easily acquired and depicted by the monetary value of
digital contents, ARRO is calculated by Poisson Distri-
bution of the annual risk occurrence, EF and UD are
yielded through the fuzzy assessments, and RT is quanti-
fied through the relation between trust and risk.

4.1.1 VaR-based Calculation on Maximum
ARRO

Value at Risk (VaR) [4] denotes the maximum possible
loss of certain assets value in normal fluctuations of mar-
ket. The basic idea is to take advantage of the historical

volatility information to infer future situation, and this
inference refers to a probability distribution. V aR is an
essential calculation method for estimating the maximum
risk values based on a confidence degree (1−α) in a given
time period, and it was defined as

Prob(L ≤ V aR) = 1− α,

where L is an expected risk loss, V aR is the maximum
loss, and α is determined by Content Providers’ opinions
on risks to a specific DRM ecosystem, that is, 0 ≤ α < 0.5 Risk-averse

α = 0.5 Risk-neutral
0.5 < α ≤ 1 Risk-seeking

(4)

Taking it into consideration that the Poisson Distri-
bution is a common probability function depicting the
likelihood of random events occurrence, we attempted to
employ the Poisson Distribution and V aR to calculate
the ARRO, that is an estimation on the maximum oc-
currence rate of a random copyrights infringement/illicit
usage event of digital contents. Thus, the maximum oc-
currence rate is in line with Poisson Distribution with the
parameter λ. And then, by using Equation (5), the max-
imum value of ARRO can be calculated.

Prob(x ≤MAXARRO) = 1− α. (5)

In this case, a Multimedia Social Network has the specific
annual occurrence rate of copyrights infringements threat,
as is compliant to Poison Distribution with λ that denotes
the average ARRO of random risky events. According to
Equations (4) and (5), when λ respectively is equal to
1.8, 5, 9, MAXARRO can be gained for three different
Providers’ opinions, that is,
When λ = 1.8,

MAXARRO =

 5 α = 0.03 Risk-averse
2 α = 0.5 Risk-neutral
1 α = 0.54 Risk-seeking

(6)

When λ = 5,

MAXARRO =

 9 α = 0.03 Risk-averse
4 α = 0.5 Risk-neutral
2 α = 0.88 Risk-seeking

(7)

When λ = 9,

MAXARRO =

 16 α = 0.01 Risk-averse
8 α = 0.5 Risk-neutral
3 α = 0.98 Risk-seeking

(8)

Obviously, the maximum of ARRO decreases with the
increase of α.

4.1.2 Fuzzy Assessments on EF and UD by Using
Triangular Fuzzy Number

With respect to two fundamental parameters EF and UD,
we adopt the triangular fuzzy number-based subjection
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function to estimate risk factors influencing digital rights
transmission. Besides, about fuzzy assessments of UD and
EF, there were six judges participating in the risk assess-
ments. In this case, we firstly presented the assessment
scale and corresponding semantics of UD and EF, which
is shown by Table 1. And, a group of assessment values
for parameters UD and EF were given in Table 2.

Table 1: Five-level scale descriptions of UD and EF fac-
tors

Level Scale UD Description EF Description
1 90 Strong High
2 70 Medium to Strong Medium to High
3 50 Medium Medium
4 30 Weak to Medium Low to Medium
5 10 Weak Low

According to the fuzzy assessment method, UD and
EF were calculated as follows:

• As UD is a single-factor assessment participated
by six reviewers, zetasi(x) = (

∑6
t=1 ζsi(x

t))/6,
si ∈ {90, 70, 50, 30, 10}. According Table 2,
the subjection degree vector of UD is SDUD =
(0.333, 0.425, 0.167, 0.1, 0). In terms of the principle
for the maximum subjection degree, the optimal SD
is 0.425, and UD is 70.

• EF is a multi-factor fuzzy assessment procedure,
and the final value of SD should consider two fac-
tors (Credible potential path length and the trust
value of credible potential paths) and its weights,
which are shown in Table 2. So we gained SDEF =
(0.382, 0.286, 0.21, 0.123, 0). The optimal EF is 0.382,
and EF is 90.

In the calculations of ALE, UD and EF was normalized.
That is, UD is 0.7, and EF is 90.

4.2 Trust Risks of Credible Potential
Paths

Digital content sharing between users under multimedia
social networks is based on certain trust relation, which
will directly affect sharing and transmission of digital con-
tents. For multimedia social networks, trust is closely
associated with the risk, i.e. the higher the trust value
between two users, the smaller the risk in sharing content
information. So trust values of two interacting parties can
reflects the risks in interaction events. Other conditions
being equal, the higher the trust, the lower the risk would
be; otherwise, the higher the risk. So we can suppose that
trust value plus value-at-risk is approximately equivalent
to 1. Based on the relation between trust and risk, trust
risk value RT of the credible potential paths is given by
Equation (9):

RT = 1− Tpp(0 ≤ Tpp ≤ 1). (9)

5 Algorithm Design

Risk assessment process of digital right transmission for
multimedia social network divides into the following steps:
first, all potential paths between two user-nodes in differ-
ent communities are identified, and then the trust values
of the potential paths are calculated. The credible po-
tential paths in the range of user-defined trust threshold
are found. Finally, the quantitative and qualitative ap-
proaches are proposed in this article to evaluate the risks
in the credible potential paths. The process of the algo-
rithm is described as the follows Algorithm 1.

Algorithm 1 Mining and Risk Assessment of Credible
Potential Paths between any Two Nodes in MSN

1: Input: All the potential paths PPi→j from i to j; the
number of share cycle ShareNum; the trust calcula-
tion window size WindowSize; feedback weight factor
Rate; the trust threshold Tthreshold; Asset Value AV ;
the value of Annual Rate of Risk Occurrence ARRO;
the value of Exposure Factor EF ; the value of User
Demand UD.

2: Output: The trust values TPPi→j of PPi→j , all the
credible paths CPPi→j , and Annualized Loss Ex-
pectancy (ALE).

3: Begin
4: To calculate direct trust value between the nodes

from the same equivalence community class based on
ShareNum, WindowSize and Rate;

5: Based on the potential paths trust calculation
method, trust value TPPi→j

of all potential paths be-
tween i and j is computed;

6: The obtained trust value TPPi→j from Step 4 is com-
pared with the trust threshold Tthreshold. Then, ac-
cording Definition 1, CPPi→j will be obtained;

7: Return trust value TPPi→j
and the credible potential

paths CPPi→j .
8: To calculate ALE of the credible potential paths
CPPi→j according to Equation (3), here, RTPPi→j

is equal to (1− TPPi→j );
9: Return ALE value of the credible potential paths
CPPi→j ;

10: End

6 Experiment and Analysis

In order to verify the effectiveness of the quantitative-and-
qualitative-combined method for risk assessment, simula-
tion experiment is made. The hardware of the simula-
tion experiment is listed below: AMD Athlon(tm) X2 240
Processor 2.8G, 2G, and Microsoft Windows 7 ultimate.
We made an experiment based on a representative real-
world MSN YouTube dataset (http://socialnetworks.m-
pi-sws.org/data-imc2007.html), and further found a ran-
dom multimedia social network with non-overlapped com-
munities, as shown in Figure 3. Three sharing commu-
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Figure 3: Random non-overlapped multimedia social net-
work found by using YouTube

nities is involved with the random MSN, and they are
written by C1, C2, and C3, which are connected by some
extra-community bridge edges called as weak ties com-
pared with inner-community. We defined the size of the
community followed by the ”Rule of 150,” which indicates
that the node number of each sharing community is 150
or so for any user.

In Figure 3 networks, we accomplished the mining of
the credible potential paths and their risk assessment.
The experiment realizes that when two random nodes
belong to different communities are input into MSN, all
credible potential paths between these two nodes can be
found, and risk loss expectation on the credible potential
paths is evaluated.

Three groups of different data obtained from Equa-
tions (6), (7), and (8) are experimented. Tables 3, 4,
and 5 show all credible potential paths from the starting
point 123 to the end point 256 along with ALE experimen-
tal results. In the experiment, ALE is computed under
VA=5000, EF=0.9 and UD=0.7. (Note: ”-” in the table
refers to it is not a credible potential path).

Table 3 show annual loss expectation ALE correspond-
ing to three different risk preferences when λ = 1.8. The
results show that in this conditions ALE will increases

Figure 4: Effects of providers’ risks opinions on ALE (λ =
1.8)

Figure 5: Effects of providers’ risks opinions on ALE (λ =
5, λ = 9)

with α increasing.

Tables 4 and 5 show annual loss expectation ALE cor-
responding to three different risk preferences when λ = 5
and λ = 9, respectively. The results show that in these
two conditions ALE will first increases and then decrease
with α increasing. Based on the results listed by the tables
above mentioned, we gained that ALE changing tendency
as the following Figures 4 and 5, when λ is constant.

According to the above tables and figures, the exper-
imental results are observed to be different. In the first
case, when λ = 1.8, ALE will increases with α increasing.
If the content providers are risk-averse, the loss is the low-
est; if they are risk-neutral, the loss is larger; if they are
risk-seeking, the loss is the maximum. In the second case,
when λ = 5 and λ = 9, if the content providers are risk-
averse, the loss is the lowest; if they are risk-seeking, the
loss is larger; if they are risk-neutral, the loss is the max-
imum. In Poisson distribution, λ is average occurrence of
random events within a limited time period. When the
value of λ is higher, its probability distribution tends to
show a standard normal distribution.

Thus, the relationships between risk loss and average
risk occurrence, risk preference of content providers can
be revealed: when the average risk occurrence is smaller,
if the content providers are risk-averse, the loss is the
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Table 2: Qualitative assessments

Target/Factor(s) Assessment Scores
J1 J2 J3 J4 J5 J6 Weights

UD 82 58 73 38 95 75 -
Credible potential path length 88 39 79 50 69 85 0.6

The trust value of credible potential paths 77 84 92 30 81 52 0.4

Table 3: The credible potential paths and its ALE (λ = 1.8)

The credible potential paths from point 123 to 256 ALE of credible potential paths (λ = 1.8)
α = 0.03 α = 0.5 α = 0.054

1 < 123, 341 >, < 341, 256 > 47.2452 425.207 472.452
2 < 123, 420 >, < 420, 256 > 47.1301 424.171 471.301
3 < 123, 381 >, < 381, 256 > 47.0412 423.371 470.412
4 < 123, 387 >, < 387, 256 > 47.037 423.333 470.37
... · · · · · · · · · · · ·

129 < 123, 383 >, < 383, 256 > 35.0675 315.608 350.675
130 < 123, 353 >, < 353, 256 > 34.6403 311.763 346.403
131 < 123, 377 >, < 377, 256 > 32.1209 289.088 321.209
132 < 123, 256 > 16.5939 149.345 165.939

Table 4: The credible potential paths and its ALE (λ = 5)

The credible potential paths from point 123 to 256 ALE of credible potential paths (λ = 5)
α = 0.03 α = 0.5 α = 0.88

1 < 123, 341 >, < 341, 256 > 62.9936 283.471 125.987
2 < 123, 420 >, < 420, 256 > 62.8401 282.781 125.68
3 < 123, 381 >, < 381, 256 > 62.7216 282.247 125.443
4 < 123, 387 >, < 387, 256 > 62.716 282.222 125.432
... · · · · · · · · · · · ·

129 < 123, 383 >, < 383, 256 > 46.7567 210.405 93.5134
130 < 123, 353 >, < 353, 256 > 46.1871 207.842 92.3743
131 < 123, 377 >, < 377, 256 > 42.8279 192.726 85.6558
132 < 123, 256 > 22.1252 99.5633 44.2504

Table 5: The credible potential paths and its ALE (λ = 9)

The credible potential paths from point 123 to 256 ALE of credible potential paths (λ = 9)
α = 0.01 α = 0.5 α = 0.98

1 < 123, 341 >, < 341, 256 > 15.7484 204.729 31.4968
2 < 123, 420 >, < 420, 256 > 15.71 204.23 31.4201
3 < 123, 381 >, < 381, 256 > 15.6804 203.845 31.3608
4 < 123, 387 >, < 387, 256 > 15.679 203.827 31.358
... · · · · · · · · · · · ·

129 < 123, 383 >, < 383, 256 > 11.6892 151.959 23.3784
130 < 123, 353 >, < 353, 256 > 11.5468 150.108 23.0936
131 < 123, 377 >, < 377, 256 > 10.707 139.191 21.414
132 < 123, 256 > 5.53129 71.9068 11.0626
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lowest; if they are risk-neutral, the loss is larger; if they
are risk-seeking, the loss is the maximum. However, under
a higher average risk occurrence, if the content providers
are risk-averse, the loss is the lowest; if they are risk-
seeking, the loss is larger; if they are risk-neutral, the loss
is the maximum.

7 Conclusion

As transmission and sharing of digital content information
has some potential threats due to openness and dynamic
characteristics of the multimedia social networks, risk as-
sessment for digital right transmission is an effective way
to address security problems. This article mainly evalu-
ates security risks in the credible potential paths for the
multimedia social networks, and then proposes a risk as-
sessment method based on combination of quantitative
and qualitative approaches. Next, an algorithm is de-
signed and later used to evaluate the risks in the credible
potential paths through simulation experiment. The ex-
perimental results show that the average risk occurrence
and risk preference of content providers jointly influence
the risk-associated loss. In the following work, we will
provide the specific security risk control model based on
the risk assessment results, so as to reduce piracy and mis-
use risks of the digital contents protected by copyrights
in the multimedia social networks.
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Abstract

Many reversible data hiding schemes have been developed
in recent decades. Traditional schemes typically must deal
with the problem of overflow and underflow, or trans-
mission of hiding parameters. The new reversible data
hiding scheme proposed in this paper is based on a com-
bination of pixel groups’ geometric structure and secret
sharing mechanism. Experimental results confirm that
the proposed scheme not only achieves the goal of hid-
ing information without memorization of location map or
any other parameter, but also generates very high quality
stego-images with very large capacity of secret informa-
tion embedded.

Keywords: Data hiding, geometric structure, reversible
data embedding, watermarking

1 Introduction

Reversible data hiding conceals information (also called
payload) into a cover image. Once an authentic user re-
ceives a stego-image containing the hidden information,
the user can extract the hidden information exactly and
recover the cover image without loss using a predefined
procedure. Fridrich et al. [4] classified data hiding appli-
cations into two groups depending on the relationship be-
tween the hidden information and the cover image. The
first group is the set of applications for which there is
no relationship between the cover image and the hidden
information. Both the coder and decoder are interested

only in the hidden information. In the second group, the
information has a close relationship to the cover image.
For example, in digital watermarking, the hidden infor-
mation usually is embedded into the cover image as a
supplement to the cover image. In such cases, especially
in medical, art, and military applications, two basic re-
quirements must be met: (1) the receiver can extract the
hidden information correctly and (2) the cover image can
be recovered without distortion. The following three fac-
tors are generally used to evaluate a reversible data hiding
scheme:

1) Payload capacity. Payload capacity is the maximum
amount of information that can be embedded. The
payload capacity is usually determined by the em-
bedding algorithm and the size and content of the
cover image. Generally, researchers use bits per pixel
(bpp) to evaluate the payload capacity.

2) Imperceptibility. Imperceptibility means that people
cannot perceive the existence of the hidden informa-
tion with their eyes directly. For example, a meaning-
less image has no imperceptibility since it may readily
attract a thief. In addition, if a coder adds informa-
tion to the cover image directly, it is not impercepti-
ble because of its expanded size. Thus, imperceptibil-
ity requires high similarity between the stego-image
and the cover image, which means the stego-image
has low distortion compared with the cover image.
Generally, researchers use the peak signal to noise
ratio (PSNR) to evaluate the degree of distortion of
the stego-image versus the cover image.
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3) Complexity of the algorithm. To indicate which pix-
els or pixel groups are used to embed information,
many proposed schemes [5, 6, 7, 12] need a location
map. Typically, these schemes use a compression
technique to decrease the overhead of storing the lo-
cation map. However, both the use of a location map
and the compression technique increase the complex-
ity of the algorithm.

Many data hiding schemes have been proposed in re-
cent decades. Fridrich et al. [4] proposed the RS method
for uncompressed image formats. The RS method is based
on embedding messages in the status (regular or singular)
of groups of pixels. However, as reported in [6], there are
two drawbacks to the RS method. First, since the opti-
mal size of a group is four pixels, the maximum bpp is
only 0.25. In addition, due to the overhead of embed-
ding the comprised RS-vector, the actual bpp is always
smaller than the maximum bpp. Second, the RS method
does not use information of neighboring groups so that
it may lose useful information, which may increase its
performance. Apart from these two drawbacks, the RS
method also needs a lossless data compression technique,
which increases the complexity of the algorithm. In 2003,
Tian [12] proposed a difference expansion (DE) based al-
gorithm. The DE method is based on the Haar wavelet
transform, and it uses differences between two grayscale
values in a pixel pair to embed information. Based on the
experimental results shown in [12], Tian’s algorithm can
achieve very large hiding capacity. Kamstra et al. [6] de-
veloped an LSB predication embedding technique that has
the same main idea described in [4]. Both the LSB pred-
ication embedding technique and the method described
in [4] find a subset that is losslessly compressed from the
cover image and embed the payload into the excess space
after compression. Since it is difficult to construct a pred-
ication function, although [6] used another function to es-
timate the correctness of LSB predications, this method
achieves only a very low embedding capacity. Kamstra et
al. [6] also proposed an improved scheme based on Tian’s
method [12] in which two issues were considered: one is
the capacity control problem and the other is the overhead
costs caused by the location map. Due to Tian’s excellent
work [12], there are many variants based on the DE trans-
form [1, 2, 3, 5, 7]. However, all these schemes must deal
with the capacity problem and the overhead caused by the
location map. In 2006, Ni et al. [9] proposed a reversible
data hiding scheme with high PSNR (greater than 48dB)
and considerable pure payload. Their algorithm is also
light since there is not any transform operation such as
DCT and DWT. Based on this work, Tai et al. [11] and
Li et al. [8] presented improved methods that can achieve
larger hiding capacity but keep embedding distortion low.

In this paper, we present a reversible data hiding
method for digital images based on a combination of pixel
groups’ geometric structure and secret sharing mecha-
nism [10]. The proposed method has four main merits:
(1) it has meaningful stego-images, (2) the meaningful
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Figure 1: An example for illustrating data embedding
rules

stego-images have high image quality, which means low
distortion compared with the original cover image, (3) the
original cover image can be recovered without loss, and
(4) it can hide secrets with very large capacity without
the use of a location map or any other extra information.

The rest of the paper is organized as follows. The pro-
posed algorithm is presented in Section 2. Experimental
results and further discussions are given in Section 3. Fi-
nally, conclusions are described in Section 4.

2 Proposed Algorithm

In this section, we provide an overview of our hiding al-
gorithm, followed by a detailed presentation of the data
embedding process and data extraction process.

2.1 Overview

Our algorithm uses a cover image to produce two stego-
images (also called shadow images in secret sharing
schemes) based on the to-be-embedded information and
the cover image itself. We also call the to-be-embedded
information a secret message in this paper. Any authen-
tic user who holds these two shadow images at the same
time can extract the secret message and recover the cover
image without data loss. Next, we introduce the main
idea of our method.

First, we create a two-dimensional pixel coordinate, as
shown in Figure 1, and both the ordinate and abscissa of
the pixel coordinate represent the grayscale value. Then
we draw all the umbrellas in the pixel coordinate using
a predefined method. Each umbrella has a center point
called the embeddable point since just these points have
the ability to embed a secret message without causing any
confusion at the receiver end. We then create two copies of
the cover image as the two shadows and pair all the pixels
in these three images by a same pattern. Thus, each pair
of the cover image can be located in the pixel coordinate
as a point. In the data embedding process, if a pair of
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the cover image is located on an embeddable point, we
change the corresponding pair of the shadows, referring
to the embedding rules to embed a secret value. The data
extraction is the inverse process of the data embedding.
Next, we will describe the method for creating the pixel
coordinate and drawing the umbrellas.

For convenience, we use a grayscale image with each
pixel consisting of 3 bits to explain the procedure of build-
ing umbrellas. In Figure 1, we have drawn four red um-
brellas and two blue umbrellas in the pixel coordinate, and
each umbrella has a center point. These center points are
(1, 1), (3, 1), (2, 2), (4, 2), (1, 3), and (3, 3). In total,
there are 32 umbrellas in the pixel coordinate, and all of
them can be drawn using the following steps:

1) Assuming the point that is being scanned is (a, b),
if (a, b) is an edge point in the pixel coordinate, it
does not have all four neighboring points, so it can’t
be the center point of an umbrella. Therefore, in the
scanning process, we can ignore all the edge points
and scan row by row, from point (1, 1) to point (6,
6) in this example.

2) If (a, b) is not an edge point and not a point of any
other umbrella, one can draw an umbrella by making
(a, b) the center point. Otherwise, one goes to step
3 without doing anything.

3) If there is a next point, get it and perform step 2 for
it. Otherwise, end the process.

In our proposed scheme, every center point is an em-
beddable point that can be used to embed a secret mes-
sage. We can use the bellowing method to decide whether
a point is an embeddable point or not. For point (i, j),
each pixel consists of n bits:

1) If i = 0 or j = 0, (i, j) is not an embeddable point.

2) If i =2n−1 or j = 2n−1, (i, j) is not an embeddable
point.

3) If (i, j) is not an edge point and i, j are odd numbers,
(i, j) is an embeddable point.

4) If (i, j) is not an edge point and i, j are even numbers,
(i, j) is an embeddable point.

2.2 Data Embedding

In the data embedding process, we use all the embed-
dable points to embed the secret message. To improve
the hiding capacity, we translate the to-be-embedded in-
formation to a seventeen-ary message, which means each
digit value belongs to [0-16]. However, for convenience,
we always use the hexadecimal system for computations
in this paper.

An embeddable point (a, b) is a center point of an um-
brella, shown in Figure 2, and there are four neighboring
points (point (a-1, b), (a, b-1), (a+1, b), and (a, b+1))

（a-1, b）

（a+1, b）

（a, b+1）

（a, b-1）

(a, b)

Figure 2: The proposed scheme

Table 1: Data embedding rules

Secret EP PPFS PPSS
0 (a, b) (a, b) (a, b)
1 (a, b) (a-1, b) (a, b+1)
2 (a, b) (a, b+1) (a-1, b)
3 (a, b) (a-1, b) (a, b)
4 (a, b) (a, b) (a-1, b)
5 (a, b) (a, b+1) (a, b)
6 (a, b) (a, b) (a, b+1)
7 (a, b) (a, b+1) (a, b-1)
8 (a, b) (a, b-1) (a, b+1)
9 (a, b) (a, b+1) (a+1, b)
10 (a, b) (a+1, b) (a, b+1)
11 (a, b) (a+1, b) (a, b)
12 (a, b) (a, b) (a+1, b)
13 (a, b) (a+1, b) (a-1, b)
14 (a, b) (a-1, b) (a+1, b)
15 (a, b) (a, b-1) (a, b)
16 (a, b) (a, b) (a, b-1)

EP:Embeddable point
PFS:Pixel pair of first shadow
PSS:Pixel pair of second shadow
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surrounding it. Thus, we can draw all arrows shown in
Figure 2. That means there should be two different di-
rection arrows between any two points linked by a blue
line, e.g. (a-1, b) → (a, b), (a, b) → (a-1, b), (a, b+1)
→ (a, b-1), (a, b-1) → (a, b+1), and so on. We call the
pixel pairs that determine the arrows as arrow pairs, e.g.,
((a-1, b), (a, b)) is an arrow pair and ((a, b), (a-1, b)) is
another arrow pair. Obviously, there are 16 arrow pairs
in Figure 2 and we use these pairs to embed the secret
message.

For an 8-bit grayscale cover image L and its two shad-
ows L1 and L2, we first pair all the pixels in the cover
image. For convenience, we can pair the two neighboring
points row by row or column by column directly. If the
size of the cover image is M×N, there are (M×N)/2 pixel
pairs after pairing. Note that in this process, since the
two shadows are copies of the cover image, all their pixels
should be paired in the same way as the cover image. We
use the following notations to represent the resultant sets
of pairs for the cover image and its two shadows:

For cover image, PS={P1, P2,..., Pn}.
For the first shadow, PS1={ P’1, P’2,..., P’n}.
For the second shadow, PS2={ P”1, P”2, ..., P”n}.
Next, we scan PS, PS1, and PS2 simultaneously using

the same scanning pattern, e.g., from the first element to
the last sequentially. If a pixel pair in PS is an embed-
dable point, we embed a secret value into it by changing
the corresponding pixel pairs of the two shadows in PS1
and PS2 according to the embedding rules. Since we have
translated the binary secret message to a seventeen-ary
message, we can use an embeddable point to embed a
seventeen-ary value (0-16). Without losing generality, we
use Table 1 to illustrate the embedding rules for the em-
beddable point (a, b). That means the pixel pairs of a
certain arrow pair will be used to replace the correspond-
ing original pixel pairs of these two shadows. In addition,
the secret value 0 is mapped to the center point.

Now, we give an example of the data embedding pro-
cess. We select the embeddable point (2, 2) in the pixel
coordinate shown in Figure 1 to explain how to embed the
secret message by using these umbrellas. Assuming the
point (a, b) shown in Figure 2 is (2, 2), we can compute
the four points surrounding (2, 2). They are (1, 2), (2,
1), (3, 2), and (2, 3). Then we use the embedding rules
described in Table 1 to map a secret value to an arrow
pair based on the value (0-16) of the secret itself. The
embedding results are:

1) If secret = 0, (a1, b1) = (2, 2) and (a2, b2) = (2, 2);

2) If secret = 1, (a1, b1) = (1, 2) and (a2, b2) = (2, 3);

3) If secret = 2, (a1, b1) = (2, 3) and (a2, b2) = (1, 2);

4) If secret = 3, (a1, b1) = (1, 2) and (a2, b2) = (2, 2);

5) If secret = 4, (a1, b1) = (2, 2) and (a2, b2) = (1, 2);

6) If secret = 5, (a1, b1) = (2, 3) and (a2, b2) = (2, 2);

7) If secret = 6, (a1, b1) = (2, 2) and (a2, b2) = (2, 3);

8) If secret = 7, (a1, b1) = (2, 3) and (a2, b2) = (2, 1);

9) If secret = 8, (a1, b1) = (2, 1) and (a2, b2) = (2, 3);

10) If secret = 9, (a1, b1) = (2, 3) and (a2, b2) = (3, 2);

11) If secret = 10, (a1, b1) = (3, 2) and (a2, b2) = (2, 3);

12) If secret = 11, (a1, b1) = (3, 2) and (a2, b2) = (2, 2);

13) If secret = 12, (a1, b1) = (2, 2) and (a2, b2) = (3, 2);

14) If secret = 13, (a1, b1) = (3, 2) and (a2, b2) = (1, 2);

15) If secret = 14, (a1, b1) = (1, 2) and (a2, b2) = (3, 2);

16) If secret = 15, (a1, b1) = (2, 1) and (a2, b2) = (2, 2);

17) If secret = 16, (a1, b1) = (2, 2) and (a2, b2) = (2, 1).

By this way, we map a secret to a certain arrow pair
based on the value of the secret itself. After we use all the
embeddable points of a cover image to embed the secret
messages, two shadows that have high similarity with the
cover image are created. It is easy to extend this method
to the grayscale image with each pixel consisting of 8 bits.
That means the pixel coordinate in Figure 1 has the size
of 255×255.

Table 2: Data extraction rules

(a1,b1)-(a2,b2) Secret Recovering
(0,0) 0 ((a1,b1)=((a1,b1)

(-1,-1) 1 ((a1,b1)=((a1+1,b1)
(1,1) 2 ((a1,b1)=((a1,b1-1)

(-1,0) and (a2,b2)∗ 3 ((a1,b1)=((a2,b2)
(1,0) and (a1,b1)∗ 4 ((a1,b1)=((a1,b1)
(0,1) and (a2,b2)∗ 5 ((a1,b1)=((a2,b2)
(0,-1) and (a1,b1)∗ 6 ((a1,b1)=((a1,b1)

(0,2) 7 ((a1,b1)=((a1,b1-1)
(0,-2) 8 ((a1,b1)=((a1,b1+1)
(-1,1) 9 ((a1,b1)=((a1,b1-1)
(1,-1) 10 ((a1,b1)=((a1-1,b1)

(1,0) and (a2,b2)∗ 11 ((a1,b1)=((a2,b2)
(-1,0) and (a1,b1)∗ 12 ((a1,b1)=((a1,b1)

(2,0) 13 ((a1,b1)=((a1-1,b1)
(-2,0) 14 ((a1,b1)=((a1+1,b1)

(0,-1) and (a2,b2)∗ 15 ((a1,b1)=((a2,b2)
(0,1) and (a1,b1)∗ 16 ((a1,b1)=((a1,b1)

The notation (a,b)* represents that (a,b) is an embed-
dable point

2.3 Data Extraction

Once an authentic user receives two shadows, he/she can
extract the embedded secret message and recover the
cover image without loss using the following steps:

1) Pair all the pixels in these two shadows L1 and L2,
respectively, according to the same pairing rule used
in the data embedding process. This step produces
two sets of pairs PS1 (for L1) and PS2 (for L2).
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Lena                       Lena's shadow1             Lena's shadow2

Figure 4: Cover image Lena and its two shadows

2) ScanPS1 and PS2 in the same order. To recover the
cover image, we need to recover one of these two
shadows. For convenience, we always use the first
shadow for the recovery. We use the extraction rules
shown in Table 2 to extract the secret value and per-
form a recovering operation for the first shadow.

After the above two steps, an authentic user can ex-
tract all the embedded information correctly and recon-
struct the cover image exactly.

We use an example to clarify these steps. Assuming
that the recevier is scanning the first pixel pairs in the
two stego-images (denoted as L1 and L2), he gets (a1,b1)
for L1 and (a2,b2) for L2. Then he performs a difference
operation on these two pairs and gets the result (a1 - a2,
b1- b2). Next he extracts the secret value and recovers the
original image using rules shown in Table 2. For exampe,
(a1,b1) = (1,2) and (a2,b2) = (2,2), the recevier gets (a1
- a2, b1- b2)=(-1, 0). From Table 2, he finds that he must
know whether (a1,b1) is an embeddable point or (a2,b2)
is an an embeddable point to decide the secret value is 3
or 12. Based on the discussion in Section 2.1, (a2,b2) is
an an embeddable point so that the embedded secret is
3. The correspoding pixel pair of cover image is (a2,b2).
Because recevier uses the first shadow image to recover
the original image, he performs (a1,b1) = (a2,b2). Then,
he scans next pairs in the same way as he done for the
first pairs. Finally, he extracs all the secret values and
the first stego image is the cover image after performing
all recovery operations.

3 Experimental Results and Dis-
cussions

We used 12 standard cover images sized 512×512 pixels
for the experiments. In our experiments, all pixels pairs
are paired derectly row by row. Table 3 shows the exper-
imental results and Figure 3 shows all the cover images;
Figure 4 shows Lena and its shadows. From Table 3, we
can see that using the method proposed in the paper,
all of these cover images have very large hiding capacity
but with low distortion shadows. All PSNR of shadows
shown in Table 3 are greater than 51dB and the smallest
payload size is also greater than 256kb. The comparison
with some other schemes using Lena is shown in Table
4. In Table 4, we compare the payload size of some oth-
ers methods when they achieve their maximum PSNR.
We use this method to compare our result because our

scheme always reach a very high PSNR so that we don’t
have any data to compare with other schemes with rela-
tive low PSNR. The detailed analyses of the experimental
results are presented below.

Table 3: Experimental results

Images PSNR 1(db) PSNR 2(db) Payload(bits)
Lena 52.05 52.07 524288

Baboon 51.48 51.50 524216
Airplane 54.82 54.81 262172
Goldhill 51.94 51.96 524288

Boat 55.12 55.12 261760
Girl 51.41 51.42 348120

Woman 55.63 55.62 262964
Crowd 55.05 55.05 300240
Lake 55.12 55.11 262192

Barbara 55.56 55.55 263312
Bridge 53.32 53.33 449368
Couple 52.62 52.63 523752

PSNR 1: PSNR for fisrt shadow
PSNR 2: PSNR for second shadow

Table 4: Comparison with other schemes of cover image
Lena with size 512×512×8. In the comparison, the pay-
load of our method is divided by two because two stego-
images are used in our method.

Schemes Payload(bits) PSNR
Tian’s scheme [12] 39,566 44.20

Ni et al.’ scheme [5] 5460 48.2
Tai et al.’s scheme [11] 24,377 48.35

Li et al.’s scheme APD1 [8] 32,995 50.82
Li et al.’s scheme APD2 [8] 60,785 48.40

Our scheme 262,144 52.05

3.1 Imperceptibility

Since we use two shadows having high similarity with the
cover image to embed the secret message, it is difficult for
anyone to perceive the embedded information in these two
shadows with his/her eyes directly. As shown in Table 3,
the lowest PSNR is 51.41dB among all the shadows, and
it is already very high compared with other methods [1-4,
10].

Consider an extreme situation where all the pixel pairs
of the cover image are embeddable points. In the worst
case that each grayscale value of all pixels of the two shad-
ows will be incremented or decremented by 1, the most
mean square error (MMSE) is equal to 1. Therefore, the
PSNR of each shadow versus the original cover image is:

PSNR = 10× log10(
255× 255

2
) = 48.13db. (1)

The low limitation of PSNR of our method is already
very high, and the experimental results show that the
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Lena Baboon Airplane                Goldhill                     Boat                        Girl

Woman                   Crowd                     Lake                     Barbara                  Bridge                     Couple

Figure 3: All cover images

actual PSNR is usually greater than the low limitation
for 3dB-7dB. Thus, the two shadows produced by our
algorithm have high performance in imperceptibility.

3.2 Capacity

For convenience, we think of the binary secret message
as transformed to hexadecimal instead of seventeen-ary.
Thus, each pixel pair can embed four bits of information.
The hiding capacity for each stego-image in the above
extreme situation is equal to:

payload = 4× (
512× 512

2× 2
) = 262, 144 (bits). (2)

As you can see, in an ideal situation, our algorithm can
achieve very high performance with both large capacity
and high PSNR. The experimental results show that all
the pixel pairs of the cover images Lena and Goldhill are
embeddable points so that these two images can achieve
the maximum hiding capacity in our method.

3.3 Complexity

Assuming the size of the cover image is M×N, recall that
in the data embedding process we use two copies (shad-
ows) of the cover image and then pair all the pixels in
these three images using the same pairing rule. Actu-
ally, we can pair the cover image, assuming the resultant
pair set is P = {P1, P2, ..., Pn}, and then produce two
copies P1 and P2 of the pair set P. In this way, we achieve
the same purpose but the time complexity is reduced to
O(MN).

For data extraction, we need to first pair the shadows
and then scan the resultant pair sets simultaneously. The
time complexity of pairing is O(2MN) and of scanning is
also O(2MN).

Our proposed algorithm is very light since we don’t
use any complex transform operation (such as DWT and
DCT) or any compression technique.

3.4 Capacity Control

We have assumed that all the embeddable points will be
used to embed the secret value. Obviously, this is not
practical and we provide a simple answer to solve this
problem.

We can use header information to indicate how many
embeddable points are used to embed the secret message.
For a grayscale image sized M×N, the maximum number
of embeddable points is (M×N)/2. If we use the first
n embeddable points as the header information, for easy
in calculation, we also use hexadecimal here; since each
embeddable point can embed four bits, we can choose n
for the inequality:

24n − 1 ≥ (M ×N)/2. (3)

For example, considering the grayscale image sized
512×512, the maximum number of embeddable points in
this image is (512×512)/2 = 131072. Because 24×5− 1 ≥
131072 , we select 5 as the value of n. That means if
the size of the cover image is 512×512, the first five em-
beddable points in the cover image are always used to
indicate the number of embeddable points that are used
to embed information in the embedding process. Thus,
for the data extraction process, the decoder needs to first
extract the header information and decide how many em-
beddable points should be extracted.

3.5 Comparisons

Table 4 shows a simple comparison with the other schemes
since these four papers present their experimental results
for Lena clearly. Tian’s DE method [12] can achieve
high embedding capacity when the capacity is larger than
260,000 bits, but PSNR of the stego-image is lower than
30dB. In such case, the imperceptibility of the stego-
image decreases. As shown Table 4, when Tian’s method
achieves a high PSNR, its payload suddenly drops. On
the other hand, because of the requirement for a location
map, it is not easy for Tians method [12] to deal with
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the capacity control problem, so this method is not ca-
pable of embedding small payloads with low distortions
as described in [6]. The RS method [4] cannot achieve
higher performance in both capacity and imperceptibil-
ity than our method since its maximum bpp is 0.25 due
to the optimal size of a group is four. The variants of
the DE method, such as [5, 6, 7], also need to face up
to the capacity control problem. Although these schemes
propose new methods to decrease the size of the loca-
tion map and control the embedding capacity, they are
complex compared with our method since they usually
need a lossless data compression technique. Ni et al.’s
method [9] and Li et al.’s [8] can achieve very high PSNR
compared with many other schemes, but both the PSNR
and the hiding capacity are lower than these in our pro-
posed method. Based on the discussions and the experi-
mental results shown in Table 4, our method can achieve
higher performance in imperceptibility, embedding capac-
ity, and algorithm complexity than all the other meth-
ods [1, 2, 3, 4, 5, 6, 7, 9, 11, 12] mentioned in this paper.

4 Conclusions

In this paper, we proposed a reversible data hiding algo-
rithm based on a combination of pixel groups’ geomet-
ric structure and secret sharing mechanism. Since our
method does not need a location map to indicate which
pixel pairs are used to embed the secret message and each
pixel can be changed at most one value, our algorithm has
high performance in both capacity and imperceptibility.
As the embeddable points are not edge points in the pixel
coordinate, there would not be any overflow or under-
flow in our scheme. The proposed scheme is also light
since we do not use any image compression technique.
Our experimental results confirm that the proposed re-
versible data hiding algorithm outperforms all the other
algorithms mentioned in the paper.
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Abstract

Based on the ideas: “invertible cycle”, “tame trans-
formation” and “special oil and vinegar”, three differ-
ent nonlinear invertible transformations were constructed
separately. Then making use of the idea of the ex-
tended multivariate public key cryptosystem, and combin-
ing the nonlinear invertible transformations above with
Matsumoto-Imai (MI) scheme, three methods of design-
ing extended multivariate public key cryptosystem were
proposed. Next, the corresponding encryption and signa-
ture algorithms were given. Analysis results demonstrate
that the new extended cryptosystems inherit the merit
of MI scheme, i.e., efficient computation. Meanwhile, the
new extended cryptosystems can also resist the lineariza-
tion attack, differential attack and algebraic attack.

Keywords: Extended multivariate public key cryptosys-
tem, invertible cycle, matsumoto-imai scheme, special oil
and vinegar, tame transformation

1 Introduction

The 21st century is the era of information. With the
rapid development of electronic information science and
technology, information security has become so impor-
tant. After electronic information science and technology,
quantum and other new information science are building
up and developing [9]. But the development of quantum
computers will pose a threat to the widely-used public
key cryptosystems, which are based on discrete logarithm
problem and large integer factorization problem [10, 16].
Therefore, great attention has been paid to the post-
quantum public key cryptography [2], and multivariate
public key cryptosystems (MPKCs) develop rapidly in
this background. MPKC is considered to be a candidate
of secure cryptosystems in post-quantum era for its higher
efficiency, better security and easy access to the hardware
implementation, etc. During the last twenty years, MP-
KCs have received more and more attention.

The security of MPKCs depends on the difficulty of
solving a set of nonlinear multivariate quadratic equations
over a finite field [7] and the isomorphism of polynomi-
als problem [17]. Its research began in the 1990s. Ac-
cording to different central maps, MPKCs have been di-
vided into five schemes, which are Matsumoto-Imai (MI)
scheme, Hidden Field Equation (HFE) scheme, Unbal-
anced Oil and Vinegar (UOV) scheme, Stepwise Trian-
gular Systems (STS) scheme and Medium Field Equa-
tion (MFE) scheme [7]. Especially, in the past few years,
many cryptosystems have emerged in sequence, such as
the CyclicRainbow cryptosystem [14], the Double-Layer
square cryptosystem [3], the Enhanced STS cryptosys-
tem [19], etc, which make MPKCs develop and complete.
Meanwhile, researchers have also applied MPKCs to iden-
tification [15], special signatures [22, 24]and other fields.
So far, MPKCs have been a hot topic in cryptography.

In 1988, Matsumoto and Imai proposed MI scheme
with high efficiency, which was seen as the first scheme of
MPKCs [11]. In 1995, Patarin et al present linearization
attack aimed at MI scheme [12]. To resist linearization
attack, Jacques Patarin et al came up with the Flash
cryptosystem in 2000 [13], and Ding Jin-tai et al put
forward the PMI cryptosystem in 2004 [4], but both of
them were vulnerable to differential attack [5, 8]. In
2011, by incorporating the hash authentication technique
and traditional multivariate public key cryptography al-
gorithm, Wang Hou-zhen et al proposed Extended Multi-
variate Public Key Cryptosystem (EMC), which can resist
both linearization attack and differential attack [20]. The
emerging of EMC pointed out a new idea to construct
novel multivariate public key cryptosystems.

In this work, on the base of the ideas: invertible cy-
cle [6], tame transformation [21] and special oil and vine-
gar [23], three different nonlinear invertible transforma-
tions are built separately. Then by combining these non-
linear invertible transformations above and MI scheme,
three different methods to construct novel EMCs are pro-
posed. Finally, the performance analysis and security
analysis will be given.
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The rest of this paper is organized as follows. In Sec-
tion 2, we give a brief overview of general structure of
MPKCs, EMC and MI scheme. Section 3 presents 3 the
design of the novel EMCs. Section 4 gives the operation
efficiency and security analysis of our proposed cryptosys-
tems. Finally, Section 5 concludes this paper.

2 Preliminaries

2.1 General Structure of MPKCs

The trapdoor function of MPKCs is a set of nonlin-
ear multivariate quadratic polynomials over a finite field,
i.e.,P =: Fn → Fm,

P = (p1(x1, · · · , xn), · · · , pn(x1, · · · , xn)).

For 1 ≤ j ≤ k ≤ n, 1 ≤ i ≤ m, each pi(x1, · · · , xn) is
organized as follows

yi = pi(x1, · · · , xn) =
∑

1≤j≤k≤n

aijkxjxk +

n∑
j=1

bijxj + ci,

where xi ∈ Fq, 1 ≤ i ≤ n, and coefficients aijk, bij , ci ∈ Fq.
The construction of MPKCs is mainly based on the

hardness of Multivariate Quadratic (MQ) problem and
Isomorphism of Polynomials (IP) problem.

The trapdoor of MPKCs P = (p1(x1, · · · , xn), · · · ,
pn(x1, · · · , xn)) is constructed as follows:

u = (u1 , · · · , un)

↓ S

x = (x1 , · · · , xn)

↓ Q

y = (y1 , · · · , ym)

↓ T

v = (v1 , · · · , vm).

.

The public key P consists of three maps, i.e.,P = T ◦
Q ◦ S, where S : u → x = MSu + cS and T : y → v =
MT y + cT are random invertible affine maps in Fn and
Fm respectively. They mask the structure of the central
map together, and are important parts of the secret key.

2.2 EMC

In 2011, by combining the hash authentication technique
with traditional multivariate public key algorithm, Wang
Hou-zhen et al proposed Extended Multivariate Public
Key Cryptosystem (EMC). It can be used as a signature
scheme and an encryption scheme simultaneously. It was
an essential expansion of traditional multivariate public
key cryptography, and it improved security of the tradi-
tional MPKCs [20].

Tame transformation is used to construct EMC. Define
tame transformation first.

Definition 1 (Tame Transformation). Tame transforma-
tion is a special mapping G : GF (q)n → GF (q)n

t1
t2
...

tn−1

tn

 =


x1

x2 + g2(x1)
...

xn−1 + gn−2(x1, · · · , xn−2)
xn + gn−1(x1, · · · , xn−1)


where gi are arbitrary quadratic polynomials. The map-
ping G is so special that it can be easily inverted.

Definition 2 (Hash-based Transformation). A Hash-
based Transformation (HT) L : Fnq → Fnq

 y1

...
yn−δ

 = A ·

 x1

...
xn−δ

+ α1 yn−δ+1

...
yn

 =

 xn−δ+1

...
xn

+D ·

 xn+1

...
xn+δ

+

B ·

 x1

...
xn−δ

+ α2

where α1, α2 are (n−δ)-dimension vector and δ-dimension
vector respectively, A is a (n − δ) × (n − δ) matrix, and
D must be a diagonal and full-rank δ × δ matrix; B is a
random δ× (n− δ) matrix; all the coefficients are chosen
over Fq. The extended variables xn+i(1 ≤ i ≤ δ) are
defined by xn+i = Hk(x1||x2|| · · · ||xn−δ+i−1).

Known from the definition above, L can be seen as a
compression mapping from Fn+δ

q to Fnq , i.e.,(y1, · · · , yn) =
L(x1, · · · , xn, xn+1, · · · , xn+δ).

The public key of the extended MQ cryptosystem is
designed as follows:

P
′

= P ◦ L = T ◦ F ◦ U ◦ L = (p
′

1, · · · , p
′

n).

The public key is a set of multivariate quadratic poly-
nomials, which is a mapping from Fn+δ

q to Fnq , and the
corresponding secret key consists of L−1, U−1, T−1, F−1.

2.3 MI Scheme

In 1988, Matsumoto and Imai proposed the first multi-
variate public key cryptosystem, i.e., MI scheme [11].

Let k = Fq be a finite field of characteristic 2,
where q = 2m, and K be an extension field of degree
n of K. Then define a standard K-linear isomorphism
map Φ : K → kn,Φ(a0 + a1x + · · · + an−1x

n−1) =

(a0, a1, · · · , an−1).Define F : K → K,F (X) = X1+qθ ,
where θ is an integer such that 1 ≤ θ ≤ n and gcd(1 +
qθ, qn − 1) = 1. F is an invertible map and its inverse is
given by F−1(X) = Xt, where t(1 + qθ) ≡ 1mod(qn − 1).
Let F : kn → kn be a central map:

F̄ (x1 , · · · , xn) = φ ◦ F ◦ φ−1(x1 , · · · , xn)

= (F̄1 (x1 , · · · , xn), · · · , F̄n(x1 , · · · , xn))
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where F i(x1, · · · , xn) are quadratic polynomials of n vari-
ables.

Finally, let L1 and L2 be two randomly chosen invert-
ible affine linear maps over kn.

F̂ (x1, · · · , xn) = L1 ◦ F ◦ L2(x1, · · · , xn) =
(F̂1(x1, · · · , xn), · · · , F̂n(x1, · · · , xn)) is the ciphertext
suggested by MI scheme. The public key is F̂ (x1, · · · , xn),
and the secret key is (L−1

1 , L−1
2 , θ).

3 Design of the Novel EMCs

Nowadays most algorithms of MPKCs cannot be a sig-
nature scheme and an encryption scheme simultaneously
and most of them are under attack. How to construct a
secure and efficient MPKC enabling both signature and
encryption remain a hot topic and an open problem.

The key of our proposed cryptosystems is to build a
nonlinear and invertible transformation L. By making use
of the idea of EMC and incorporating MI scheme with
nonlinear invertible transformations L, the novel EMCs
are produced:

F̃ (x1 , · · · , xn) = F̂ ◦ L(x1 , · · · , xn)

= L1 ◦ F̄ ◦ L2 ◦ L(x1 , · · · , xn) (1)

3.1 Construction of L

Constructing nonlinear and invertible transformations L
is the key to design the novel EMCs. Three kinds of non-
linear and invertible transformations will be introduced
based on different ideas below.

3.1.1 Construction of Invertible Transformation
Based on “Invertible Cycle”

Assume the invertible transformation is L3, in order to
facilitate the inverse, L3 is defined in cases. Suppose the
order is n, to express properly the successor of {1, · · · , n},
define

µ : {1, · · · , n} → {1, · · · , n} : µ(i) =

{
1 for i = n

i+ 1 otherwise

Lemma 1. For a fixed integer n ≥ 2, define a nonlin-
ear transformation L3 : (x1, · · · , xn) → (t1, · · · , tn) as
follows:

 t1 : =

{
c1x1x2 for n odd

c1x1
qx2 for n even

,

ti : = cixixµ(i) for 2 6 i 6 n

Then the inverse image of (t1, · · · , tn),where ti ∈ F∗
q :=

Fq\{0}, ∀i is given by

x1 : =



√√√√∏(n−1)/2
i=0 t2i+1∏(n−1)/2
i=1 t2i

·

√√√√ ∏(n−1)/2
i=1 c2i∏(n−1)/2
i=0 c2i+1

for n odd

q−1

√√√√∏n/2−1
i=0 t2i+1∏n/2
i=1 t2i

· q−1

√√√√ ∏n/2
i=1 c2i∏n/2−1

i=0 c2i+1

for n even

xi : =
ti

cixµ(i)
for i = n , · · · , 2.

Remark 1. However, for some xi = 0 in the set
{x1, · · · , xn}, the definition of L3 is the same as that of
Lemma 1, so the conditions ti = 0 and ti+1 = 0 are
set up. Take odd n for example, the inverse of L3, i.e.,
(x1, · · · , xn) = L−1

3 (t1, · · · , tn) is organized as follows:
Either xi = 0 or xµ(i) = 0 is set up, where ti = 0.

1) For xi = 0, choose xµ(i) = a ∈ Fq\{0} randomly, and
other xi can be worked out in sequence:

xµ(i)+1 =
tµ(i)

cµ(i) a
, · · · , xn =

tn−1

cn−1 xn−1
for i = 1,

xµ(i)+1 =
tµ(i)

cµ(i) a
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

for i = 2,

xµ(i)+1 =
tµ(i)

cµ(i) a
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

· · · , xi−1 =
ti−2

ci−2 xi−2
for i = 3 , · · · , n.

2) For xµ(i) = 0, choose xi = b ∈ Fq\{0} randomly, and
other xi can be calculated in sequence:

xi−1 =
ti−1

ci−1 b
, · · · , x1 =

t1
c1 x2

, · · · , xµ(i)+1 =

tµ(i)+1

cµ(i)+1 xµ(i)+2
for i = n , n− 1 , · · · , 2,

xn =
tn
cn b

, xn−1 =
tn−1

cn−1 xn
· · · , xµ(i)+1 =

tµ(i)+1

cµ(i)+1 xµ(i)+2
for i = 1.

3) For xi = 0 and xµ(i) = 0, choose xµ(i)+1 = c ∈ Fq\{0}
randomly, and do the following work:

xµ(i)+2 =
tµ(i)+1

cµ(i)+1 c
, · · · , xn =

tn−1

cn−1 xn−1
for i = 1,

xµ(i)+2 =
tµ(i)+1

cµ(i)+1 c
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

for i = 2,

xµ(i)+2 =
tµ(i)+1

cµ(i)+1 c
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

, · · · , xi−1 =
ti−2

ci−2 xi−2
for i = 3 , · · · , n.

From the discussions above, it can be seen that if
there exists a singularity, i.e.,{x1, · · · , xn} such that
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{x1, · · · , xn|x1 = 0 ∨ · · · ∨ xn = 0}, there must be some
ti = 0. In this situation, the inverse image of {t1, · · · , tn}
is multiple, and the checksum need to be estimated. As
the number of singularities is qn − (q − 1)n, the probabil-

ity of the existence of a singularity is p1 = 1 − (q−1)n

qn ,
where q = 2m. Proper parameters can guarantee that the
probability is small enough and improve the decryption ef-
ficiency. Under the parameters m = 12, n = 28, the prob-
ability is p1 = 0.007; p2 = 0.002, for m = 14, n = 28;
p1 = 0.0005, for m = 16, n = 27, so the parameters
m = 16, n = 27 are recommended.

3.1.2 Construction of Invertible Transformation
based on Tame Transformation

Lemma 2. Suppose the invertible transformation to con-
struct is L4. Choose positive integers n, d such that
n > 2d, and define the invertible transformation based
on tame transformation L4 : (x1, · · · , xn)→ (t1, · · · , tn)



t1 = x1 + xd+1xn
t2 = x2 + xd+2xn−1

...
td = xd + x2dxn−d+1

td+1 = xd+1

...
tn = xn.

Then the inverse image of (t1, · · · , tn), i.e.,
L−1

4 (t1, · · · , tn) = (x1, · · · , xn) is given by



x1 = t1 + td+1tn
x2 = t2 + td+2tn−1

...
xd = td + t2dtn−d+1

xd+1 = td+1

...
xn = tn.

3.1.3 Construction of Invertible Transformation
based on “Special Oil and Vinegar”

Suppose the invertible transformation to construct is L5,
and choose positive integers o, v and n such that o > v
and n = o+v. Divide the variables {x1, · · · , xn} into two
parts:{x1, · · · , xv, · · · , xo} and {xo+1, · · · , xn}.

Lemma 3. Randomly choose ri ∈ Fq, i = 1, · · · , n and

define L5(x1, · · · , xn) = (t1, · · · , tn) as follows:

t1 = x1

...
tv = xv
...
to = xo
to+1 = (x1+r1)

xo+1

...

tn = (xv+rv)
xn

where variables (t1, · · · , to) containing the first degree
parts can be seen as “oil variables”; and variables
(to+1, · · · , tn) containing the quadratic parts can be seen
as “vinegar variables”.

Then the inverse image of (t1, · · · , tn), i.e.,
L−1

5 (t1, · · · , tn) = (x1, · · · , xn), where ti ∈ F∗
q := Fq\{0},

i = o+ 1, · · · , n is given by

x1 = t1
...
xv = tv
...
xo = to
xo+1 = to+1

(t1+r1)

...
xn = tn

(tv+rv) .

Remark 2. For some ti = 0, i = o+1, · · · , n, the inverse
image of (t1, · · · , tn), i.e.,L−1

5 (t1, · · · , tn) = (x1, · · · , xn)
is obtained as follows.

For some ti = 0, either xi = 0 or xi−o + ri−o = 0 is
set up. If xi−o + ri−o = 0, choose xi ∈ Fq, and solve
(x1, · · · , xn) from (t1, · · · , tn) directly, otherwise, utilize
Lemma 3.1.1.

In conclusion, the existence of ti = 0 makes the so-
lution (x1, · · · , xn) not unique, the checksum need to be
calculated. Similar to Section 3.1.1, the probability of the

existence of a singularity is p2 = 1− (q−1)n

qn , so it can lower
the probability, and improve the decryption efficiency by
choosing proper parameters. For m = 16, n = 27, the
probability is p2 = 0.0005, so the parameters m = 16, n =
27 are proper.

3.2 Construction of Three Kinds of
EMCs

By using the idea “function composition”, and combin-
ing MI scheme with those nonlinear invertible transfor-
mations Li in Section 3.1, the public key polynomials of
the novel EMCs are deduced as follows:

F̃i(x1 , · · · , xn) = L1 ◦ F̄ ◦ L2 ◦ Li(x1 , · · · , xn)

= (F̃i1(x1 , · · · , xn) , · · · , F̃in(x1 , · · · , xn)),

i = 3 , 4 , 5 .
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Conversely, the secret keys consist of
(L−1

1 , L−1
2 , L−1

i , θ), i = 3, 4, 5.

3.3 Encryption Algorithms

It can be seen that the secret keys of encryption algo-
rithms are D = (L−1

1 , L−1
2 , L−1

i , θ), i = 3, 4, 5 from the
construction process of the novel EMCs.

According to the construction of nonlinear transfor-
mation L in Section 3.1, when there exists a singularity
{t1, · · · , tn|t1 = 0 ∨ · · · ∨ tn = 0}, the inverse images of
(t1, · · · , tn) : L−1

3 (t1, · · · , tn) and L−1
5 (t1, · · · , tn) can be

multiple. Therefore, the encryption process and the de-
cryption process will be discussed in two cases.

1) When there does not exist a singularity, the solution
of L−1

i (t1, · · · , tn) is unique.

The encryption process. Given the plaintext
(x1, · · · , xn) ∈ Fnq , use the public key F̃i to calcu-

late the ciphertext (y1, · · · , yn) = F̃i(x1, · · · , xn).

The decryption process. Received the ciphertext
(y1, · · · , yn) ∈ Fnq , calculate the corresponding plain-
text (x1, · · · , xn) as follows:

a. Compute (y
′

1, · · · , y
′

n) = L−1
1 (y1, · · · , yn);

b. Use the secret key θ to get the inverse
transformation of the central map F̄ , i.e.,
(x
′

1, · · · , x
′

n) = F̄−1(y
′

1, · · · , y
′

n);

c. Compute (t1, · · · , tn) = L−1
2 (x

′

1, · · · , x
′

n);

d. Finally, compute the corresponding plaintext
(x1, · · · , xn) = L−1

i (t1, · · · , tn).

2) When there exists a singularity, i.e., the solution of
L−1
i (t1, · · · , tn) isn’t unique.

The encryption process. Given the plaintext
(x1, · · · , xn) ∈ Fnq , use the public key F̃i to cal-
culate the corresponding ciphertext (y1, · · · , yn) =
F̃i(x1, · · · , xn). Meanwhile, utilize the public hash
function Hash1 to calculate the checksum of plain-
text Hash1(x1, · · · , xn) = v.

The decryption process. Received the cipher-
text (y1, · · · , yn) ∈ Fnq and the checksum
Hash1(x1, · · · , xn) = v, the plaintext can be ob-
tained as follows:

a. Compute (y
′

1, · · · , y
′

n) = L−1
1 (y1, · · · , yn);

b. Use the secret key θ to get the inverse
transformation of the central map F̄ , i.e.,
(x
′

1, · · · , x
′

n) = F̄−1(y
′

1, · · · , y
′

n);

c. Compute (t1, · · · , tn) = L−1
2 (x

′

1, · · · , x
′

n);

d. Use the secret key L−1
i to get

(x̄1, · · · , x̄n) = L−1
i (t1, · · · , tn),and com-

pute Hash1(x̄1, · · · , x̄n) = v
′
. If v = v

′
,

the corresponding solution (x̄1, · · · , x̄n) is the
right plaintext, otherwise, discard the solution
(x̄1, · · · , x̄n).

3.4 Signature Algorithms

The signature process. Suppose that the message M
is the document to sign, and compute (y1, · · · , yn) =
Hash2(M). The secret keys of signature algorithms are
the same as those of encryption algorithms, so are the
process of calculating the signature (x1, · · · , xn) and the
encryption process in Section 3.3. The difference is that
whether there exists a singularity. When the signature
isn’t unique, choose one of the signatures randomly.

The verification process. Received the message M and
signature (x1, · · · , xn), do the verification as follows:

1) Use another public Hash function Hash2 to compute
Hash2(M) = (y1, · · · , yn);

2) Compute F̃ (x1, · · · , xn) = (y
′

1, · · · , y
′

n), then de-
termine whether the condition (y

′

1, · · · , y
′

n) =
(y1, · · · , yn) is true, otherwise, discard the invalid sig-
nature.

4 Operation Efficiency and Secu-
rity Analysis

The operation efficiency and the security analysis of three
novel EMCs will be given in the next installment.

4.1 Operation Efficiency

Encryption (verification) efficiency. Compared to the en-
cryption (verification) efficiency of the MI scheme, the
novel EMCs need simply do another operation Li, i =
1, 2, 3. It can be seen that their efficiencies are high, and
barely affect the whole efficiency of our proposed cryp-
tosystem from the construction of Li in Section 3.1.

Decryption (signature) efficiency. During the decryp-
tion process, when there exists a singularity, the solution
isn’t unique, and the verification need to be done many
times. But the existence of a singularity can be avoided
by choosing the proper parameters. During the signature
process, just choose one of the solutions.

Above all, under the proper parameters, the three novel
EMCs inherit high efficiency of MI, and the whole opera-
tion efficiency keeps high.

4.2 Security Analysis

Generally, attacks aimed at MPKCs are divided into
two groups: structure-based attack and direct attack.
Structure-based attack aims at the special structure of
MPKCs, and it mainly includes linearization attack and
differential attack. Direct attack starts with the public
key polynomials of MPKCs. The common tools are com-
prised of the Gröbner base algorithm and the XL algo-
rithm. Next, the security analysis of three EMCs will be
performed. To keep it simple, take the EMC based on
invertible cycle for example.
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4.2.1 Linearization Attack

In 1995, Patarin present a linearization attack to the
MI scheme, which simplified linear equations and posed
threat to MI [12]. Next, it will be demonstrated that our
proposed cryptosystem can be resistant against lineariza-
tion attack.

Definition 3. Let P = (p1, · · · , pm) be polynomials with
n variables over Fq,with regard to P , a linearization equa-
tion is organized as

n∑
i=1

m∑
j=1

aijxiyj +

n∑
i=1

bixi +

m∑
i=1

ciyi + d

∈ Fq[x1 , · · · , xn , y1 , · · · , ym]

s.t. when plugging pi into yi, a zero polynomial about
(x1, · · · , xn) the variable are obtained:

n∑
i=1

m∑
j=1

aijxipj +

n∑
i=1

bixi +

m∑
i=1

cipi + d = 0.

According to the central map of MI F : X 7→ Xqθ+1,

the following special algebraic relation:Y q
θ−1 = Xq2θ−1.

Multiply XY on both sides of the relation to acquire the

relation: XY q
θ

= Y Xq2θ .
Further, it can be easy to obtain n multivariate

quadratic equations over Fq by the isomorphic mapping
φ. Each equation is organized as follows:

n∑
i=1

n∑
j=1

aijxiyj +

n∑
i=1

bixi +

n∑
i=1

ciyi + d = 0 (2)

Given O((n + 1)2) plaintext-ciphertext pairs
(x1, · · · , xn, y1, · · · , yn), it is feasible to work out the
coefficients of the equation above. Once worked out all
the coefficients and given the ciphertext y = (y1, · · · , yn),
n linear equations about the plaintext x = (x1, · · · , xn)
can be obtained.

Theorem 1. The EMC based on invertible cycle puts for-
ward the nonlinear invertible transformation L3, s.t. the
structure of public key polynomial will be changed to resist
linearization attack.

Proof. Similar to MI scheme, n multivariate quadratic
equations of our proposed cryptosystem can be obtained,
and each equation is organized as follows:

n∑
i=1

n∑
j=1

aijtiyj +

n∑
i=1

biti +

n∑
i=1

ciyi + d = 0 (3)

If given O((n + 1)2) plaintext-ciphertext pairs
(t1, · · · , tn, y1, · · · , yn), the coefficients of the equations
above can be calculated. However, since the cipher-
text (y1, · · · , yn) is known, and the intermediate variables
(t1, · · · , tn) remain unknown, the coefficients cannot be
calculated when plugging the ciphertext (y1, · · · , yn) into

the equation. In the worst case that all the coefficients
are calculated, linear equations about ti can be obtained
by plugging (y1, · · · , yn) to Equation (3).

After plugging the expression of ti, multivariate
quadratic equations about (x1, · · · , xn) will be derived.
Solving this kind of equation is still a NP problem, so
it can be concluded that: our proposed cryptosystem is
resistant against linearization attack.

4.2.2 Differential Attack

Differential attack aims at the type such as MI scheme.
Initially, it was used to attack PMI [5], and it was
also used to attack the SFLASH cryptosystem, i.e.,C∗−
scheme later [8]. Next, it will be proved that the novel
cryptosystem can resist differential attack.

Definition 4. For any function F (x), its differential at
point Fqθ is defined by DF (a, x) :

DF (a, x) = F (x+ a)− F (x)− F (a) + F (0).

When F is a quadratic function, if regard DF (a, x) as a
function of variables x and a, DF (a, x) is a symmetric
bilinear function about x and a.

In MI scheme, the inner function is F̃ (x) = x1+qθ , so

DF̃ (a, x) = xaq
θ

+ axq
θ

. Obviously, is symmetric bilin-
ear., the differential function has a very specific multi-
plicative property:

DF̄ (a , ξ · x) +DF̄ (ξ · a , x) = (ξ + ξq
θ

)DF̄ (a , x) (4)

Similarly, the differential function of public key P =
L1 ◦ F̄ ◦ L2 is DP (a, x) = T ◦ DF (U(a), U(x)), which
satisfies the following relation:

DP (ξa , x) +DP (a , ξx)

= L1 ◦DF̄ (ξ · L2(a) , L2(x))

+ L1 ◦DF̄ (L2(a) , ξ · L2(x))

= L1 ◦ (ξ + ξq
θ

) ◦ L1
−1 ◦DP (a , x) (5)

Let PΠ = TΠ ◦ F̄ ◦ L2 be the public key of the C∗−

scheme. It is entirely feasible to find the non-trivial map
Nξ such that

P
′

Π = PΠ ◦Nξ = TΠ ◦Mξ ◦ F̄ ◦ L2 (6)

where Nξ and Mξ denote two linear maps with regard to
ξ.

Therefore, a new MI public key can be obtained by
comprising r equations randomly chosen from P

′
Π with

(n− r) equations of the public key, and the probability of
success is 1− 1/q. Then make use of linearization attack
above to forge the signature.
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Theorem 2. The EMC based on invertible cycle uti-
lizes the idea function composition and adds the nonlin-
ear transformation L3 to the MI scheme, therefore, it can
break the special multiplicative property of MI and avoid
differential attack.

Proof. Relative to MI scheme, the public key of the
novel EMC is transformed from P to P

′
,

P
′

= L1 ◦ F̄ ◦L2 ◦L3 L
′

2 = L2 ◦ L3 L1 ◦ F̄ ◦L
′

2 (7)

Since L3 is a nonlinear transformation, L
′
2 in Re-

lation (7) is also a nonlinear transformation.∀x , ξ ∈
GF (qn), there obviously exists the following relation:

ξ ◦ L
′

2(x) 6= L
′

2(ξx) (8)

To the novel EMC, the differential function of public
key P

′
= L1 ◦ F̄ ◦ L

′
2 is

DP
′
(ξa , x) +DP

′
(a , ξx)

= L1 ◦DF̄ (ξ · L
′

2(a) , L
′

2(x)) +

L1 ◦DF̄ (L
′

2(a) , ξ · L
′

2(x)) (9)

6= L1 ◦ (ξ + ξq
θ

) ◦ L1
−1 ◦ (DP

′
(a , x) )

Expression (9) shows that the introduction of the
transformation L3 breaks the special multiplicative prop-
erty of MI scheme.

In conclusion, our proposed cryptosystem can resist
differential attack.

4.2.3 Algebraic Attack

The common tools of algebraic attack consist of the
Gröbner base algorithm and the XL algorithm. So far,
the most efficient methods to computer Gröbner bases
are F4 and F5 algorithms.

According to the relations of the number of equations
m and the number of variables n, and algebraic attack
in three cases are discussed: m > n, m < n, and m=n.
The equations satisfying the relation m > n are called
overdetermined equations [1], when m < n, underdeter-
mined equations [18], and when m=n, permutation equa-
tions [21]. In our cryptosystem, the public key polynomial
P (x1 , · · · , xn) = (y1 , · · · , yn) satisfies the relation
m=n. Therefore, the cases m > n and m < n are de-
scribed no longer.

To the best of our knowledge, when K = GF (q) (q 6=
2) is big, and m=n, the complexity to solve the permuta-
tion equations is proved to be O(23m) [21].

In the novel cryptosystem, the corresponding equa-
tions are expressed as follows:

p1(x1 , · · · , xn) = y1

...

pn(x1 , · · · , xn) = yn

(10)

where the number of equations is equal to the number
of variables. According to Section 4.1.1, the public key

pi(x1 , · · · , xn) is multivariate quartic polynomial. The
complexity to solve Equation (10) is much greater than
the corresponding quadratic equations. Under the rec-
ommended parameters n=27 and q = 216, the complexity
to solve multivariate quadratic equations is about O(281),
therefore, the complexity to solve the public key polyno-
mials of the novel EMC is more than O(281), that is, our
proposed cryptosystem can be resistant against algebraic
attack.

All in all, from Sections 4.2.1, 4.2.2, and 4.2.3, it can be
concluded that the EMC based on invertible cycle can re-
sist linearization attack, differential attack and algebraic
attack. Similarly, the EMC based on tame transforma-
tion and the EMC based on special oil and vinegar are
also secure, and detailed proofs are not given here.

5 Conclusions

In this paper, three different nonlinear invertible transfor-
mations are put forward. Incorporated with MI scheme,
three novel EMCs are recommended. Next, the corre-
sponding encryption and signature algorithms are pro-
vided. Finally, the operation analyses and security analy-
ses of three novel cryptosystems are implemented. It can
be demonstrated that our proposed cryptosystems can re-
sist linearization attack, differential attack, and algebraic
attack. Whether there is a new attack to our novel EMCs
and the selection and optimized implementation of con-
crete parameters need further research.
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Abstract

This paper presents a key based secured (k, n) thresh-
old cryptography where key is used to encrypt the secret
and then the secret as well as key is shared among set
of n participants. In sharing phase, each secret byte is
selected randomly from secret fields depending upon the
key. That provides additional protection of the secret
data. Also, each share has some bytes missing and these
missing bytes can be recovered from a set of exactly k
shares. Thus a given byte position can be confirmed for
any k shares, but not less than k. Hence k shares are
required to give back the secret. As a result, the gener-
ated shares are compressed and if k is closer to n then the
compression ratio is increased. That provides strong pro-
tection of secret data. At the reconstruction phase only
when a qualified set of legitimate shares comes together
then reconstruction is possible. The proposed scheme is
described in detail along with its security analysis, such
as key sensitivity analysis and statistical analysis. This
scheme has been tested using different images to prove
that the scheme has great potential and has a good abil-
ity to achieve the confidential security.

Keywords: Compression, image Sharing, key-based
threshold cryptography, perfect secret sharing (PSS), ran-
dom selection of secret bytes, statistical analysis

1 Introduction

Protection of sensitive data is an important issue, dur-
ing transmission over internet. Many cryptographic tech-
niques are there to protect secret data. However, a com-
mon weakness of these technique is that an entire secret
data is kept in a single medium. The secret data can-
not be revealed if the medium or key is lost or corrupted.

This is termed as a single point failure. To overcome this
drawback secret sharing becomes more popular. In the
secret sharing scheme, there is one dealer and n partici-
pants. The dealer gives a secret to the participants, but
only when specific conditions are fulfilled. The dealer ac-
complishes this by giving each participant a share in such
a way that any group of k or more participants (i.e., qual-
ified participant) reconstruct the secret but no group of
less than k players can. Such a system is called a (k, n)-
threshold based secret sharing scheme. Threshold Secret
sharing scheme thus says that: A secret is some data S.
Our goal is to divide S into n shares V1, V2. · · · , Vn in
such a way that:

1) Knowledge of any k or more Vi shares makes S easily
computable, where 1 ≤ i ≤ n and 2 < k ≤ n.

2) Knowledge of any k − 1 or fewer Vi shares leaves S
completely undetermined (in the sense that all its
possible values are equally likely).

If k = n, then all the shares are required in the (n, n)-
threshold scheme to recover the secret. However, the lost
of any of the share produced using the (n, n)-threshold
scheme results in inaccessible secret messages. Figure 1
shows the conceptual view of a (k, n)-threshold sharing
scheme.

Well known secret sharing schemes (SSS) in the lit-
erature include Shamir’s SSS [16] based on polynomial
interpolation, Blakley’s SSS [2] based on hyper plane ge-
ometry, Asmuth-Bloom’s SSS [1] based on Chinese Re-
mainder theorem. Karnin et al. [11] suggested the concept
of perfect secret sharing (PSS) where zero information of
the secret is revealed for an unqualified group of (k − 1)
or fewer members. Specifically, Karnin et al. [11] used a
term referred as information entropy (a measurement of
the uncertainty of the secret), denoted as H(s) where s is
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Figure 1: Concept of shared cryptography

a secret shared among n participants. The claim of PSS
(Perfect Secret Sharing) schemes must satisfy the follow-
ing:

1) A qualified coalition of n or more participants, C can
reconstruct the secret (s), s: H(s|C) = 0, ∀|C| ≥ k;

2) An unqualified coalition of (n − 1) or few partici-
pants, C has no information about the secret (s), s:
H(s|C) = H(s), ∀|C| < k.

For these requirements in PSS schemes, a secret has
zero uncertainty if the secret can be discovered by n or
more participants. On the contrary, the secret, in PSS
schemes, remains the same uncertainty for (k−1) or fewer
members. Therefore, there is no information exposed to
the (k − 1) or fewer members.

A shortcoming of above secret sharing schemes is the
need to reveal the secret shares during the reconstruction
phase. The system would be more secure if the subject
function can be computed without revealing the secret
shares or reconstructing the secret back. This is known
as function sharing problem where the function computa-
tion is distributed according to underlying SSS such that
distributed parts of computation are carried out by indi-
vidual user and then the partial results can be combined
to yield the final result without disclosing the individ-
ual secrets. Various function sharing protocols are been
proposed [4, 5, 6, 7, 10, 15, 17] mostly based on Shamir
secret sharing as the underlying scheme. A better im-
age secret sharing approach was also proposed by Thien
& Lin [18]. With some cryptographic computation, they
cleverly used Shamir SSS to share a secret image. Chao et
al. [3] proposed a method to extend (n, n) scheme to (k, n)
scheme by using shadows-assignment matrix. Dong and
Ku [8] proposed a new (n, n) secret image sharing scheme
with no pixel expansion. In their scheme reconstruction is
based on addition which has low computational complex-
ity. Dong et al. [9] proposed a (2, n) secret sharing scheme
based on Boolean operation. The reconstructed image is
totally the same with the original secret image and the
scheme has no pixel expansion and contrast value was
ideal. Apart from above secret sharing schemes, we pro-
pose a secret sharing scheme, where each share contains
partial secret information. As a result, each generated
shares are compressed. That provides strong protection
of the secret data. In our scheme, each share contains
secret data and header data as shared form. A header

structure is constructed by the key, k, n and total num-
ber of bytes in secret and individual share number. At
the reconstruction phase, only when k numbers of shares
come together, then original header is reconstructed that
is used to reconstruct the original secret. In our scheme
secret reconstruction is not possible for less than thresh-
old (k) number of shares; so it is Perfect Secret Sharing
scheme.

2 Background and Related Work

2.1 Shamir’s Secret Sharing Scheme

Shamir’s secret sharing scheme [16] is based on (k, n)-
threshold based secret sharing technique (k ≤ n). The
technique allows any k out of n shares to construct a
given secret, a (k − 1) degree polynomial is necessary.
This polynomial function of order (k − 1) is constructed
as,

F (x) = a0 + a1x + a2x
2 + ... + ak−1x

k−1 mod p.

Now we can easily generate n number of shares by using
above equation. Where a0 is the secret, p is a prime
number and all other coefficients are random elements
from the secret. Each of the n shares is a pair (xi, yi) of
numbers satisfying f(xi) = yi and xi > 0, 1 ≤ i ≤n and
0 < x1 < x2 < ... < xk ≤ p − 1. Given any k shares, the
polynomial is uniquely determined and hence the secret
a0 can be computed via Lagrange interpolation. However,
given k− 1 or fewer shares, the secret can be any element
in the field.

The polynomial function f(x) is destroyed after each
shareholder possesses a pair of values (xi, yi) so that no
single shareholder knows the secret value a0. In fact, no
groups of k-1 or fewer shares can discover the secret a0.
On the other hand, when k or more secret shares are
available, then we may set at least k linear equations yi =
f(xi) for the unknown ai. The unique solution to these
equations shows that the secret value a0 can be easily
obtained by using Lagrange interpolation.

2.2 Blakley’s Secret Sharing Scheme

Blakley’s [2] scheme is less space-efficient than Shamir’s,
while Shamir’s shares are individually as large as the orig-
inal secret. This scheme uses hyperplane geometry to
solve the secret sharing problem. The secret is a point
in a k-dimensional space and n shares are affine hyper-
planes that pass through this point. An affine hyperplane
in a k-dimensional space with coordinates in a field can
be described by a linear equation of the following form:

a1x1 + a2x2 + a3x3 + ... + akxk = b.

The intersection point is obtained by finding the in-
tersection of any k of these hyperplanes. The secret can
be any of the coordinates of the intersection point or any
function of the coordinates. We take the secret to be the
first coordinate of the point of intersection.
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2.3 Asmuth-Bloom’s Secret Sharing
Scheme

A fundamentally different Secret sharing scheme is
Asmuth-Bloom’s secret sharing scheme [1] which shares
a secret among the parties using modular arithmetic and
reconstructs it by Chinese Remainder Theorem (CRT).
In Asmuth-Bloom’s Secret Sharing Scheme, the sharing
and Reconstruction of the secret can be done as follows.

Sharing Phase: To share the secret d among a group of
n users, the dealer does the following:

1) A set of relatively prime integers m0 < m1 <
m2 < ... < mn where m0 > d is a prime, are
chosen such that

∏k
i=1 mi > m0

∏k−1
i=1 mn−i+1;

2) Let M denote
∏k

i=1 mi, the dealer computes,

y = d + am0,

where a is a positive integer generated randomly
subjected to the condition that 0 ≤ y < M .

3) The share of the ith user 1 ≤ i ≤ n, yi = y mod
mi.

Reconstruction Phase: Assume S is a coalition of k
users to reconstruct the secret, let Ms denote

∏
i∈Smi .

1) Given the system y = yi mod mi. For i belongs
to S, solve y in ZMS using the Chinese Remain-
der Theorem.

2) Compute the secret as: d = y mod m0.

According to Chinese Remainder Theorem, y can be
determined uniquely in ZMS . Since y < M ≤ MS , the
solution is also unique in ZM .

2.4 Thien and Lin’s Secret Sharing
Scheme

Thien and Lin proposed a (k, n)-threshold-based image
secret sharing scheme [18] by cleverly using Shamir’s
SSS [16] to generate shares. The essential idea is to use a
polynomial function of order (k−1) to construct n image
shares from a L× L pixel secret image (denoted as I) as

Sx = I(ik+1, j) + I(ik+2, j)x + I(ik+3, j)x
2

+... + I(ik+k, j)x
k−1 mod p, (1)

where 0 ≤ i ≤ L/k and 1 ≤ j ≤ L. This method reduces
the size of image shares to become 1/k of the size of the
size of the secret image. Any k image shares are able to
reconstruct every pixel value in the secret image.

In above secret sharing schemes, each share contains
the complete secret information in encrypted or ciphered
form. Apart from above schemes, the idea behind our
proposed scheme is that every share has some bytes miss-
ing and these missing bytes can be recovered from a set
of exactly k shares. Thus a given byte position can be

confirmed for any k shares, but not less than k. Hence k
shares are required to give back the secret. Here we use
image file as a secret data, but it is equally applicable for
any digital data. In our first work [12], we proposed the
basic concept of our scheme. Where we have shown, a
secret can be shared among a set of participants by infor-
mation sharing that means all the shares contain partial
information about the secret. Then we have applied this
scheme [14] for audio file by applying intermediate encryp-
tion using the digest of a given key and share the header
information by applying simple ANDing with individual
mask. But in example (Section 3.3), we have shown that
if we apply simple ANDing with individual mask, some
header information will be opened for attacker. Then [13]
we have used this scheme for a digital image by sharing
header with the concept linear geometry, where coefficient
values are selected from generated shares. Therefore, if
and only if k numbers of legitimate shares come together,
then header reconstruction is possible, as a result loss-
less secret data will be reconstructed. Here we use the
previous scheme in modified form where secret byte selec-
tion is randomly depending upon the key from the secret
field which provide additional protection of the secret data
and we discuss the strength of our scheme by analyzing
the scheme in Section 5 with comparing existing schemes.
Some additional experimental results are shown in Sec-
tion 7 and the strength of our scheme is tested using sta-
tistical analysis (e.g. histogram analysis and correlation
value, etc.) in Section 8, which shows that our scheme
is completely prefect and secure secret sharing scheme.
To establish the strength of our scheme, we have shown
mask generation algorithm and our proposed secret shar-
ing scheme with suitable example.

3 Mask Generation Algorithm

The proposed work is based upon masking which employs
ANDing for share generation and ORing the predefined
minimal number of shares to reconstruction the original.

3.1 Concept

For better understanding let us consider any secret as a
binary bit file (i.e. bit is the smallest unit to work upon, in
actual implementation one can consider a byte or group
of bytes or group of pixels as the working unit). The
secret could be an image, an audio or text etc. We shall
decompose the bit file of any size onto n shares in such
a way that the original bit file can be reconstructed only
ORing any k number of shares where k ≤n≥ 2 but in
practice we should consider 2 ≤k<n≥ 3.

Our basic idea is based on the fact that every share
should have some bits missing and those missing bits will
be replenished by exactly (k−1) other shares but not less
than that. So every individual bit will be missed from
exactly (k − 1) shares and must be present in all remain-
ing (n-k+1) shares, thus the bit under consideration is
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available in any set of k shares but not guaranteed in less
than k shares. Now for a group of bits, for a particular
bit position, (k − 1) number of shares should have the
bit missed and (n− k + 1) number of shares should have
the bit present and similarly for different positions there
should be different combinations of (k− 1) shares having
the bits missed and (n−k+1) number of shares having the
bits present. Clearly for every bit position there should be
Cn

k−1 such combinations and in our scheme thus forms the
mask of size Cn

k−1, which will be repeatedly ANDed over
the secret in any regular order. Different masks will pro-
duce different shares from the secret. Thus 0 on the mask
will eliminate the bit from the secret and 1 in the mask
will retain the bit forming one share. Different masks
having different 1 and 0 distributions will thus generate
different shares.

Next just ORing any k number of shares we get the
secret back but individual share having random numbers
of 1′s and 0′s reflect no idea about the secret.

A possible set of masks for 5 shares with threshold of
3 shares is shown below:

Share-1: 1 0 1 0 1 0 1 0 1 1
Share-2: 1 0 1 1 1 1 0 1 0 0
Share-3: 1 1 0 0 0 1 1 1 1 0
Share-4: 0 1 1 1 0 0 1 1 0 1
Share-5: 0 1 0 1 1 1 0 0 1 1

One can easily check that ORing any three or more
shares we get all 1′s but with less than three shares some
positions still have 0′s, i.e. remain missing.

3.2 Algorithm

Here we are presenting the algorithm for designing the
masks for n shares with threshold k.

Step 1. List all row vectors of size n having the com-
bination of (k − 1) numbers of 0′s and (n − k + 1)
numbers of 1′s and arranged them in some predefined
order in terms of their decimal equivalent and finally
organized them in the form of a matrix. Obvious
dimension of the matrix will be Cn

k−1 × n.

Step 2. Transpose the matrix generated in Step-1. Ob-
vious dimension of the transposed matrix will be
n × Cn

k−1. Each row of this matrix will be the in-
dividual mask for n different shares. The size of each
mask is Cn

k−1 bits, i.e. the size of the mask varies
with the value of n and k.

Let us consider the previous example where n = 5 and
k = 3.

Step 1. List of row vectors of size 5 bits with 2 numbers
of 0′s and 3 numbers of 1′s, arranged in predefined
manner as agreed during sharing phase in order to
get masks identical to those used in share generation
phase. (Here the arrangement is the highest followed
by lowest then next highest followed by next lowest

Algorithm 1 Pseudo Code for mask generation

1: Input: n, k
2: Output: mask[n][]
3: Integer mask generator(n, k,mask[n][])
4: {
5: bin arr[][n]: Integer array;
6: mask pattern len = 0;
7: max val = 2n − 1;

// calculate decimal value of n numbers of 1s.
8: for i = max val to 1 do
9: Decimal to Binary(i, bin[][]);

// calculate binary equivalent of decimal i and store
in bin arr[][] array.

10: if (Zero Check(bin[mask pattern len[n], k)))
then

11: mask pattern len = mask pattern len + 1;
// check whether (k−1) nos. of zero exist or not,
if exist then increment mask pattern len by 1.

12: end if
13: end for
14: Rearrange Array(bin);

// rearrange the row of bin[][n] array.
15: Transpose(mask, bin);

//take transpose matrix of bin[][n] and store in
mask[n][].

16: Return mask pattern len;
17: }
18: End

and so on, which appears here as 28, 7, 26, 11, 25,
13, 22, 14, 21, 19).



1 1 1 0 0
0 0 1 1 1
1 1 0 1 0
0 1 0 1 1
1 1 0 0 1
0 1 1 0 1
1 0 1 1 0
0 1 1 1 0
1 0 1 0 1
1 0 0 1 1


C5

2 × 5 = 10× 5

Step 2. Take the transpose of the above matrix and we
get the desired masks for five shares as listed above
in the form of matrix of dimension 5×C5

2 , i.e. 5×10.
There are five masks each of size 10 bits.

3.3 Example

Consider a secret message (M) is WBPRACSE27 and the
size of M is 10 bytes. Now by applying logical ANDing
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with individual mask following shares are generated.

Si Mask Shared Message
Share− 1 : 1010101011 W0P0A0S027
Share− 2 : 1011110100 W0PRAC0E00
Share− 3 : 1100011110 WB000CSE20
Share− 4 : 0111001101 0BPR00CS07
Share− 5 : 0101110011 0B0RAC0027

From above shares we can easily notice that each share
contains partial secret information. That is a secret byte
corresponding to one in the mask is kept as it is and the
secret byte corresponding to zero in the mask is kept as
zero. So every share has some bytes missing and these
missing bytes can be recovered from a set of exactly k
shares. In mask generation algorithm for n shares and k
threshold, size of each mask is Cn

k−1, where the number

of zeros and ones are Cn−1
k−2 and Cn−1

n−k respectively. Total
size of all shares is 50 bytes (

∑n
i=1 Sizeof(Si)).

Therefore, each share contains Cn−1
n−k numbers of par-

tial secret bytes for a set of Cn
k−1 numbers of secret bytes.

Now all zero bytes corresponding to zero bit in the mask
are discarded, that introduced a unique compression tech-
nique [Section 6]. Therefore, above shared message be-
comes compressed message.

Si Compressed Message
Share− 1 : WPAS27
Share− 2 : WPRACE
Share− 3 : WBCSE2
Share− 4 : BPRCS7
Share− 5 : BRAC27

Now the total size of all shares is 30 bytes (< 50). Here
all secret data are partially open to the participants. To
overcome this problem encrypts individual share using a
key. After that, the key itself is shared and concatenated
with individual share to generate complete shares. Details
of this scheme are discussed in the following section.

4 Secret Image Sharing Protocol

Our proposed scheme shares both secret data and header
structure including key. Therefore every share has two
parts secret share and header share.

4.1 Concept

Our proposed scheme is key based secure threshold cryp-
tography. Initially a 16-byte digest string is generated
from user given variable length key (UKy) using MD5.
This 16 bytes digest string is used as encryption key
(Ky). The concept is variable length key becomes fixed
length key. The length of UKy should be greater than or
equal to 16 bytes. Consider UKy is ”testkey@encry185”
then generated fixed length Ky is shown in hex form
as ”CC7B269F18A6DDB8255EAF4799982131” and the
length of Ky is 16 bytes. Here we use MD5 but one can

use any strong hash function or random number genera-
tor. An advantage of using key based encryption is that it
provides authentication as long as the key stays secret. It
allows encryption and decryption using same key that is
symmetric encryption. This scheme is free to save the key,
because the key is also shared among the set of partici-
pants. So it reduces the chance of compromising. Also,
depending upon k and n, n number of masks are gener-
ated and each mask is used to generate individual share
and a secret byte (SB) corresponding to one in the mask
is kept by encrypting using Equation (3). Also the secret
byte (SB) corresponding to zero in the mask is simply
discarded. Therefore, every share is compressed. Each
share has some bytes missing, all missing bytes can be
recovered from a set of exactly k shares. Here each SB
is selected randomly from secret field using the following
equation

f(x) = (Z2 + c) mod L. (2)

Where L is total number of secret bytes, Z is random
value from Ky and c is f(x − 1). Therefore, it provides
additional protection of the secret data. Here a complete
header structure is to be generated using n, k, Ky and
the total number of secret bytes in secret. After that
header information is shared using Equation (4) and then
each shared header (with individual share number) is ap-
pended with secret share to generate a complete share. In
reconstruction phase, first collect k number of shares and
then reconstruct the complete header information. Now
from reconstructed header, the value of n and k are used
to generate same mask as sharing phase using same mask
generation algorithm. Then apply Equation (5) to de-
crypt shared bytes, which are selected from shares. This
is applicable for nonzero (one) value of that mask with
same index position. Thus the missing byte is recovered
by inserting zero corresponding to zero in the same index
position of that mask. Now apply ORing of k numbers of
reconstructed bytes to generate the original secret byte.
Therefore the missing bytes can be recovered from a set
of exactly k shares. After that, each reconstructed secret
bytes are placed in proper position to reconstruct the se-
cret as lossless manner. Now stepwise sharing and recon-
struction phases are discussed in following section. The
conceptual view of our scheme is described in Figure 2.

Figure 2: Concept of proposed sharing scheme
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4.2 Sharing Phase

The sharing phase of the proposed scheme is stated in the
following steps.

Input: threshold (k), total number of share (n), user
given variable length key (UKy), secret image (SI).

Step 1. Initially generate 16 bytes digest from user given
variable length key (UKy). This 16 bytes digest
string is used as encryption key (Ky). Here we use
MD5 hash function to generate 16 bytes digest string.
So variable length key becomes fixed length key.

Step 2. Now construct Header Structure (h) of five fields
and put share number (Sn) in 1st field, total number
(n) of shares in 2nd field, threshold number (k) in 3rd

field, key (Ky) in 4th field, and the total secret bytes
(for image, only consider width) (W) in 5th field (See
Table 1).

The size of this header structure is 23-bytes. This
structure or size of individual field may vary accord-
ing to our requirements.

Step 3. Generate n masks for n individual shares us-
ing the proposed mask generation algorithm [Sec-
tion 3.2]. Consider the mask pattern length is ML.
Therefore, ML = mask generator(n, k,mask[n][]).

Step 4. Calculate total number of secret bytes (L)
present in SI using height and width (W). For other
digital files such as text, audio the total number of
secret bytes L will be equal to W (i.e. actual size
of secret). Also consider an array of N location say
Index[L] and initialize all the location by zero, i.e.
Index[L] = {0}, where zero indicates unread secret
byte at ith position and one indicates read ith secret
byte.

if

 index[i] = 0, unread

index[i] = 1, read

Step 5. Now select specific secret byte (SB) from a ran-
dom position (PS) using Algorithm 2.

The secret byte (SB) corresponding to zero in the
mask is simply discarded. Therefore, each share con-
tains partial secret information and for each retained
secret bytes apply Step 6 to generate confused secret
bytes.

Step 6. Then the ith retained byte (Pi) is ciphered by
the jth byte (Kyj

) by the following operation:

Ri = Pi−1 ⊕ (Pi ×Kyj
) mod 251, (3)

where i = 0, 1, 2, · · · , (L−1) and j = mod (i, 16) and
251 is largest prime number in 8 bits.

0th retained byte is ciphered by the 0th byte of Ky.
R0 = P−1 ⊕ (P0 ×Ky0

) mod 251, where P−1 is
zero.

Algorithm 2 Secret byte (SB) selection and distribution

1: PS = 0;
2: For j = 0 to (L− 1)
3: PS = Ky[j%16]×Ky[(j + 1)%16] + PS;
4: PS = PS%L;
5: while (Index[PS]! = 0) do
6: PS = (PS + 1)%L;
7: end while
8: Read secret byte (SB) from PSth position;
9: Index[PS] = 1; // 0 for unread and 1 for read

10: For i = 1 to n
11: if (mask[i][j%ML] = 1) then
12: Apply Step-6 for ciphering the SB;
13: Write the ciphered byte in ith share;
14: end if
15: End For;
16: EndFor;
17: End

1st retained byte is ciphered by the 1st byte of Ky.
R1 = P0 ⊕ (P1 ×Ky1) mod 251.

2nd retained byte is ciphered by the 2nd byte of Ky.
R2 = P1 ⊕ (P2 ×Ky2) mod 251,

· · ·
Same as tth retained byte is ciphered by (t mod

16)th byte of Ky. Rt = Pt−1 ⊕ (Pt ×
Ky(t mod 16)

) mod 251.

Step 7. Now from each of n ciphered shares collect k
numbers of nonzero sample bytes from prefixed lo-
cations and thus matrix (A) of dimension (n × k) is
formed.

a[0,0] a[0,1] ... a[0,k−2] a[0,k−1]
a[1,0] a[1,1] ... a[1,k−2] a[1,k−1]
. . ... . .
. . ... . .
. . ... . .

a[n−2,0] a[n−2,1] ... a[n−2,k−2] a[n−2,k−1]
a[n−1,0] a[n−1,1] ... a[n−1,k−2] a[n−1,k−1]


n×k

Step 8. The header (Table 1) excluding the leftmost field
is also shared by applying following operation:-

Vi =

i=0,1,··· ,n−1∑
j=0,1,··· ,k−1

(a[i, j]× h[j]). (4)

Step 9. Next each header share is appended with the
share number (Sn) in the first field and concatenated
with the corresponding secret share, which forms one
complete share for transmission. (For shared image
we have to add extra single height to add the shared
header, i.e. if height of SI is h, then shared image
height will be (h + 1)).
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Table 1: Header Structure (h)

1-Byte 1-Byte 1-Byte 16-Bytes 4-Bytes
Share number Total number of Shares Threshold Encryption Key Size of Secret

[Sn] [n] [k] [Ky] [W ]

4.3 Reconstruction Phase

The reconstruction phase of the proposed scheme is stated
in the following steps.

Input: k number of shares.

Step 1. Collect k-numbers of share and extract confused
header information. Also generates (k × k) matrix
(A).

Step 2. Now applying any conventional linear equation
solving technique to reconstruct the original Header
information.

Step 3. Once the original Header is reconstructed, we
extract the 16 bytes digest string as well as the en-
cryption key (Ky).

Step 4. Now using n and k, extracted from reconstructed
header structure, generate n masks using same mask
generation algorithm used in share generation phase
(same set of mask in same order is reconstructed at
the receiving end, used for expanding the compressed
shares).

Step 5. According to the share number of the share
holder appropriate mask is used to expand the se-
cret share part by inserting zero bytes corresponding
to zero in the corresponding mask.

Step 6. Calculate L using shared image height (h) and
extracted W from header structure, i.e. L = (h −
1)×W .

Step 7. Ciphered bytes (Ri) corresponding to 1 position
in the mask, have generated by the Equation (3). So,
apply following operation to get original byte (Pi).

Pi = Pi−1 ⊕ (Ri ×M−1j ) mod 251. (5)

Where M−1j is the multiplicative inverse of Kyj .

Step 8. Now k numbers of Pi are ORed to generate a
single secret byte (SB) and placed in PS position us-
ing Algorithm 3 (PS generation will be same as to
the sharing phase).

Step 9. Secret image is reconstructed in a lossless man-
ner by reconstruction of L numbers of secret bytes.

Algorithm 3 Reconstructed secret byte (SB) writing

1: PS = Ky[i%16]×Ky[(i + 1)%16] + PS;
2: PS = PS%L;
3: while (Index[PS]! = 0) do
4: PS = (PS + 1)%L;
5: end while
6: Write the secret byte (SB) in PSth position;
7: Index[PS] = 1; // 0 for unread and 1 for read
8: End

Figure 3: Secret Image: Size (61× 52)

4.4 Example

Here we discuss the sharing phase of our proposed scheme
using an example. Consider an image of height and width
are 52 and 61 respectively (See Figure 3).

Here we use (3, 5)-threshold sharing scheme with the
key Ky = {42, 74, 98, 119, 50, 68, 47, 180, 137, 245, 201,
168, 67, 254, 105, 254}.

Now select a specific secret byte from a random field
among 3172 bytes (61×52), which will be selected depend-
ing upon the Ky using Equation (2). Figures 4, 5, and
6 show different share after applying intermediate opera-
tion. These figures show each share contains partial con-
fused secret information. That provides additional pro-
tection of the secret data. Now generate matrix (A), by
taking first k number of nonzero fixed sample values from
n shares. Here we consider first non-zero bytes. One can
take any non-zero sample bytes from encrypted shares,
but it should be same for both sharing and reconstruc-
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tion phases.

A =

I
′

1

I
′

2

I
′

3

I
′

4

I
′

5


10 51 126
. . .

10 85 101
. . .

126 85 148



Figure 4: I
′

1: Size (37× 52)

Figure 5: I
′

3: Size (37× 52)

Now generate a header structure as Table 1, here key
part contains our encryption key.

A =


10 51 126
... ... ...
10 85 101
... ... ...

126 85 148

×
 5

3
42



=


(5495)
...

(4547)
...

(7101)

⇒


(0 21 119)
...

(0 17 195)
...

(0 27 189)


Therefore shared header information is as Table 2.

Figure 6: I
′

5: Size (37× 52)

Table 2: The shared header information

[Sn] [Shared Header]
H1 1 (0 21 119) - - -

- - - - - -
H3 3 (0 17 195) - - -

- - - - - -
H5 5 (0 27 189) - - -

Now, actual shares after concatenation of I ′i, Vi are as
follows.

V1 = I ′1, H1. Size(37× 53)

V2 = I ′2, H2. Size(37× 53)

...
...

V5 = I ′5, H5. Size(37× 53).

V1, V2, · · · , V5 are the complete shares for transmis-
sion. It shows, if and only if k number of shares are came
together, then reconstruction is possible, otherwise recon-
structed data will be completely different from original.

5 Analysis of the Protocol

In our algorithm for n shares with threshold k size of
each mask is Cn

k−1 where we have Cn−1
k−2 zero and Cn−1

n−k
ones. Then each share contains Cn−1

n−k number of bytes for
Cn

k−1 number of bytes of secret image. So percentage of

information contain in each share is (Cn−1
n−k/C

n
k−1)× 100.

This clearly indicates that higher the number of shares
and higher the threshold value, i.e. nearer to the number
of shares lesser the content of information in each share.

Table 3 shows percentage of information in each share
of proposed scheme and other schemes. Next during log-
ical ANDing of the mask with secret image, the bytes of
the image corresponding to the one bits in the mask are
retained and the zero bytes corresponding to zero bit in
the mask will be collapsed, which finally produces a set



International Journal of Network Security, Vol.18, No.1, PP.68-81, Jan. 2016 76

Table 3: Percentage of information in each share for dif-
ferent k, n

n k Cn−1
n−k Cn

k−1 Our Scheme [16] [2] [1]

8 8 1 8 12.5 100 100 100
8 7 7 28 25 100 100 100
8 6 21 56 37.5 100 100 100
8 5 35 70 50 100 100 100
6 5 5 15 33.3 100 100 100
6 4 10 20 50 100 100 100
5 3 6 10 60 100 100 100

of scrambled bytes; effectively the retained information in
compressed and thus being further ciphered.

Next the scrambled bytes are further ciphered using
modulo multiplication techniques with the MD5 digest of
the key given at the time of transmission (key). It may
be noted that instead of using the key directly we have
used the digest of the key for encryption, then the size of
the key is immaterial which provides additional strength
against cryptanalysis for the key.

Finally here the key may be the session key, i.e. the key
will be varied with every transmission and our algorithm
is free from key distribution hazard as the key itself is
further shared in the secret shares.

Thus from individual shares there is hardly any leakage
of information vis-a-vis unless minimal number of untam-
pered share which is not tampered is collected nothing
is revealed. Only when minimal number of valid share
is collected one can form the key and get the informa-
tion about total number of shares created. After knowing
number of shares and the threshold (which is known) one
can form the mask and from the key one can get the di-
gest. From the digest using multiplicative inverse we get
the compressed shares and the actual shares using the
masks. Finally ORing the shares we get the original se-
cret.

6 Analysis of Compression

All masking pattern has equal number of zeros with dif-
ferent distribution only. In every share we collapse all
zero bytes corresponding to zero bit in the corresponding
mask. It may be noted that as k is closer to n, more is
compression, i.e. maximum for k = n.

Next for lossless expanding, knowing n and k we can
redesign all n masks using our original mask generation
algorithm. According to the share number of the share
holder appropriate mask is used to expand the secret
share by inserting zero bytes corresponding to zero bit
in the corresponding mask.

In our example of (3, 5) the mask size is of 10 bits
and every mask has 4 zeroes, thus every secret can be
compressed by approximately 40 percent, obviously the
compression varies with (k, n). In case of an example of

(5, 6) the mask size is 15 bits and every mask has 10
zeroes, thus compression will be 66.6 % (See Table 4 and
Figures 7 and 8).

Table 4: Compression rate for different k and n
Threshold
(k)

Length of
Masking
Pattern

Number
of zero in
masking
pattern

Approximate
Compression
Rate (per-
cent)

2 5 1 20
3 10 4 40
4 10 6 60
5 5 4 80

Total number of Shares (n) = 5.
Threshold
(k)

Length of
Masking
Pattern

Number
of zero in
masking
pattern

Approximate
Compression
Rate (per-
cent)

2 6 1 16
3 15 5 33
4 20 10 50
5 15 10 66
6 6 5 83

Total number of Shares (n) = 6.

Figure 7: Threshold vs. compression ratio

7 Experimental Result

7.1 Experimental Result for 24-bit bmp
Image

Figure 9 shows a secret image (Figure 9(a)) is shared
among 5 participants by the user given key (UKy)
”2936451090872310”. Here threshold value is 3. At the
reconstruction phase, if we collect only 3 or more shares
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Figure 8: Compression rate

then reconstructed secret is lossless, but less than 3 shares
are not sufficient to reconstruct the secret data. In the
time of reconstruction no need to remember the key, be-
cause key as well as secret data is shared among set of
participants.

7.2 Experimental Result for Gray Image

Figure 10 shows a secret image (Figure 10(a)) of size
181200 bytes is shared among 5 participants by the user
given key ”2936451290874310” and the value of k is 3.
Here generated shares size are less than secret image and
which hold the partial secret information. That provides
an additional protection of secret image.

8 Strength and Security Analysis

A secure shared cryptography algorithm should be robust
against all types of attacks such as cryptanalytic, statisti-
cal. Here we discuss the security analysis of the proposed
algorithm by addressing key sensitivity analysis and dif-
ferent statistical analysis. The resistance against different
types of attack is useful measure of the performance of a
cryptosystem. Therefore some security analysis results
are incorporated in the following section to prove the va-
lidity of our proposed scheme.

8.1 Key Sensitivity Analysis

In our scheme, shared data is highly sensitive to the se-
cret key. Here user given variable length key (UKy) is
converted as a fixed length key (16 bytes) using MD5
hash function. Here we use MD5, but one can use any
hash function or random number generator. Now this
fixed length key is used as encryption key (Ky). Gen-
erated shares are varied for a single bit/byte changes in
the key, because secret bytes are selected randomly from
secret field depending upon the key and secret bytes are
also encrypted using the key. The merits of our scheme
is that key based shared cryptography that introduce the

(a). Secret Img1.bmp
(453 × 395) Size =
537254 Bytes

(b). Img1−A.bmp
(272 × 396) Size
=323190 Bytes

(c). Img1−B.bmp
(272× 396) Size =
323190 Bytes

(d). Img1−C.bmp
(272× 396) Size =
323190 Bytes

(e). Img1−D.bmp
(272× 396) Size =
323190 Bytes

(f). Img1−E.bmp
(272× 396) Size =
323190 Bytes

(g). Decode.bmp
(Noisy Image Con-
struction using
Img1−B.bmp and
Img1−E.bmp)

(h). Decode.bmp
(Original Image
Construction using
any three shares)

Figure 9: (3, 5)-Sharing and Reconstruction for 24-bit
image
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(a). Secret Img2.bmp
(453 × 395) Size =
181200 Bytes

(b). Img2−A.bmp
(273 × 396) Size =
110374 Bytes

(c). Img2−B.bmp
(273× 396) Size =
110374 Bytes

(d). Img2−C.bmp
(271 × 396) Size =
108790 Bytes

(e). Img2−D.bmp
(271× 396) Size =
108790 Bytes

(f). Img2−E.bmp
(271 × 396) Size =
108790 Bytes

(g). Decode.bmp (Noisy
Image Construction us-
ing Img2−A.bmp and
Img2−E.bmp)

(h). Decode.bmp (Orig-
inal Image Construction
using any three shares)

Figure 10: (3, 5)-Sharing and Reconstruction for gray
scale image

concept of avalanche effect and no need to remember the
key that overcomes the concept of single point failure,
which provides additional protection to the secret data.

Group-A with (3, 5) scheme and
UKy: ”testkey@encry184”

(a). Secret Img3.bmp (b). Share-1

Group-B with (3, 5) scheme and
UKy: ”testkey@encry185”

(c). Share-1

Figure 11: Two groups with same secret and different
keys

Figure 11 shows a secret image is shared between two
groups with different keys using (3, 5) scheme. Among
five shares, only first share is shown for each group. Last
character indicates the difference between two keys. Here
two keys have single byte difference. Correlation value
between Figure 11(b) (first share from group-A) and Fig-
ure 11(c) (first share from group-B) is 0.0018. This value
(closer to zero) indicates two shared images are com-
pletely different and there is no such statistical relation.
This part tuned an additional protection of secret data.
Only when qualified a set of legitimate shares comes to-
gether, then reconstruction is possible. Figure 12 shows
that a secret data is shared ((3, 5) scheme) among two
groups by two different keys. In reconstruction phase, 3
selected shares are A.1, A.3 and A.5 (shares belong to
same group) then S is reconstructed whereas if collected
shares are 3 but taking from two groups, i.e. A.2, B.3 and
A.5, at this situation reconstruction is not possible.

Figure 13 shows collision free random index positions
for selecting secret bytes from secret field of size 20
bytes with two users given keys ’testkey@encry184’ and
’testkey@encry185’.

8.2 Statistical Analysis

Statistical analysis is crucial importance for a cryptosys-
tem. An ideal cryptosystem should be resistive against
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Figure 12: Reconstruction of a Secret file using qualified
set of legitimate shares

Figure 13: Random index positions for two keys

any statistical attack. To prove the robustness of the pro-
posed algorithm, we have performed the following statis-
tical test such as histogram analysis, correlation analysis,
etc.

8.2.1 Histogram Analysis

The histogram analysis clarifies how pixels in an image
are distributed by plotting the number of pixels at each
intensity level. Histogram analysis of gray scale secret
image (SecretImg2.bmp) with respect to shared images
is shown in Figure 14. The histogram of shared images
has uniform distribution which is significantly different
from the original image and has no statistical similarity
in appearance (See Figure 14).

8.2.2 Correlation Value

A secret shared cryptography scheme must generate
shared images independent of the original secret image.
Therefore, they must have a very low correlation coef-
ficient value. Here, we have calculated the correlation
between the shares. Also the correlation between origi-
nal and reconstructed image is shown in Table 5. The
correlation value is calculated using Equation (6).

r =

∑
m

∑
n(Amn −A′)(Bmn −B′)√

(
∑

m

∑
n(Amn −A′)2

∑
m

∑
n(Bmn −B′)2)

, (6)

where A
′

and B
′

are mean of A and B respectively. A
low value of correlation coefficient shows that there is no

straight relation between the original and encrypted im-
ages. Here generated shared images are compressed. So
it is impossible to show the correlation value between se-
cret image and shared images. Following table (Table 5)
shows the correlation value among shared images and se-
cret image and reconstructed images.

(a). Histogram of Fig-
ure 10(a)

(b). Histogram of Fig-
ure 10(b)

(c). Histogram of Fig-
ure 10(c)

(d). Histogram of Fig-
ure 10(d)

(e). Histogram of Fig-
ure 10(e)

(f). Histogram of Fig-
ure 10(f)

Figure 14: Histogram of Secret image (Figure 10(a)) and
Shared images

Table 5: Correlation value

SL No. Images Correlation value
1 Figure 10(b) and (c) : 0.5125
2 Figure 10(d) and (e) : 0.5057
3 Figure 10(d) and (f) : 0.1764
4 Figure 10(e) and (f) : 0.5058
5 Figure 10(a) and (g) : -0.0030
6 Figure 10(a) and (h) : 1

In the above table the 6th entry shows the correla-
tion value between secret image (Figure 10(a)) and re-
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constructed image (Figure 10(h)) using 3 shares and the
value is one, so the reconstruction is lossless. The 5th en-
try shows a value close to zero for the correlation between
secret image (Figure 10(a)) and reconstructed image (Fig-
ure 10(g)) using 2 shares.

8.2.3 MSE and PSNR Measure

The Mean Square Error (MSE) and Peak Signal to Noise
Ratio (PSNR) for the proposed technique have been com-
puted for different images. The high value of MSE and
low value of PSNR cause the resulting encrypted image
more randomness. MSE is calculated using the formula

MSE = (ΣN
i−1ΣM

j=1[C(i, j)− C
′
(i, j)]2)/MN,

where, c(I, j) and c
′
(I, j) are the ith row and jth column

pixel of two images C and C
′
, respectively. M and N are

the number of rows and columns of an image. PSNR can
be computed by

PSNR = 10× log10[R2/MSE],

where R is 255 as grey image has been used in this experi-
ment. Calculated results of MSE and PSNR are tabulated
in Table 6.

Table 6: MSE and PSNR value

SL No. Images MSE PSNR
1 Figure 10(b) and (c) : 115.6822 27.4981
2 Figure 10(d) and (e) : 117.2003 27.4415
3 Figure 10(d) and (f) : 194.8199 25.2345
4 Figure 10(e) and (f) : 117.2881 27.4383
5 Figure 10(a) and (g) : 233.7130 24.4437
6 Figure 10(a) and (h) : 0 Infinity

High value MSE and low value PSNR indicate that two
images are completely different. On the other hand, the
high value of PSNR indicates the high quality image.

9 Conclusions

This paper shows a secured key based secret sharing
scheme where key as well as secret data is shared among
set of participants. Here image is selected as a secret data,
although proposed scheme is strongly applicable for other
digital data, such as text, audio, etc. In the sharing phase
all secret bytes are selected randomly from secret field de-
pending upon the key and each generated share holds par-
tial secret information in scrambled and encrypted form.
That provides additional protection of the secret image
and also reduces the bandwidth required for transmission.

In our scheme if and only if numbers of collecting shares
are equal to k or more and none of the share is tampered,
then only the original secret image is reconstructed; other-
wise reconstructed image will be completely ciphered, be-
cause fewer shares cannot reconstruct the original header,

thus we cannot have either right key (Ky) or the infor-
mation to construct the correct masking pattern. So our
proposed scheme can claim to be a Perfect Secret Shar-
ing (PSS) Scheme. Not only that, if a legitimate group
of threshold number of shares comes together (i.e. shares
from different groups cannot mix as keys are different),
then only the original secret is reconstructed. Moreover,
key sensitivity analysis and statistical analysis prove the
high acceptability of the proposed algorithm.
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Abstract

The entire world is looking to fulfill the need of the hour
in terms of security. Certificateless cryptography is an ef-
ficient approach studied widely due to two reasons: first,
it eliminates the need of certificate authority in public
key infrastructure and second, it can resolve key escrow
problem of ID-based cryptography. Recently, Zhang et al.
proposed a novel security scheme based on RSA, applica-
ble to real life applications but could not cope up with the
well defined attacks. This paper, presents an RSA-based
CertificateLess Signature (RSA-CLS) scheme applicable
to wireless sensor networks. The security of RSA-CLS is
based on the hardness assumption of Strong RSA. The
scheme is proven to be secure against Type I and Type II
attack in random oracle model.

Keywords: Certificateless public key cryptography, digital
signature, RSA

1 Introduction

Express progress in the field of technology made it feasi-
ble to foster wireless sensor networks technology [1, 7, 21].
Wireless Sensor Networks (WSN) are comprised of large
number of tiny sensor nodes with constrained resources
in terms of processing power, energy and storage. WSN
can be used in various applications mainly environmental
monitoring, medical, military, and agriculture [1]. Since,
devices used in sensor networks is not tamper resistant,
so adversary can gain its physical access easily. Hence,
the main objective is to protect the data from unautho-
rized access, which can be done by using some security
mechanisms [6, 9, 29]. The technology faces lots of secu-
rity problems as it has a wireless mode of communication
and access to such sensor devices is quite easy. There are
two approaches to restrict the unauthorized access in to
the network: symmetric cryptography [39] and asymmet-
ric cryptography [30]. Initially, symmetric algorithms are
preferable to asymmetric algorithms, as they are simple
and less computational for 8-bit micro-controller. Sym-
metric algorithms need key pre-distribution. The prob-

lem with this approach is the number of keys stored in
each sensor node and the network is not forward secure
after the compromising of the key. Moreover, it causes
greater configuration effort before deployment and gener-
ating ample traffic, thus consequently higher energy con-
sumption [8]. As a result, researchers are redirecting their
attention to asymmetric algorithms but asymmetric algo-
rithms are very challenging for constrained resources in
WSN.

In traditional Public Key Infrastructure (PKI), the
user selects a public key but it needs to be validated
by a trusted third party known as Certificate Authority
(CA) [3]. The CA provides a digital certificate to tag the
public key with the user’s identity. PKI has a problem of
high computation and storage. To avoid this, Shamir [24]
introduced the concept of Identity-based Infrastructure.
It allows the user to choose a public key of its own choice
such as email-id, phone number, name, etc. and the pri-
vate key is generated by trusted third party server, Pri-
vate Key Generator (PKG) causing a key escrow problem.
Then, Al-Riyami et al. [2] presented a novel approach to
solve the key escrow problem familial to Identity-based
Cryptography (IBC) and eliminated the use of certificates
in traditional Public Key Cryptography (PKC) known as
CertificateLess Public Key Cryptography (CL-PKC). In
CL-PKC, the trusted third party server, Key Generation
Centre (KGC) generates a partial private key for the user
wherein user’s secret key and partial private key are used
to generate public key of the user. In other words, CL-
PKC differs from IBC in terms of arbitrary public key
and when a signature is transmitted, user’s public key is
attached with it but not certified by any of the trusted
authority. Thus, the KGC does not come to know the
secret key of the user.

Thereafter, lots of CertificateLess Signature (CLS)
schemes based on Discrete Logarithm Problem (DLP)
have been presented and cryptanalyzed [12, 15, 17, 36].
Later, CLS schemes based on Elliptic Curve Discrete Log-
arithm Problem (ECDLP) has been presented and crypt-
analyzed such as [10, 27, 28, 35, 40, 41]. Xu et al. [33, 34]
presented two CLS schemes for emergency mobile wireless
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cyber-physical systems and mobile wireless cyber-physical
systems respectively. But Zhang et al. [37] proved it in-
secure against public key replacement attack. Another,
authenticated scheme for WSN was presented by Li et
al. [19].

Since, the pairing operation is the most expensive op-
eration among all, so there was a need to find the solution.
In 2009, Wang et al. [31] presented a scheme which need
not to compute the pairing at the sign stage, rather it pre-
computes and publishes as the system parameters. But,
this is not the solution for the removal of pairing opera-
tion. In 2011, He et al. [13] developed an efficient short
CLS scheme without pairing. After a while, few schemes
have been presented and cryptanalyzed based on ECDLP
without pairing [11, 26].

Another aspect of pairing free CLS scheme was pre-
sented by Zhang et al. [38] in 2012, based on Strong RSA
assumption and proven to be secure against Super Type I
adversary in random oracle model. But, proved insecure
in [14, 25] independently against key replacement attack.
Watro et al. [32] initiated the concept of RSA based cryp-
tography in public-key based protocols for wireless sensor
networks known as TinyPK. Bellare et al. [5] presented
an Identity-Based Multi-Signature (IBMS) scheme based
on RSA, which is secure under the one-wayness of RSA
in the random oracle model.

This paper presents a new RSA-based Certificateless
Signature (RSA-CLS) scheme for WSN based Strong RSA
assumption and proven to be secure against Super Type I
and Super Type II attacks in random oracle model.

1.1 Organization of the Paper

The rest of the paper is organized as follows: In the
next section, we will discuss motivation and our contri-
bution. Section 2 describes preliminaries, which includes
complexity assumptions, formal model and security model
of CLS scheme. Section 3, describes the proposed RSA-
based CertificateLess Signature (RSA-CLS) scheme. Sec-
tion 4 discusses about the analysis of the proposed RSA-
CLS scheme, including security proofs against Type I and
Type II adversary in the random oracle model and per-
formance analysis w.r.t WSN followed by conclusion.

1.2 Motivation and Our Contribution

The real truth is far from imagination, i.e. there are many
theories proposed for secure transmission. At present
most of the theories are on paper but far from the real
application. RSA has been implemented already in var-
ious applications like WSN, cloud computing etc. So, it
would be preferable to upgrade the existing system rather
implementing a new system. In present scenario, CL-
PKC is the most convincing approach to provide secure
communication. The main benefits of RSA based Certifi-
cateLess Signature (RSA-CLS) scheme is to avoid pair-
ing operations which is the most expensive operation for
resource-constrained WSN. Zhang et al. [38] proposed a

scheme and claimed that their scheme based on Strong
RSA assumption, is: (i) more practical as far as industry
standard goes, (ii) secure in random oracle model, (iii)
more efficient than existing schemes as no pairing opera-
tion is involved, (iv) secure against Super Type I (discuss
in Section 2.3) adversary [16] (which implies the security
against Strong and Normal Type both) and left an open
problem of designing of CLS scheme secure in standard
model. Sharma et al. [25] and He et al. [14] independently
found that the scheme [38] is not secure against key re-
placement attack. Sharma et al. [25] proved that the [38]
is insecure against Strong Type I attack. In Strong Type I
attack, the adversary has a privilege to choose a private
key, and query the challenger to replace the public key
and breach the security of the scheme. We have avoid
such kind of attack in scheme [38], by modifying the value
of R1 = H0(ID)r1 to R1 = xeIDH0(ID)r1 and the corre-
sponding value of u1.

2 Preliminaries

In this section, we briefly review some fundamental con-
cepts akin to CLs, which includes formal model and secu-
rity notions. We further state the hardness assumptions
required in the proposed RSA-CLS scheme.

2.1 Complexity Assumptions

In this section, we describe the complexity assumptions
which are requisite for the security proof of the pro-
posed scheme. The security of our proposed signature
scheme will be attenuated to the hardness of the Strong
RSA Assumption [22] in the group in which the signature
is constructed. We briefly review the definition of the
Strong RSA Assumption and Discrete Logarithm Prob-
lem (DLP) [20]:

Definition 1. (Strong RSA Assumption). Let n = pq
be an RSA-like modulus and let G be a cyclic subgroup
of Z∗n of order #G, dlog2(#G)e = lG. Given (n, e) and
z ∈ G, the strong RSA problem consists of finding u ∈ Zn
satisfying z = ue mod n.

Definition 2. (Discrete Logarithm Problem). Let n = pq
be a RSA modular number which satisfying p = 2p′ + 1,
q = 2q′ + 1, g ∈ Z∗n is a generator of order p′q′, for given
elements g, y, n, its goal is to compute the exponent x
such that y = gx mod n.

2.2 Formal Model of Certificateless Sig-
nature Scheme

This section describes the formal model of a certificateless
signature scheme, which consists of seven polynomial-time
algorithms. These are:

Setup. This algorithm is run by the KGC to initialize
the system. It takes as input a security parameter
1k and outputs a list of system parameters params
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and the master secret key d. The system parameters
params is public to all where as the master secret
key d is known to KGC only.

Partial-Private-Key-Extraction. This algorithm is
run by the KGC, takes the system parameters
params, master secret key d, and an identity ID ∈
{0, 1}∗ as input, and outputs the partial private key
dID, which is sent to the user via a secure channel.

Set-Secret-Value. This is a probabilistic algorithm, run
by the user. It takes the system parameters params
and the user’s identity ID as input and outputs a
secret value xID.

Set-Private-Key. This is a deterministic algorithm, run
by the user. It takes the system parameters params,
a partial private key dID, and a secret value xID as
inputs and outputs a full private key SKID .

Set-Public-Key. This is a deterministic algorithm, run
by the user. It takes the system parameters params,
the user’s identity dID, and the private key SKID =
(dID, xID) as inputs and outputs a public key PKID.

CL-Sign. This algorithm is run by the user, takes the
system parameters params, the user’s identity ID,
and the private key SKID and a message M as input
and outputs a correct certificateless signature δ on
message M .

CL-Verify. This algorithm is run by the user, takes the
system parameters params, the user’s identity ID,
public key PKID, message M , and the signature δ
as input and outputs true if the signature is correct,
or else false.

2.3 Security Models

As for security model [16], a CLS scheme is different from
an ordinary signature scheme. Certificateless signature
scheme is vulnerable to two types (Type I and Type II)
of adversaries. The adversary AI in Type I represents
a normal third party attacker against the CLS scheme.
That is, AI is not allowed to access to the master key
but AI may request public keys and replace public keys
with values of its choice. The adversary AII in Type II
represents a malicious KGC who generates partial private
keys of users. The adversary AII is allowed to have access
to the master-key but not replace a public key.

3 Proposed RSA-based Cer-
tificateless Signature Scheme
(RSA-CLS)

In this section, we describe the proposed certificateless
signature scheme based on Strong RSA assumption. The
scheme works as follows.

Setup: Given a security parameter 1k as input, a RSA
group (n, p, q, e, d) is generated, where p′ and q′ are
two large prime numbers which satisfy p = 2p′ + 1
and q = 2q′ + 1, n = pq is a RSA modular num-
ber, e < φ(n) is the public key of Key Genera-
tion Center (KGC) and satisfies gcd(e, φ(n) = 1 and
ed ≡ 1 mod φ(n), where φ(n) denotes the Euler To-
tient function. Choose two cryptographic hash func-
tions H and H0 which satisfy H0 : {0, 1}∗ → Z∗n and
H : Z4

n × {0, 1}∗ → {0, 1}l, where l is a security pa-
rameter. The master secret key is d and the public
parameters of system is params = {n, e,H,H0}.

Partial-Key-Extract: For a user with identity ID ∈
{0, 1}∗, KGC computes partial private key by using
the master secret key as dID = H0(ID)d mod n.

Set-Secret-Value: Given params and an identity ID,
the user randomly chooses xID ∈ Z2|n|/2−1 , where |n|
denotes the binary length of n.

Set-Private-Key: Given the partial private key dID and
the secret value xID of a user with identity ID, out-
put SKID = (xID, dID).

Set-Public-Key: Given the partial private key dID and
the secret value xID of a user with identity ID, out-
put PKID = H0(ID)xID mod n.

Sign: Given a message m and system parameters
params, a user with identity ID computes the fol-
lowing steps by using its private key.

1) Randomly choose two numbers r1, r2 ∈
Z2|n|/2−1 .

2) Compute R1 = xeIDH0(ID)r1 mod n and R2 =
H0(ID)r2 mod n.

3) Compute h = H(R1, R2, ID, PKID,m).

4) Set u1 = xIDd
r1−h
ID mod n and u2 = r2 − xIDh.

5) Finally, the resultant certificateless signature on
message m is δ = (u1, u2, h).

Verify: Given a certificateless signature δ = (u1, u2, h)
on message m, a verifier executes as follows:

1) Compute R′1 = ue1H0(ID)h mod n and R′2 =
H0(ID)u2PKh

ID mod n.

2) Accept, if and only if the following
equation holds h = H(ue1H0(ID)h mod
n,H0(ID)u2PKh

ID mod n, ID, PKID,m).

Correctness: In the following, we show that our scheme
is correct and satisfies completeness.

H(ue
1H0(ID)h, H0(ID)u2PKh

ID mod n, ID, PKID,m)

= H((xIDdr1−h
ID )eH0(ID)h,

H0(ID)r2−xIDhPKh
ID mod n, ID, PKID,m)

= H(xe
IDH0(ID)d(r1−h)eH0(ID)h,

H0(ID)r2−xIDh+xIDh mod n, ID, PKID,m)

= H(xe
IDH0(ID)r1 , H0(ID)r2 mod n, ID, PKID,m)

= h.
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4 Analysis of RSA-CLS Scheme

4.1 Security Analysis

In this section, we prove that the proposed scheme is se-
cure against Type I and Type II adversaries defined in
Section 2.3 in the random oracle model H0 and H. The
following theorems are provided for the security.

Theorem 1. If there exists a Type I adversary AI
who can ask at most qH0

and qH Hash queries to ran-
dom oracles H0 and H, qs Sign queries, qppk Partial-
Private-Key-Extract queries, and qp Private-Key-
Extract queries, and can break the proposed scheme in
polynomial time τ with success probability ε, then there
exists an algorithm β that solves the RSA problem with

advantage, η >
(qs+1)(qs+qH0

)ε

2lqHτ(qppk+qp+qs+1)
.

Proof. If there exists an adversary AI , who can break the
proposed certificateless signature scheme. Then, we can
construct another adversary β, known as RSA adversary,
such that β can use AI as a black-box and solve the RSA
problem. The aim is to find ye = z, where y ∈ Z∗n in n
RSA modulus and (n, e, z) is an instance of RSA problem.

Setup: The adversary β selects two hash functions H0

and H as random oracle. d is the master secret key,
which satisfies ed ≡ 1 mod φ(n) and is unknown to
β. The system parameters (e, n) is public to all. The
adversary β maintains three lists H0-list, H-list and
KeyList, which are initially empty. The adversary β
sends (e, n, z,H0, H) as a final output to the adver-
sary AI .

Queries: At any time, AI is allowed to access the follow-
ing oracles in a polynomial number of times. Then,
β simulates the oracle queries of AI as follows:

1) H0-Hash Queries: AI can query the random
oracle H0 at any time with an identity ID. In
response to these queries, β flips a biased coin ∈
{0, 1} at random such that Pr[coin = 0] = ρ.
Then, β randomly chooses tID ∈ Zn and com-
pute h0ID = zcoint

e
ID and send it to AI . β add

(ID, h0, tID, coin) to the H0-list.

2) H-Hash Queries: AI can query the ran-
dom oracle H at any time with h =
H(R1, R2, ID, PKID,m). For each query
(R1, R2, ID, PKID,m), β first checks the H-list :

a. If (R1, R2, ID, PKID,m, h) exists in the H-
list, then β sets H(R1, R2, ID, PKID,m) =
h and returns h to AI .

b. Else, β randomly chooses h ∈ Z∗n, and add
the record (R1, R2, ID, PKID,m, h) to the
H-list. β sends h toAI as the corresponding
response.

3) Partial-Private-Key-Extract Queries: At
any time, AI can query the oracle by giving
an identity ID. β outputs a symbol ⊥ if ID

has not been created. Else, if ID has been cre-
ated and coin = 0, then β returns tID to the
adversary AI . Otherwise, β returns failure and
terminates the simulation.

4) Public-Key-Request Queries: At any time,
AI can query the oracle by giving an identity
ID. β randomly chooses xID ∈ Z2|n|/2−1 and
searches the H0-list for (ID, h0ID, tID, coin).
Then, β adds (ID, PKID = h0ID

xID , xID, coin)
to KeyList and send PKID to AI .

5) Private-Key-Extract: For a given identity
ID chosen by AI , β searches (ID, h0ID, tID,
coin) in the H0-list. If coin = 1, then β aborts
it, else, β searches (ID, PK = h0ID

xID , xID,
coin) in the KeyList. β return SKID = (xID,
tID) to AI as a final output.

6) Public-Key-Replace Queries: AI can re-
quest a query to replace public key PKID of
an identity ID with a new public key PK ′ID
chosen by AI itself. As a result, β replaces the
original public key PKID with PK ′ID if ID has
been created in the H0-list. Otherwise, output
⊥.

7) Sign Queries: For each query on an in-
put (m, ID), output ⊥ if ID has not been
queried before. For any input (m, ID) with
ID which has already been queried, β searches
H0-list and KeyList for (ID, h0ID, tID, coin) and
(ID, PKID, xID, coin). If coin = 0, then β pro-
duces a certificateless signature δ on message m
by the returned private key (xID, tID). Other-
wise, β computes as follows:

a. β randomly chooses u1 ∈ Z∗n, h ∈ {0, 1}l,
and u2 ∈ Z2|n|/2−1 .

b. β computes R1 = ue1H0(ID)h and R2 =
H0(ID)u2PKID

h, where PKID may be a
replaced public key.

c. β searches whether (R1, R2, ID, PKID,m)
exists in the H-list. If it exists, then abort
it. Else, β sets H(R1, R2, ID, PKID,m) =
h and adds (R1, R2, ID, PKID,m, h) in the
H-list.

d. The resultant signature δ = (u1, u2, h) is
returned to AI .

Output: After all the queries, AI outputs a forgery
(ID?, PK?

ID,m
?, δ? = (u1

?, u2
?, h?)) and win this

game. It must satisfy the following conditions:

1) If δ? is a valid forgery, then h? =
H(R1

?, R2
?, PKID? , ID?,m), which is in the H-

list, where R1
? = u1

?eH0(ID?)
h?

and R2
? =

H0(ID?)
u2

?

PKh?

ID?).

2) coin? = 1 of the record (ID?, h0ID? , tID? , coin?)
in the H0-list.
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By applying Forking Lemma [22], after replaying AI
with the same random tape but different choices of
oracle H, β can obtain another valid certificateless
signature (ID?, PKID? ,m?, δ′

?
= (u′1

?
, u′2

?
, h′

?
)).

Then, they should satisfy R1
? = u1

?eH0(ID?)h
?

and
R1

? = u′1
?e
H0(ID?)h

′?
. Thus, we have the following

relation

u1
?eH0(ID?)h

?

= u′1
?e
H0(ID?)h

′?

(
u1
?

u′1
? )e = H0(ID?)h

′?−h?

(
u1
?

u′1
? )e = (ztID?

e)h
′?−h?

(
u1
?

tID?
h′?−h?

u′1
? )e = (z)h

′?−h?

.

Because e is a prime number, it means that
gcd(e, h′

? − h?) = 1, then there exists two numbers
a, b satisfying ae + b(h′

? − h?) = 1. Thus, we can
obtain

z = zae+b(h
′?−h?)

= zaezb(h
′?−h?)

= zae(
u1
?

tID?
h′?−h?

u′1
? )eb

= (za(
u1
?

tID?
h′?−h?

u′1
? )
b

).

e

This shows that the RSA problem can be solved by
β. Hence, it is in contradiction to the RSA problem.

Analysis: We show that β solves the given instance of
the RSA problem with the probability η. We will
observe that β does not abort during the whole sim-
ulation, AI can forge the signature and the valid
certificateless signature (ID?, PKID? ,m?, δ′

?
=

(u′1
?
, u′2

?
, h′

?
)) satisfies R1

? = u1
?eH0(ID?)h

?

and
R1

? = u′1
?e
H0(ID?)h

′?
. In Partial-Private-Key-

Extract phase and Private-Key-Extract phase,
the probability of β does not abort is at most (1 −
ρ)qppk and (1−ρ)qp , respectively. In Signing phase,
the probability of no aborting is at most (1−ρ)qs/qH .
Thus, the probability of β does not abort in the sim-
ulation is at most (1−ρ)qppk+qp+qs (1−ρ) ·1/qH which
is maximized at ρ = 1−1/(qppk+qp+qs+1). That is
to say, the probability of β does not abort is at most
1/τ(qppk + qp + qs + 1), where τ denotes the base of
the natural logarithm. Therefore, the probability of

solving the RSA problem is η >
(qs+1)(qs+qH0

)ε

2lqHτ(qppk+qp+qs+1)
.

Theorem 2. In the random oracle model, if there ex-
ists a type II adversary AII , who is allowed to request at
most qH0

, qH Hash queries to random oracles H0 and
H, respectively, and qs Sign queries, can break the pro-
posed certificateless signature scheme with probability ε

and within a time bound τ , then there exists another al-
gorithm β who can make use of AII to solve the discrete
logarithm problem.

Proof. Suppose there exists a Type II adversary AII can
break the proposed scheme. We are going to construct an
adversary β that makes use of AII to solve the discrete
logarithm problem. Let us recall the discrete logarithm
problem: for a given number g ∈ Z∗n and (n, p, q), y is
a random number of Zn, its goal is to compute x which
satisfies y = gx mod n. In order to solve this problem,
β needs to simulate a challenge and the Secret-Key-
Extract queries, Hash queries and Sign queries for AII .
Thereby, β does in the following ways:

Setup: β maintains three listsH0-list, H-list and KeyList
which are initially empty. Let (e, n) be the system
parameters. The master secret key is d and satis-
fies ed ≡ 1 mod φ(n), and the master secret key d
and (p, q) are known for β, where n = pq. Choose
two hash functions H0 and H as random oracle. Let
PKID? = y be a challenged user U?’s public key and
ID? be the identity of the challenged user U?. Fi-
nally, β sends public parameters (e, d, n, g,H0, H) to
the adversary AII .

Queries: At any time, AII is allowed to access the fol-
lowing oracles in a polynomial number of times.
Then, β simulates the oracle queries of AII as fol-
lows:

1) H0-Hash Queries: AII can query this oracle
by given an identity ID. β randomly chooses
tID ∈ φ(n) to set H0(ID) = gtID and returns
it to AII , where φ(n) is the Euler totient func-
tion and can be obtained by p, q. Finally, add
(ID,H0(ID), tID) to the H0-list.

2) H-Hash Queries: In this process, AII can re-
quest at most qH Hash queries. For each query
(R1, R2, ID, PKID, m), β randomly chooses
kID ∈ {0, 1}l and sets H(R1, R2, ID, PKID,
m) = kID. Finally, return kID to AII and add
(R1, R2, ID, PKID, m, kID) to the H-list.

3) Public-Key-Request Queries: At any time,
AII can query the oracle by given an iden-
tity ID. If ID 6= ID?, β randomly chooses
xID ∈ φ(n) to compute PKID = H0(ID)xID ,
then add (ID, PKID = H0(ID)xID , xID) to
KeyList. Otherwise, β searches the H0-list for
(ID?, H0(ID?), tID?) and computes PKID? =
ytID? . And add the record (ID?, PKID? ,⊥) to
KeyList. Finally, send PKID to AII .

4) Private-Key-Extract Queries: When AII
makes this query with ID, if ID 6= ID?, β
searches (ID, PKID, xID) in the KeyList, and
computes dID = H0(ID)d. Then, AII returns
(dID, xID) to the adversary AII . If ID = ID?,
then β aborts it.
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Table 1: Performance analysis of proposed RSA based certificateless signature scheme
Process Running Time (s) Energy Consumption (mJ) ROM (KB) RAM (Static + Stack) (KB)

Sign 1.45 34.8 1.7 2.3
Verify 1.37 32.88 1.7 2.3

5) Sign Queries: For each query on an input
(m, ID), if ID 6= ID?, then β firstly obtains
private key associated with ID by Private-
Key-Extract queries on ID, then it produces
a signature by using the obtained private key.
If ID = ID?, then β computes as follows:

a. β randomly choose u1 ∈ Zn and h ∈ {0, 1}l,
u2 ∈ Zφ(n).

b. β computes R1 = u1
eH0(ID)h and R2 =

H0(ID)u2PKh
ID.

c. β searches whether (R1, R2, ID, PKID,m)
exists in the H-list. If it exists, then abort
it. Otherwise, β sets H(R1, R2, ID, PKID,
m) = h and adds H(R1, R2, ID, PKID, m,
h) in the H-list.

d. The resultant signature δ = (u1, u2, h) is
returned to AII .

Output: After all the queries, AII outputs a forgery
(ID?, PKID? ,m?, δ? = (u1

?, u2
?, h?)) and win this

game. It must satisfy the following conditions:

1) If δ? is a valid forgery, then h? =
H(R1

?, R2
?, PKID? , ID?,m) which is in the H-

list, where R1
? = u1

?eH0(ID?)h
?

and R2
? =

H0(ID?)u2
?

PKh?

ID?).

2) ID? is the challenger’s identity and H0() is
queried by ID?.

By applying Forking Lemma [22], after replaying AII
with the same random tape but different choices of
oracle H, β can obtain another valid certificateless
signature (ID?, PKID? ,m?, δ′

?
= (u′1

?
, u′2

?
, h′

?
)).

Then, they should satisfy R2
? = H0(ID?)u2PKh?

ID?

and R2
? = H0(ID?)u

′
2PKh′?

ID? . Thus, we have the
following relation:

H0(ID?)u2PKh?

ID? = H0(ID?)u
′
2PKh′?

ID?

(H0(ID?))u2−u′2 = PKh′?−h?

ID?

(g)tID? (u2−u′2) = yh
′?−h?

(g)tID? (u2−u′2)/h
′?−h?

= y.

Obviously, the discrete logarithm of y to the base g
is tID?(u2 − u′2)/h′

? − h?. It denotes that the dis-
crete problem can be solved by β. Obviously, it is in
contradiction to the difficulty of solving the discrete
logarithm problem.

4.2 Performance Analysis

The proposed RSA based CLS scheme has been eval-
uated for WSN based on few parameters like running
time and energy consumption, ROM and RAM includ-
ing static RAM and stack RAM. The results are shown
in Table 1. The scheme has been implemented on MICAz
platform [23] using TinyOS-2.1.1 [18] operating system
for embedded devices and RELIC-0.3.3 [4] cryptographic
library. The running time of the proposed scheme is 1.45
seconds and 1.37 seconds in sign and verify phase respec-
tively. The energy consumption is 34.8 milliJoules and
32.88 milliJoules in sign and verify phase respectively.
Further, the proposed scheme consumes 1.7 KB of ROM
and 2.3 KB of RAM (static and stack) excluding the space
used by cryptographic library.

5 Conclusion

RSA is a well defined industry implemented security ap-
proach. Also certificateless schemes have their own ben-
efits. In this paper, we proposed an RSA-based efficient
certificateless signature scheme and proved it to be secure
under some well-studied assumptions. We believe the new
scheme is more suitable for systems with low-bandwidth
channels and/or low-computation power making it suit-
able for WSN, on the basis of implementation results on
WSN environment.
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Abstract

The term “proxy multi-signature” refers to the situa-
tion in which a proxy signer is authorized to sign a
message on behalf of a group of original signers. Com-
bined with identity-based cryptography, we proposed an
efficient identity-based proxy multi-signature scheme us-
ing cubic residues without bilinear pairing. Our scheme
is secure against existential forgery on adaptive chosen-
message and identity attacks under the hardness of integer
factorization assumption. Compared with elliptic curve
or bilinear pairing, the integer factorization assumption
is more reliable and easier to use because it has been de-
veloped 2500 years ago. Furthermore, our scheme is more
efficient than previous schemes based on bilinear pairing.
Keywords: Cubic residues, identity-based signature, in-
teger factorization, proxy multi-signature, random oracle
model

1 Introduction

Shamir [15] introduced identity-based cryptography in
1984 in order to simplify the key-management proce-
dure of traditional, certificate-based, public-key infras-
tructures. Shamir’s approach allowed an entity’s public
key to be derived directly from her or his identity, such as
an email address, and the entity’s private key can be gen-
erated by a trusted third party which is called the private
key generator (PKG).

The notion of proxy signatures was proposed by

Mambo et al. [10] in 1996. They identified the signers
into two entities, i.e., the original signer and the proxy
signer. The latter can sign a message on behalf of the
former with a warrant the former delegated. Proxy sig-
natures have many practical applications, such as dis-
tributed systems, grid computing, mobile agent appli-
cations, distributed shared object systems, global distri-
bution networks, and mobile communications [2]. Since
1996, the proxy signature has been paid significant atten-
tion [7] and various extensions of the proxy signature have
been proposed [1, 9, 11, 19, 22], one of which is the proxy
multi-signature [9, 19, 22].

In 2000, Yi et al. proposed the proxy multi-
signature [22] in which a designated proxy signer can gen-
erate a valid signature on behalf of a group of original
signers. Proxy multi-signature can be used in the follow-
ing scenario, i.e., a university wants to release a document
that several departments may be involved, for example,
the Deans Office, the Student Affairs Office, and the Hu-
man Resources Department, etc.. The document must be
signed by all of the above entities or by a proxy signer del-
egated by those entities. Combined with identity-based
cryptography, Li and Chen [9] proposed the notion of
identity-based proxy multi-signature (IBPMS) and con-
structed a scheme using bilinear pairings in 2005. How-
ever, most existing IBPMS schemes were based on bilinear
pairing [4, 9, 14, 20], which required more computational
cost than normal operations, such as modular exponen-
tiations in finite fields. Therefore, there was a strong in-
terest in determining how to construct a secure scheme
without pairing. In 2011, Tiwari and Padhye [18] pro-
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posed a secure IBPMS scheme based on the elliptic curve
discrete logarithm problem. Although they claimed that
their scheme was more efficient and had a smaller key size
than pairing-based schemes, the security on which their
method was based on the elliptic curve discrete logarithm
problem assumption which was only a few decades old [6].

In this paper, we propose a new identity-based proxy
multi-signature (IBPMS) scheme using cubic residues
without bilinear pairing. The security of our method is
based on the integer factorization assumption which is
2500 years old. We briefly introduce our contributions.
First, our scheme is the first identity-based proxy multi-
signature scheme using the cubic residues problem. Sec-
ond, our scheme has been proven to be secure in the ran-
dom oracle model under the hardness of integer factor-
ization problem assumption. Third, our scheme is made
more efficient than Cao and Cao’s IBPMS scheme [4]
based on bilinear pairing.

The rest of the paper is organized as follows. In Sec-
tion 2, we introduce the cubic residues problem and in-
teger factorization problem assumption. In Section 3, we
give the formal definition and security model of identity-
based proxy multi-signature. In Section 4, we propose
a new identity-based proxy multi-signature scheme using
cubic residues. In Section 5, we give the formal security
proof for the proposed scheme under the random oracle
model. In Section 6, we compare the efficiency and perfor-
mance of our scheme with Cao and Cao’s IBPMS scheme.
Finally, we present our conclusions in Section 7.

2 Preliminaries

In this section, we review cubic residues and the method
of their construction mentioned in [21] and integer factor-
ization problem assumption

2.1 Cubic Residues

Definition 1. For a positive integer n, if there is some x
that satisfies the expression x3≡C (mod n), we say that
C is a cubic residue modulo n, and x is called the cubic
root of C modulo n.

From [21], we have Lemma 1, Theorem 1, and Theo-
rem 2.

Lemma 1. Let p be a prime number, 3p = gcd(3, p− 1),
and C ∈ Z∗p . We say that C is a cubic residue modulo p

if and only if C
(p−1)

3p (mod p) ≡ 1.

Obviously, if p is prime number and p ≡ 2 (mod 3),
then every C ∈ Z∗p is a cubic residue modulo p.

If q is prime number, and q ≡ 4 or 7 (mod 9), for
every h ∈ Z∗p , we can construct a cubic residue modulo q
as follows.

Let a be a non-cubic modulo q, we compute η =
[(q − 1) (mod 9)] /3, λ = η (mod 2) + 1, β = (q − 1)/3,

ξ = aη·β (mod q), τ ≡ hλ·β (mod q), and

b =





0, if τ = 1
1, if τ = ξ

2, if τ = ξ2,

then C = ab · h is a cubic residue modulo q.

Theorem 1. Let p, q be as mentioned above and n =
p · q. Then C = ab · h is a cubic residue modulo n, and
s ≡ C [2η−1(p−1)(q−1)−3]/9 (mod n) is a cubic root of C−1.

Theorem 2. Let n = p · q. If there is s3
1 ≡ s3

2 ≡ C
(mod n), and s1 6≡ s2 (mod n), then gcd(s1 − s2, n) is a
non-trivial divisor of n.

2.2 Integer Factorization Problem As-
sumption

The integer factorization problem assumption is one of the
fundamental hardness problems, which has been studied
extensively and used to construct cryptographic schemes.
We will analyze the security of our proposed scheme based
on this assumption. From [23], we have Definition 2 and
Definition 3.

Definition 2. Given n = p · q, where p and q are prime
numbers and they are unknown publicly, the integer fac-
torization problem is defined to output a prime number
p(1 < p < n) such that p can divide n.

Definition 3 (Integer factorization problem as-
sumption). The integer factorization problem (IFP) is
a (t

′
, ε
′
)-hard assumption, if there is no polynomial time

algorithm in time at most t
′
, can solve the integer factor-

ization problem with probability at least ε′.

3 Formal Definition and Security
Model

We give a formal definition and security model of the
identity-based proxy multi-signature scheme based on the
works of Cao and Cao [4], Singh and Verma [16], and Sun
et al. [17].

3.1 Formal Definition of the Identity-
based Proxy Multi-signature Scheme

In an identity-based proxy multi-signature scheme, there
are two entities named as a group of the original signers
and the proxy signer. We use IDi, for i = 1, 2, · · · , n,
to denote the identity of original signer i, and IDps to
denote the identity of the proxy signer. From [4], we have
Definition 4.

Definition 4. An identity-based proxy multi-signature
scheme (IBPMS) is a tuple of seven algorithms as
IBPMS=(Setup, Extract, DelGen, DelVeri, PMK-
Gen, PMSign, PMVeri).
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Setup. PKG takes a security parameter as input, and
outputs public parameter PP and its master key
MK.

Extract. PKG takes its master key MK and a user’s
identity IDi as inputs, and outputs the user’s public
key and secret key pair (HIDi

, sIDi
).

DelGen. For i = 1, 2, · · · , n, the original signer i takes
her or his secret key sIDi

and a warrant w as inputs,
and outputs her or his delegation Di→ps to the proxy
signer.

DelVeri. For i = 1, 2, · · · , n, the proxy signer takes del-
egation Di→ps from the original signer i and her or
his identity IDi as inputs, and verifies whether or
not the delegation is valid.

PMKGen. The proxy signer takes her or his secret key
sIDps

and delegations Di→ps, i = 1, 2, · · · , n, as in-
puts, and generates her or his private signing key
skps.

PMSign. The proxy signer takes her or his signing
key skps, message m, and delegations Di→ps, i =
1, 2, · · · , n, as inputs, and generates the proxy multi-
signature σ of the message m.

PMVeri. The verifier takes the proxy multi-signature
σ and the original signers’ identities, IDi, i =
1, 2, · · · , n, and the proxy signer’s identity IDps as
inputs, and verifies whether or not the proxy multi-
signature is valid.

3.2 Security Model

Compared with Cao and Cao’s method [4], and Sun et
al.’s method [17], we use the security model of the proxy
multi-signature which is described in [17]. And, we extend
Sun et al.’s model into an identity-based proxy multi-
signature to prove the security of our scheme. The adver-
saries in their model can be classified into three types as
follows:

Type 1. The adversary, A1, knows nothing except the
identities of the original signers and the proxy signer.

Type 2. The adversary, A2, knows the secret keys of
n − 1 original signers and proxy signer in addition
to what A1 knows in Type 1.

Type 3. The adversary, A3, knows the secret keys of all
of the original signers in addition to what A1 knows
in Type 1, but does not know the secret key of the
proxy signer.

Obviously, if an adversary in Type 1 can forge a valid
signature of the scheme, the adversary in Type 2 or Type
3 also can forge a valid signature. So, we only consider
the Type 2 and Type 3 adversaries in this paper.

With regard to the Type 2 adversary A2, we can as-
sume that she or he has all of the secret keys of the n− 1

original signers, except for signer n. If she or he has a
valid delegation, Dn→ps, she or he can output a valid
proxy multi-signature herself or himself with the secret
keys of the other original signers and proxy signer. So,
the objective of the Type 2 adversary is to output a valid
delegation, Dn→ps.

With regard to the Type 3 adversary A3, since she or
he has all of the secret keys of the original signers, she or
he can output a valid delegation Di→ps, i = 1, 2, · · · , n,
herself or himself. So, the objective of the Type 3 ad-
versary is to output a valid proxy multi-signature under
delegations Di→ps, i = 1, 2, · · · , n.

Let an adversary At(t = 2 or 3) be a probabilistic Tur-
ing machine, At takes public parameter PP and a random
tape as inputs and performs an experiment with the algo-
rithm B. Inspired from [17], we define the following two
definitions.

Definition 5. For an identity-based proxy multi-
signature scheme, we define an experiment of the adver-
sary At(t = 2 or 3) with the security parameter λ as fol-
lows:

Step 1. Algorithm B runs the Setup algorithm and re-
turns public parameter PP to the adversary At.

Step 2. B maintains several lists, e.g., Elist, Dlist,
Slist, and initializes them as null.

Step 3. When the adversary At makes adaptive queries
from the algorithm B, B maintains several oracles
and answers as follows:

• Extract oracle: The oracle takes a user’s iden-
tity IDi as input, returns her or his private key
sIDi , and puts the tuple (IDi, sIDi) into Elist.

• DelGen oracle: The oracle takes the original
signer’s identity IDi and the warrant w as in-
puts, returns the delegation Di→ps, and puts the
tuple (IDi, w, Di→ps) into Dlist.

• PMSign oracle: The oracle takes the message
m and the delegations Di→ps, i = 1, 2, · · · , n as
inputs, returns a proxy multi-signature σ signed
by the proxy signer and puts the tuple (m,w, σ)
into Slist.

Step 4. Eventually, At outputs a forgery.

• If t = 2, then it is the Type 2 adversary A2.
The forgery is of the tuple (IDn, w, Dn→ps), and
(IDn, w, Dn→ps) is valid delegation of IDn with
warrant w, and IDn 6∈ Elist, (IDn, w) 6∈ Dlist.

• If t = 3, then it is the Type 3 adversary A3. The
forgery is of the tuple (m,w, σ), and (m,w, σ) is
a valid proxy multi-signature, and IDp 6∈ Elist,
(w, m) 6∈ Slist.

If the output satisfies one of the above two items, At’s
attack was successful.
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Definition 6. For any polynomial adversary At (t =
2 or 3), if the probability of At’s success in the above
experiment is negligible, then, the identity-based proxy
multi-signature scheme is said to be secure against ex-
istential forgery on adaptive chosen-message and identity
attacks.

4 Our Proposed IBPMS Scheme

In this section, we describe a new identity-based proxy
multi-signature scheme. We designed our scheme, which
extends the identity-based signature [21], based on the cu-
bic residues. The proposed scheme includes the following
seven algorithms:

Setup. Given the security parameters k and l, PKG car-
ries out the algorithm and returns public parameters
PP and master key MK as follows:

1) Randomly generates two k-bits prime numbers p
and q, satisfying p ≡ 2 (mod 3) and q ≡ 4 or 7
(mod 9), respectively; then computes n = p · q.

2) Computes d = [2η−1 (p− 1) (q − 1) − 3]/9, η =
[(q − 1) (mod 9)] /3, λ = η (mod 2) + 1, β =
(q − 1)/3.

3) Randomly selects a non-cubic residue a modulo
q and computes ξ ≡ aη·β (mod q).

4) Selects four hash functions H1 : {0, 1}∗ →
Z∗n,H2, H3 ,H4 : {0, 1}∗ → {0, 1}l.

PKG publishes (n, a, η, λ, H1,H2 ,H3 ,H4) as the pub-
lic parameter PP and keeps (p, q, d, β) secret as the
master key MK.

Extract. Given public parameter PP , the master key
MK, and identity IDi of user i, for i = 1, 2, · · · , n,
PKG computes the corresponding secret key as fol-
lows:

1) Computes τ i ≡ H1 (IDi)
λ·β (mod q).

2) Computes bi =





0, if τ i = 1
1, if τ i = ξ

2, if τ i = ξ2
, and Ci =

abi ·H1 (IDi) (mod n), sIDi ≡ (Ci)
d (mod n).

PKG transmits secret key (sIDi , bi), for i =
1, 2, · · · , n to user i via a secure channel.

DelGen. Let IDi, for i = 1, 2, · · · , n, be the identity of
the original signer i, and IDps be the identity of the
proxy signer. The original signer i, for i = 1, 2, · · · , n,
wants to delegate the proxy signer to get a warrant
w of message m, so she or he takes her or his secret
key (sIDi , bi), and warrant w as inputs and outputs
the delegation Di→ps. Then, the original signer i, for
i = 1, 2, · · · , n, continues as follows:

1) Randomly selects ri ∈ Z∗n, computes Ri ≡ r3
i

(mod n), and broadcasts Ri to the other original
signers.

2) Computes R ≡ ∏n
i=1 Ri (mod n), hw =

H2(w, R), Vi ≡ ri · shw

IDi
(mod n).

Each original signer i sends her or his delegation
Di→ps = (IDi, bi, w,Ri, Vi) to the proxy signer.

DelVeri. To verify each delegation Di→ps with war-
rant w, the proxy signer computes R ≡ ∏n

i=1 Ri

(mod n), hw = H2 (w, R), Ci ≡ abi · H1 (IDi)
(mod n), and checks V 3

i · Ci
hw ≡ Ri (mod n) for

i = 1, 2, · · · , n. If the equation holds, she or he ac-
cepts Di→ps as a valid delegation; otherwise, it is
rejected.

PMKGen. If the proxy signer accepts all delegations
Di→ps, for i = 1, 2, · · · , n, she or he computes
hps = H3(IDps, w, R), V ≡ ∏n

i=1 Vi (mod n),
skps ≡ s

hps

IDps
· V (mod n) and takes skps as her or

his private signing key.

PMSign. The proxy signer takes skps as input
and randomly selects rps ∈ Z∗n, computes
Rps ≡ r3

ps (mod n), hm = H4(IDps, w, m,Rps),
Vps ≡ rps · skhm

ps (mod n). The tuple (ID1, ID2,
· · · , IDn, IDps, b1, b2, · · · , bn, bps,m, w, R, Rps, Vps)
is the proxy signature of message m on behalf of all
original signers i, for i = 1, 2, · · · , n.

PMVeri. In order to verify the proxy multi-
signature (ID1, ID2, · · · , IDn, IDps, b1, b2, · · · , bn,
bps,m, w, R, Rps, Vps) of message m under warrant
w, the verifier conducts the following: computes
hps = H3(IDps, w,R), hw = H2(w,R) , hm =
H4(IDps,m,w, Rps), C ≡ ∏n

i=1 (abi · H1 (IDi))
(mod n) , Cps ≡ abps · H1 (IDps) (mod n), then
checks V 3

ps ·Cps
hps·hm ·Chw·hm ≡ RPs ·Rhm (mod n);

if the equation holds, then she or he accepts it;
otherwise, it is rejected.

Our scheme is correct because the following equation
holds:

V 3
ps · Cps

hps·hm · Chw·hm

≡ (rps · skhm
ps )

3 · Cps
hps·hm · Chw·hm

≡ (rps · (dhps

IDps
· V )

hm

)
3

· Cps
hps·hm · Chw·hm

≡ (rps · (dhps

IDps
·∏n

i=1 ri · shw

IDi
)
hm

)
3

·Cps
hps·hm ·Chw·hm

≡ r3
ps · ((d3

IDps
)
hps ·∏n

i=1 r3
i ·

∏n
i=1 (s3

IDi
)
hw

)
hm

·
Cps

hps·hm · Chw·hm

≡ r3
ps · ((d3

IDps
)
hps ·∏n

i=1 r3
i ·

∏n
i=1 (s3

IDi
)
hw

)
hm

·
Cps

hps·hm · Chw·hm

≡ Rps · (Cps
−hps ·R ·∏n

i=1 Ci
−hw)

hm · Cps
hps·hm ·

Chw·hm

≡ Rps ·Rhm (mod n).
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5 Security Proof of Our Proposed
Scheme

In this section, we give the security proof of our proposed
scheme. We show that our scheme is secure against exis-
tential forgery under adaptive chosen-message and iden-
tity attacks in the random oracle model. We prove our
scheme against Type 2 adversaries and Type 3 adver-
saries, respectively.

If a Type 2 adversary A2 has the ability to break our
scheme, we can construct a polynomial time algorithm B,
by interacting with A2, to solve the integer factorization
problem.

Theorem 3. Given a pair of security parameters
(k, l), if the integer factorization problem is (t

′
, ε
′
)-hard,

then our identity-based proxy multi-signature scheme is
(t, qH2 , qD, ε2)-secure against existential forgery under
adaptive chosen-message and identity attacks for the Type
2 adversary A2, which satisfies:

ε
′ ≥ 4

9
·
(

(ε2 − δ2)
2

qH2 + 1
− ε2 − δ2

2l

)
,

t
′
= 2t + O

(
k2 · l + k3

)
,

where qH2 and qD denote the number of queries that A2

can ask to the random oracle H2 and DelGen oracle, re-
spectively, and δ2 = qD·(qH2+qD)

3·2k .

Proof. Assuming that adversary A2 breaks the proposed
scheme, we can construct an algorithm B to resolve the
integer factorization problem.

Given an integer n = p · q (for some unknown p and
q), and a non-cubic residue a (mod n), we will design
an algorithm B to output p and q with non-negligible
probability.

Step 1. Algorithm B sends (n, a) to adversary A2 as
public parameters.

Step 2. B maintains several lists, i.e., H1,list,
H2,list,Elist, and Dlist and initializes them as
null.

Step 3. B responds to A2’s queries as follows:

• H1-oracle: A2 requests H1 on IDi, and B
checks if IDi existed in H1,list. If not, B picks
a random si ∈ Z∗n and bi ∈ {0, 1, 2}, computes
h1,i = H1 (IDi) ≡ s3

i

abi
(mod n), and adds the

tuple (IDi, h1,i, si, bi) into H1,list; then, B re-
turns h1,i to A2.

• H2-oracle: A2 requests H2 on (w, R), and B
checks if (w, R) existed in H2,list. If not, B picks
a random e ∈ {0, 1}l, adds the tuple (w,R, e)
into H2,list, then, B returns e to A2.

• Extract oracle: A2 requests Extract algo-
rithm on IDi , and B checks if IDi existed
in Elist. If not, B returns to H1-oracle and
gets (IDi, h1,i, si, bi) of H1,list; then, B returns
(si, bi) to A2 and adds the tuple (IDi, si, bi) into
Elist.

• DelGen oracle: A2 requests delegation on
(IDn, w). According to the assumption, A2

has the secret keys of the original signers i,
i = 1, 2, · · · , n − 1, by requesting Extract ora-
cle. For i = 1, 2, · · · , n− 1, A2 randomly selects
ri ∈ Z∗n, computes Ri ≡ r3

i (mod n), and sends
Ri, where i = 1, 2, · · · , n−1, to B. B randomly
selects Vn, τ ∈ {0, 1}l, computes Rn ≡ V 3

n ·
(abn · H1 (IDn))τ (mod n), and R ≡ ∏n

i=1 Ri

(mod n); if R already exists in H2,list, failure is
returned; else (IDn, bn, w,Rn, Vn) is returned as
the original signer n’s delegation to A2; also, τ
is returned for the sake of helping A2 completing
the delegation on (IDi, w) for i = 1, 2, · · · , n−1.
B adds the tuple (IDn, bn, w, Rn, Vn) into Dlist

and adds (w, R, τ) into H2,list.

Step 4. A2 outputs a delegation forgery of warrant w∗

and ID∗
n with D∗

n→ps = (ID∗
n, b∗n, w∗, R∗n, V ∗

n ), which
(ID∗

n, w∗) is not requested on the DelGen oracle, and
ID∗

n is not requested on the Extract oracle.

Step 5. Finally, we will show how B resolves the integer
factorization problem with A2’s delegation forgery.

We apply the oracle replay technique describes in Fork-
ing Lemma [12, 13] to factor n, i.e., B resets A2 two times.
For the first time, B records all the transcripts that inter-
acted with A2. For the second time, B starts with the first
time random tape and returns the same answers to A2,
except H2-oracle. Each time, when A2 asks H2-oracle, B
chooses different random numbers, e∗,e∗∗, as the answer,
respectively.

After two rounds of interacting with B, A2 forges two
delegations (ID∗

n, b∗n, w∗, R∗n, V ∗
n ), (ID∗

n, b∗n, w∗, R∗n, V ∗∗
n ),

together with delegations of original signers 1, 2, · · · , n−1,
sends them to B. Then, B executes as follows:

• B computes R∗ ≡ ∏n
i=1 R∗i (mod n), returns to the

previous three records of H2,list lists for (w∗, R∗), ob-
tains, e∗, e∗∗, and checks whether or not they satisfy
(e∗ − e∗∗) ≡ 0 (mod 3); if so, then B aborts it.

• Else B can obtain(V ∗
n )3 · (C∗n)e∗ = R∗n, (V ∗∗

n )3 ·
(C∗n)e∗∗ ≡ R∗n (mod n), where C∗n ≡ ab∗n ·H1 (ID∗

n)
(mod n).

• B obtains (V ∗
n /V ∗∗

n )3 ≡ (C∗n)e∗∗−e∗ (mod n).

• If (e∗∗ − e∗) ≡ 1 (mod 3), there is some x ∈ Z∗p sat-
isfies the equation (e∗∗ − e∗) = 3x + 1. So we ob-
tain (V ∗

n /V ∗∗
n )3 ≡ (C∗n)3x+1 (mod n), and therefore

C∗n ≡
(

V ∗n
V ∗∗n ·(C∗n)x

)3

(mod n).
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• If (e∗∗ − e∗) ≡ 2 (mod 3), there is some x ∈ Z∗p sat-
isfies the equation (e∗∗ − e∗) = 3x − 1. So we ob-
tain (V ∗

n /V ∗∗
n )3 ≡ (C∗n)3x−1 (mod n), and therefore

C∗n ≡
(

V ∗∗n ·(C∗n)x

V ∗n

)3

(mod n).

Then, if (e∗∗ − e∗) 6≡ 0 (mod 3), B obtains the cubic
root of C∗n. And B can look up the list H1,list and obtain
another cubic root of C∗n. Then, B obtains two cubic
roots of C∗n. If the two cubic roots are not equal, B can
factor n according to Theorem 2.

Since e∗, e∗∗ are picked randomly, the probability of
(e∗∗ − e∗) 6≡ 0 (mod 3) is 2

3 , and the probability that
the two cubic roots of C∗n are inequal is 2

3 .
Next, we will analyze the probability of A2 successfully

forging two valid delegations similar to [3].
Let ε∗2 denote the probability of A2 forging a delegation

in a single run, and ε2 denote the probability of A2 forging
a delegation in the real attack.

In H2,list, all the records (w, R, e) are filled by H2-
oracle query and DelGen oracle query. So there are, at
most qH2 + qD, different R’s. For every DelGen ora-
cle, B randomly selects Vn, τ ∈ {0, 1}l, computes Rn =
V 3

n · (abn ·H1 (IDn))τ and R =
∏n

i=1 Ri, therefore, R can
be considered as the random cubic residue modulo n. Ob-
viously, the number of elements in cubic residues modulo
n is (3 · 2k). So the probability that R is in the H2,list

is, at most qH2+qD

3·2k . So the probability of A2 forging a

delegation in a single run is ε∗2 ≥ ε2 − qD·(qH2+qD)

3·2k .
Let pi denote the probability of forgery based on the

ithH2-oracle query in a single run; then

ε∗2 =
qH2+1∑

i=1

pi.

Let pi,s denote the probability of forgery together
based on ithH2-oracle query with input s, where s is a
specific random tape input of length m. Then

2m · pi =
∑

s∈{0,1}m

pi,s.

For a specific random tape s, since twice valid forgery
need different outputs of H2-oracle query, the probability
of twice forgery based on the same ithH2-oracle query is
pi,s · (pi,s − 2−l). Let Pi denote the probability of twice
forgery based on the same ithH2-oracle query in two runs;
then

Pi =
∑

s∈{0,1}m

2−m · pi,s · (pi,s − 2−l) ≥ p2
i − 2−l · pi.

So, the probability of twice forgery based on the same
H2-oracle query in two runs is

∑qH2+1
i=1 Pi. We have

qH2+1∑

i=1

Pi ≥
qH2+1∑

i=1

p2
i −

qH2+1∑

i=1

2−l · pi ≥ (ε∗2)
2

qH2 + 1
− ε∗2

2l

≥

(
ε2 − qD·(qH2+qD)

(3·2k)

)2

qH2 + 1
−

ε2 − qD·(qH2+qD)
(3·2k)

2l
.

Taking (e∗∗ − e∗) 6≡ 0 (mod 3) and the difference of
the two cubic roots of C∗n into account, the probability of
factoring n is ε

′ ≥ 4
9

∑qH2+1
i=1 Pi ≥ 4

9 ·
(

(ε2−δ2)
2

qH2+1 − ε2−δ2
2l

)
,

where δ2 = qD·(qH2+qD)

3·2k . So, the theorem is proved.

As to the running time, according to [3], B has to run
A2 twice and perform some other operations to factor n.
So B should spend the time t

′
= 2t + O(k2 · l + k3) to

factor n.

Theorem 4. Given a security parameter (k, l), if
the integer factorization problem is (t

′
, ε
′
)-hard, then

our identity-based proxy multi-signature scheme is
(t, qH4 , qS , ε3)-secure against existential forgery under
adaptive chosen-message and identity attacks for the Type
3 adversary A3, which satisfies:

ε
′ ≥ 4

9
·
(

(ε3 − δ3)
2

qH4 + 1
− 2−l · (ε3 − δ3)

)

t
′
= 2t + O

(
k2 · l + k3

)
,

where qH4 and qS denote the number of queries that
A3 can ask to the random oracle H4 and PMSign, respec-
tively, and δ3 = qS ·(qH4+qS)

3·2k .

Proof. This proof is similar to that of Theorem 3. So,
we just describe the main difference with Theorem 3 as
follows:

Step 1. Algorithm B does the same as Step 1 of Theo-
rem 3.

Step 2. B deletes Dlist list and adds H3,list, H4,list, Slist

lists, and initializes them as null.

Step 3. B deletes DelGen oracle and adds H3, H4 and
PMSign oracle accordingly.

• H3-oracle: A3 requests H3 on (IDps, w, R), B
checks if (IDps, w,R) existed in H3,list. If not,
B picks a random µ ∈ {0, 1}l and adds the tu-
ple (IDps, w, R, µ) into H3,list; then B returns
H3(IDps, w, R) = µ to A3.

• H4-oracle: A3 requests H4 on (IDps, w, m,
Rps), and B checks if (IDps, w, m, Rps) existed
in H4,list. If not, B picks a random η ∈ {0, 1}l

and adds the tuple (IDps, w, m, Rps, η) into
H4,list; then, B returns H4 (IDps, w, m, Rps) =
η to A3.

• PMSign oracle: A3 requests PMSign algo-
rithm on (w, m). A3 randomly selects ri ∈ Z∗n
and computes Ri = r3

i (mod n), R =
∏n

i=1 Ri

(mod n), and requests H2-oracle query and ob-
tains H2(w, R) = e. Since A3 knows all the
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Table 1: Comparison of security

Scheme Security Proof Method Mathematics Tool Assumption*
Cao and Cao [4] Random oracle bilinear pairings CDH
Our scheme Random oracle Cubic residues IFP

*CDH stands for computational Diffie-Hellman assumption, and IFP stands for integer factorization problem.

Table 2: Comparison with other schemes

Scheme Extract DelGen DelVeri PMKGen PMSign PMVeri Total
Total
Time (ms)

Cao and
Cao [4]

1Mp

+1HM

2Mp

+1HM

2HM

+3OP
1Mp

2Mp

+1HM

1Mp

+3HM

+4OP

7Mp

+8HM

+7OP

209.26

Our scheme 1En 1En 1En 1En 1En 3En 8En 42.48

Table 3: Cryptographic running time (ms)

Modular Exponentiation Pairing Pairing-based Scalar Multiplication Map-to-point Hash
5.31 20.04 6.38 3.04

secret keys of original signers, A3 can com-
pute Vi ≡ ri · se

IDi
(mod n) and obtain all

the delegation Di→ps = (IDi, bi, w, Ri, Vi), i =
1, 2, · · · , n. A3 sends Di→ps, i = 1, 2, · · · , n,
to B to request PMSign algorithm on (w, m).
B computes R ≡ ∏n

i=1 Ri (mod n) and ob-
tains H3(IDps, w, R) = µ by looking up the
list H3,list - in H3-oracle. B picks random
Vp, ς ∈ {0, 1}l, and computes C ≡ ∏n

i=1 (abi ·
h1,i) (mod n), Cps ≡ abp · h1,ps (mod n), V =∏n

i=1 Vi, Rps ≡ V 3
ps · ((Cps)

µ · Cη/R)ς (mod n).
If Rps already exists in H4,list, B returns fail-
ure, else returns (ID1, ID2, · · · , IDn, IDp, b1,
b2, · · · , bn, bp, m, w, R, Rp, Vp) as proxy multi-
signature of (w, m) to A3. B adds the tuple
(ID1, ID2, · · · , IDn, IDp, b1, b2, · · · , bn, bp,
m, w, R, Rp, Vp) into Slist, and adds (IDps, w,
m, Rps, ς) into H4,list.

Step 4. A3 outputs a proxy multi-signature forgery of
(w, m) with σ∗ = (ID∗

1, ID∗
2, · · · , ID∗

n, ID∗
ps, b∗1, b∗2,

· · · , b∗n, b∗ps, m∗, w∗, R∗, R∗ps, V ∗
ps), which ID∗

ps has
not be requested on the Extract oracle, and (m∗, w∗)
has not be requested on the PMSign oracle.

Step 5. Similar with Theorem 3, B resets A3 twice with
the same random tape, and gives the different ran-
dom number until A3 asks H4-oracle. And A3 can
forge two proxy multi-signatures with the same value
Rps. B can resolve integer factorization problem with
A3’s proxy multi-signature forgery.

As to the probability and running time, both of them
are similar with Theorem 3.

Furthermore, by Theorems 3 and 4, we can conclude
Theorem 5 easily.

Theorem 5. Given a security parameter (k, l), if the
factoring problem is (t

′
, ε
′
)-hard, then our identity-based

proxy multi-signature scheme is (t, qH2 , qH4 , qD, qS , ε)-
secure against existential forgery under adaptive chosen-
message and identity attacks, which satisfies:

ε
′ ≥ 4

9
·
(

(ε− δ)2

2 ·max {qH2 + 1, qH4 + 1} − 2−l · (ε− δ)

)

t
′
= 2t + O

(
k2 · l + k3

)
,

where ε = ε2 + ε3 and δ = δ2 + δ3.

We conclude that our scheme is secure against existen-
tial forgery under adaptive chosen-message and identity
attacks under integer factorization problem assumption.

6 Comparison and Performance

In this section, we compare our scheme with Cao and
Cao’s IBPMS scheme [4]. The two schemes are provable
security based on different hardness assumptions in the
random oracle model. We describe them in detail in Ta-
ble 1.

In order to simplify the complexity, we used the
method of [5], which considers only a single original
signer. Let Mp, HM , OP , En denote one pairing-based
scalar multiplication, map-to-point hash function, pair-
ing operation, and modular exponentiation, respectively.
In order to make our analysis clearer, we changed the
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total computation cost into running time in the last col-
umn of Table 2 according to Table 3, which is referred to
reference [8].

According to Tables 1 and 2, our schemes total running
time decreased drastically compared with Cao and Cao’s
scheme [4]. The security of our scheme is based on in-
teger factorization problem assumption without bilinear
pairing. We note that the integer factorization problem
assumption is 2500 years old.

7 Conclusions

Identity-based proxy multi-signature has proposed for
years, and several schemes have been proposed. However,
most of the existing scheme is based on bilinear pairing
or elliptic curve. In this paper, we propose an efficient
identity-based proxy multi-signature scheme using cubic
residues. The security of our scheme is based on the inte-
ger factorization problem assumption, which is more reli-
able and easier to use because it has been developed 2500
years ago. Our scheme is prove security against existential
forgery under adaptive chosen-message and identity at-
tacks. Furthermore, the efficiency of our scheme is higher
than the existing scheme based on bilinear pairing such
as Cao and Cao’s scheme etc.

Acknowledgments

The authors gratefully acknowledge the anonymous re-
viewers for their valuable comments.

References

[1] M. R. Asaar, M. Salmasizadeh, and W. Susilo, “An
identity-based multi-proxy multi-signature scheme
without bilinear pairings and its variant,” The Com-
puter Journal, vol. 58 , no. 4, pp. 1021–1039, 2015.

[2] A. Boldyreva, A. Palacio, and B. Warinschi, “Se-
cure proxy signature schemes for delegation of sign-
ing rights,” Journal of Cryptology, vol. 25, no. 1,
pp. 57–115, 2012.

[3] Z. C. Cai, X. L. Dong, and Z. F. Cao, “Identity
based signature scheme based on quadratic residues,”
Science in China Series F: Information Sciences,
vol. 39, no. 2, pp. 199–204, 2009.

[4] F. Cao, and Z. F. Cao, “A secure identity-based
proxy multi-signature scheme,” Information Sci-
ences, vol. 179, no. 3, pp. 292–302, 2009.

[5] X. F. Cao, and W. D. Kou, “A pairing-free identity-
based authenticated key agreement protocol with
minimal message exchanges,” Information Sciences,
vol. 180, no. 15, pp. 2895–2903, 2010.

[6] Cryptography Stack Exchange, Why Is Elliptic
Curve Cryptography Not Widely Used, Compared to
RSA?, Nov. 15, 2011. (http://crypto.stackexchange.
com/questions/1190/why-is-elliptic-curve-
cryptography-not-widely-used-compared-to-rsa).

[7] M. L. Das, A. Saxena, and D. B. Phata, “Algorithms
and approaches of proxy signature: A survey,” Inter-
national Journal of Network Security, vol. 9, no. 3,
pp. 264–284, 2009.

[8] D. B. He, J. H. Chen, and R. Zhang, “Efficient and
provably-secure certificateless signature scheme with-
out bilinear pairings,” International Journal of Com-
munication Systems, vol. 25, no. 11, pp. 1432–1442,
2012.

[9] X. X. Li, and K. F. Chen, “ID-based multi-proxy
signature, proxy multi-signature and multi-proxy
multi-signature schemes from bilinear pairings,” Ap-
plied Mathematics and Computation, vol. 169, no. 1,
pp. 437–450, 2005.

[10] M. Mambo, K. Usuda, and E. Oamoto, “Proxy sig-
natures: delegation of the power to sign messages,”
IEICE Transactions on Fundamentals of Electronic
Communications and Computer Science, vol. E79-A,
no. 9, pp. 1338–1354, 1996.

[11] C. H. Pan, S. P Li, Q. H. Zhu, C. Z. Wang, and M.
W. Zhang, “Notes on proxy signcryption and multi-
proxy signature schemes,” International Journal of
Network Security, vol. 17, no. 1, pp. 29–33, 2015.

[12] D. Pointcheval, and J. Stern, “Security proofs for
signature schemes,” in Advances in Cryptology (Eu-
rocrypt’96), LNCS 1070, pp. 387–398, Springer, May
1996.

[13] D. Pointcheval, and J. Stern, “Security arguments
for digital signatures and blind signatures,” Journal
of Cryptography, vol. 13, no. 3, pp. 361–396, 2000.

[14] R. A. Sahu, and S, Padhye, “Provable secure
identity-based multi-proxy signature scheme,” Inter-
national Journal of Communication Systems, vol. 28,
no. 3, pp. 497–512, 2015.

[15] A. Shamir, “Identity based cryptosystems and sig-
nature schemes,” in Proceedings of Advances in
Cryptology (CRYPTO’84), LNCS 196, pp. 47–53,
Springer, 1984.

[16] H. Singh, and G. K. Verma, “ID-based proxy sig-
nature scheme with message recovery,” Journal of
Systems and Software, vol. 85, no. 1, pp. 209–214,
2012.

[17] Y. Sun, C. X. Xu, Y. Yu, and B. Yang, “Improvement
of a proxy multi-signature scheme without random
oracles,” Computer Communications, vol. 34, no. 3,
pp. 257–263, 2011.

[18] N. Tiwari, and S. Padhye, “An ID-based proxy multi
signature scheme without bilinear pairings,” in Pro-
ceedings of First International Conference on Secu-
rity Aspects in Information Technology, LNCS 7011,
pp. 83–92, Springer, 2011.

[19] N. Tiwari, S. Padhye, and D. He “Provably secure
proxy multi-signature scheme based on ECC,” In-
formation Technology And Control, vol. 43, no. 2.
pp. 198–203, 2014.

[20] Q. Wang, and Z. F. Cao, “Identity based proxy multi-
signature,” Journal of Systems and Software, vol. 80,
no. 7, pp. 1023–1029, 2007.



International Journal of Network Security, Vol.18, No.1, PP.90-98, Jan. 2016 98

[21] Z. W. Wang, L. C. Wag, S. H. Zheng, Y. X. Yang,
and Z. M. Hu, “Provably secure and efficient identity-
based signature scheme based on cubic residues”.
International Journal of Network Security, vol. 14,
no. 1, pp. 104–109, 2012.

[22] L. J. Yi, G. Q. Bai, and G. Z. Xiao, “Proxy multi-
signature scheme: A new type of proxy signature
scheme,” Electronics Letters, vol. 36, no. 6, pp. 527–
528, 2000.

[23] Y. Yu, Y. Mu, W. Susilo, Y. Sun, and Y. F. Ji,
“Provably secure proxy signature scheme from fac-
torization,” Mathematical and Computer Modelling,
vol. 55, no. 3-4, pp. 1160–1168, 2012.

Feng Wang was born in Shandong province, China,
in 1978. He received his B.S. degree in Mathematics
from Yantai Normal University (now named Ludong
University), Yantai, in 2000 and the M.S. degree in
Applied Mathematics from the Guangzhou University,
Guangzhou, in 2006. Currently, he is a Lecturer in the
College of Mathematics and Physics at Fujian University
of Technology and a visiting scholar in Department of
Information Engineering and Computer Science at Feng
Chia University. His research interests include computer
cryptography and information security.

Changlu Lin received the BS degree and MS degree in
mathematics from the Fujian Normal University, P.R.
China, in 2002 and in 2005, respectively, and received the
Ph.D degree in information security from the state key
laboratory of information security, Graduate University
of Chinese Academy of Sciences, P.R. China, in 2010.
He works currently for the School of Mathematics
and Computer Science, and the Fujian Provincial Key
Laboratory of Network Security and Cryptology, Fujian
Normal University. He is interested in cryptography and
network security, and has conducted research in diverse
areas, including secret sharing, public key cryptography
and their applications.

Shih-Chang Chang received his B.S. degree in 2005 and
his M.S. degree in 2007, both in Department of Informa-
tion Engineering and Computer Science from Feng Chia
University, Taichung, Taiwan. He is currently pursuing
his Ph.D. degree in Computer Science and Information
Engineering from National Chung Cheng University, Chi-
ayi, Taiwan. His current research interests include elec-
tronic commerce, information security, computer cryptog-
raphy, and mobile communications.

Chin-Chen Chang received his Ph.D. degree in
computer engineering from National Chiao Tung Univer-
sity. His first degree is Bachelor of Science in Applied
Mathematics and master degree is Master of Science in
computer and decision sciences. Both were awarded in
National Tsing Hua University. Dr. Chang served in
National Chung Cheng University from 1989 to 2005.
His current title is Chair Professor in Department of
Information Engineering and Computer Science, Feng
Chia University, from Feb. 2005. Prior to joining
Feng Chia University, Professor Chang was an associate
professor in Chiao Tung University, professor in National
Chung Hsing University, chair professor in National
Chung Cheng University. He had also been Visiting
Researcher and Visiting Scientist to Tokyo University
and Kyoto University, Japan. During his service in
Chung Cheng, Professor Chang served as Chairman
of the Institute of Computer Science and Information
Engineering, Dean of College of Engineering, Provost
and then Acting President of Chung Cheng University
and Director of Advisory Office in Ministry of Educa-
tion, Taiwan. Professor Chang has won many research
awards and honorary positions by and in prestigious
organizations both nationally and internationally. He is
currently a Fellow of IEEE and a Fellow of IEE, UK. On
numerous occasions, he was invited to serve as Visiting
Professor, Chair Professor, Honorary Professor, Honorary
Director, Honorary Chairman, Distinguished Alumnus,
Distinguished Researcher, Research Fellow by universities
and research institutes. His current research interests
include database design, computer cryptography, image
compression and data structures.



International Journal of Network Security, Vol.18, No.1, PP.99-107, Jan. 2016 99

Practical Implementation of a Secure Email
System Using Certificateless Cryptography and

Domain Name System

Suresh Kumar Balakrishnan1 and V. P. Jagathy Raj2

(Corresponding author: Suresh Kumar Balakrishnan)

School of Computer and Information Sciences, Indira Gandhi National Open University (IGNOU)1

New Delhi 110068, India

(Email: suresh@sctimst.ac.in)

School of Management Studies, Cochin University of Science and Technology2

Kochi, India

(Email: jagathy@cusat.ac.in)

(Received Oct. 25, 2014; revised and accepted Jan. 16 & June 21, 2015)

Abstract

Email is currently the most widely used communica-
tion system in daily life. To improve security and ef-
ficiency, most email systems adopt Public Key Infras-
tructure (PKI) as the mechanism to implement security,
but PKI based systems suffer from expensive certificate
management and problems in scalability. Identity Based
Cryptography (IBC) is another method, but it has the in-
herent drawback of Key Escrow. This paper proposes an
implementation of a practical, secure email system based
on certificateless cryptography, which uses Domain Name
System (DNS) as the infrastructure for public key ex-
change and a secure key token/fingerprint authentication
system for user authentication. The message payload is
encrypted by a per-email symmetric key generated from
a secret value, the public and private keys of both the
sender and the receiver. The proposed mailing system is
secure against standard security model.

Keywords: Certificateless cryptography, domain name
system, identity based cryptography, multi-factor authen-
tication, public key infrastructure, secure email system

1 Introduction

The main reason for using email is probably the conve-
nience and speed with which it can be transmitted, ir-
respective of geographical distances. Similar to a post-
card, an email has open access to the systems on its path.
If anyone wants to intercept, copy or alter information,
they can easily do so. Confidential information, such as

bank statements, trade secrets, and even national secret
information, is being exchanged through emails. There-
fore, the contents of emails are more important and valu-
able than ever, and their security has raised many con-
cerns. The main reason for not using encryption in email
communications is that current email encryption solutions
require expensive operations and hard key management.
Therefore, research on simple, highly secure and efficient
email systems are in great need.

Current email systems that use symmetric and asym-
metric cryptographic schemes [12] suffer from key
management problems. Identity Based Cryptography
(IBC) [4, 19, 30] systems, which have been proposed to
address such key management issues, also suffer from the
key escrow problem, which violates the non-repudiation
feature that should be offered by security systems.

This paper proposes a practical implementation of a
secure email system in an open standard as an alterna-
tive technology for eliminating the problems with PKI
and identity-based cryptographic mailing systems. This
system uses the certificateless public key cryptography
scheme by Al-Riyami and Paterson [29], Domain Name
System (DNS) [11, 25, 26], for publishing a user’s public
key details and multi-factor user authentication for secure
user authentication with the system.

The rest of the paper is organized as follows. Related
works on existing email security systems and an intro-
duction to certificateless cryptography are described in
Section 2. Section 3 describes the design of the proposed
system. Section 4 describes the implementation of the
system. The security features of the paper are described
in Section 5. Finally, benchmarking and conclusions are
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given in Section 6.

2 Literature Review

2.1 Existing Schemes to Secure Email
Systems

The majority of client-based email security systems are
based on Identity-Based Cryptography or Public Key In-
frastructure (PKI) [8, 9, 21] schemes. The above se-
curity functions are implemented by these solutions, of
which the most competitive ones are S/MIME [27] and
PGP [3, 32, 36]. PGP uses hash functions and public
key encryption algorithms, for example, RSA [12, 28] and
MD5 [12], to enable encryption for content-protection and
digital signature for non-repudiation. RSA public keys
are attached as PGP certificates along with the message.
However, self-signed PGP certificates are used for most
users and form a chain-based credential trust network.
This trust mode of PGP is only suitable for small-scale
groups and is not suitable for large-scale groups or anony-
mous user environments. Moreover, it is very difficult to
notify other users in the network, if the private key of
a PGP user has been compromised. S/MIME employs
the PKI framework. Due to the difficulty of certificate
management in PKI, S/MIME cannot ignore tedious op-
erations, such as certificate revocation, verification, and
so on. In addition, both S/MIME and PGP use RSA for
encrypting and signing email contents. This results in
lower efficiency compared with Elliptic Curve Cryptog-
raphy (ECC) [2, 14] with the same level of security. In
the IBC scheme, it is difficult to prove the self-identity of
the Trust Authority (TA) or the Key Generation Center
(KGC) [35]. The scheme also suffers from the problem of
key escrow, where a central trusted authority issues a pri-
vate key to a user. Because a central authority is respon-
sible for private key generation, it is able to work as an au-
thorized user and could maliciously decipher the incoming
encrypted text or generate false signatures. Several meth-
ods [7, 22, 34] have been proposed to solve the key escrow
problem in IBC, and they can be easily classified into two
groups based on the private key generation technique: (i)
Multiple authority approach and (ii) User chosen secret
key information approach. As per our survey, numerous
techniques [5, 14, 15, 16, 24, 31] follow the multiple au-
thority approach, while very few techniques [17, 29] are
based on the secret key information approach. In the mul-
tiple authority approach, the critical task of private key
generation is distributed among several authorities, and
as a result, no single authority can perform any unauthen-
ticated work. Although these methods successfully solve
the key escrow problem, they introduce extra overhead on
systems and lack of central control on key issuing policy
and are not suited for email security systems. User chosen
secret information approaches are either certificate based
or certificateless. The certificate based scheme completely
overcomes key escrow; however, it loses the advantage of

an ID based scheme. The secret key exchange protocol
based system is also not suited for email systems because
a receiver of the email system may not always be online.

Domain Keys Identified Mail (DKIM) [10] permits
users to claim some responsibility for a message by as-
sociating it with a domain name that they are authorized
to use. This claim is validated through a cryptographic
signature and by querying the Signer’s domain directly to
retrieve the appropriate public key. The approach taken
by DKIM differs from previous approaches to message
signing such S/MIME and OpenPGP [3] in that:

• The message signature is written as a message header
field instead of part of the message body, so that nei-
ther human recipients nor existing MUA (Mail User
Agent) software are confused by signature-related
content appearing in the message body.

• There is no dependency on well-known trusted au-
thority public and private-key pairs.

A new concept called Lightweight Signatures for Email
(LES) [1], proposed by Ben Adida, David Chau, Susan
Hohenberger, and Ronald L. Rivest, is an extension to
DKIM. In LES, individual users authenticate within a
domain, without requiring additional user authentication
infrastructure. LES allows a user to send emails via any
outgoing mail server, not just the official outgoing mail
server mandated by DKIM. LES also supports repudia-
ble signatures to protect users’ privacy. Both DKIM and
LES focus only on email authentication. LES requires a
modified email client for authentication.

The Proxy based email system [6, 13, 18, 23] is another
scheme that has the key escrow problem.

The scheme described as ”An End-to-End Secure Mail
System Based on Certificateless Cryptography in the
Standard Security Model” [20] based on of Certificate-
less Public Key Cryptography (CL-PKC) [29] is not suit-
able for practical implementation with different domains.
None of these works are satisfactory. Therefore, efficient
email security systems are in great need.

This paper proposes a practical implementation of a se-
cure email system using certificateless cryptography as an
alternative technology for eliminating the problems with
PKI and IBC based mailing systems.

2.2 Certificateless Public Key Cryptog-
raphy

The concept of Certificateless Public Key Cryptography
(CL-PKC) is introduced by Al-Riyami and Paterson [29]
in 2003, to overcome the key escrow problem of identity-
based cryptography. In CL-PKC, a trusted third party,
called the Key Generation Center (KGC), supplies a user
with a partial private key. The user then obtains his/her
full private key by combining the partial private key with
a secret value that is defined by the user and is unknown
to the KGC. Thus, the KGC does not know the user’s pri-
vate keys. Subsequently, the user combines the his/her se-
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cret value with the KGC’s public parameters to compute
his/her public key.

Compared to identity based public key cryptography
(IDPKC), the trust assumptions regarding the trusted
third party in this scheme are significantly reduced. In
CL-PKC, users can generate any number of private-public
key pairs for the same partial private key. To guarantee
that the KGC does not replace a user’s public keys, they
proposed a binding technique to bind a user’s public key
with his/her private key. In their binding scheme, the
user first fixes his/her secret value and generates his/her
public key and supplies the public key to KGC. Then,
the KGC redefines the user identity as the user’s identity
concatenated with his/her public key. Using this binding
scheme, the replacement of a public key of a user in the
system by the KGC is equivalent to certificate forgery by
a CA in a traditional PKI system.

2.3 Al-Riyami and Paterson Scheme

In the proposed secure mailing system, the CL-PKC con-
cept, as proposed by Al-Riyami and Paterson, is used.
The general description of the algorithms introduced by
Alriyami and Paterson is provided. These algorithms
are Setup, Set-Secret-Value, Partial-Private-Key-Extract,
Set-Private-Key and Set-Public-Key.

Let k be a security parameter given to the Setup algo-
rithm and IG be a Bilinear Diffie-Hellman Problem(BDH)
parameter generator with input k.

Setup. (This operation is performed by the KGC): This
algorithm runs as follows:

1) Run IG on input k to generate output < G1,
G2, e >, where G1 and G2 are groups of some
prime order q and e: G1×G1 → G2 is a pairing.

2) Choose an arbitrary generator P ∈ G1.

3) Select a master-key s uniformly, at random,
from Z∗

q , and set P0 = sP .

4) Choose cryptographic hash functions H1:
{0, 1}∗ → G∗

1 and H2: G2 → {0, 1}n, where
n is the bit-length of the plaintexts taken from
some message space M = {0, 1}n with a corre-
sponding cipher text space C = G1 × {0, 1}n.
Then, the KGC publishes the system parame-
ters params = < G1, G2, e, n, P, P0, H1, H2 >,
while the secret master-key s is securely saved
by the KGC.

Set-Secret-Value. (performed by the user): This algo-
rithm takes as inputs params and entity m’s identi-
fier IDm. Entity m selects xm ∈ Z∗

q at random and
outputs xm as m’s secret value. Then, it computes
Xm = xmP and sends Xm to the KGC.

Partial-Private-Key-Extract. (performed by the
KGC): This algorithm takes as inputs an identifier
IDm ∈ {0, 1}∗ and Xm and carries out the following

steps to construct the partial private key for entity
m with identifier IDm.

1) Compute Qm = H1(IDm||Xm).

2) Output the partial private key Dm = sQm ∈
G1.

Entity m, when armed with its partial private key
Dm, can verify the correctness of the partial private
key Dm by checking e(Dm, P ) = e(Qm, Qm).

Set-Private-Key. (performed by the user): This algo-
rithm takes as inputs params, entity m’s partial pri-
vate key Dm and m’s secret value xm ∈ Z∗

q . Entity
m transforms the partial private key Dm to private
key Sm by computing

Sm = xmDm = xmsQm ∈ G1.

Set-Public-Key. (performed by the user): This algo-
rithm takes as input params and entity m’s secret
value xm ∈ Z∗

q and constructs m’s public key as
Pm =< Xm, Ym >, where Xm = xmP and Ym =
xmQm = xmsP .

3 System Design

The proposed secure e-mail system should securely ex-
change e-mail messages, be easy to use, make use of the
existing secure e-mail standards, and it should be applied
without making significant changes to the structure of
the email communication system. In order to achieve this
goals, some decisions are made before designing the sys-
tem:

• The first question to be answered is whether to apply
security to both the e-mail client and server, or just
one of them. Any change in the e-mail servers is not
recommended, since this implies that all the e-mail
servers around the world should be updated to im-
plement the new changes. Hence, this design would
apply security to email clients only, and this will al-
low any organization to apply this system without
having to modify the underlying network architec-
ture.

• The analysis of the current encryption schemes shows
that different aspects of the key distribution technol-
ogy have attracted criticism, and shows that most
of these aspects are related directly to the digital
certificates management complexity. On the other
hand, CLPKC provides a comparable security and an
equivalent functionality, and does not need any digi-
tal certificates. Thus, CLPKC represents an excellent
replacement to the existing email security technology,
and it will be adopted in the design of this system.
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Figure 1: System architecture

3.1 Building Blocks

Figure 1 illustrates the architecture of the proposed sys-
tem. Consider a user Alice at the domain a.com who
wishes to send a secure email to user Bob at the domain
b.com. Various components and operations of the pro-
posed system are described as follows.

A user public key issue server issues public keys for
users. The functionality of the user public key issue ser-
vice may be implemented as part of the KGC server for
small user base domains.

The user registration module is incorporated within the
user public key issue server. During the user registration
phase, the system asks for an email address, a password
and a secret value (xm). The user database can be linked
to the email server. The registration module will contact
KGC to obtain public parameters params and update the
KGC with xmP . The registration module also calculates
the public key of the user and stores it in the user public
key issue server for distribution. To keep the secret value
with the user safely, we propose a usb security key token
to store the secret with password protection.

An email plug-in attached to an email client is pro-
posed for signing, verifying, encrypting and decrypting.
If web-based email is used, all of the security functionali-
ties should be incorporated in the email web server with
the help of a client side code execution module (for ex-
ample, java code under java virtual machine). During
the security operation, the plugin module attached to the
email client or client side code execution module reads
the secret value stored in the USB security token with
the help of software drivers.

Multi-factor (i.e., two or more factors) authentication
is now a requirement for effective secure authentication.

Multi-factor authentication is commonly defined as:

• Something the user knows (e.g., Password, PIN);

• Something the user has (e.g., ATM card, smart card,
security token); and

• Something the user is (e.g., Biometric characteristic,
such as a fingerprint, palm pattern ).

For an efficient security system, it is recommended to
use “authentication methods that depend on more than
one” of these three factors (i.e., “multi-factor” authenti-
cation).

The same security token or a finger print system [33,
35] can be used along with a conventional username and
password for authentication during registration or the up-
date of a secret value. Biometrics, which refers to distinc-
tive physiological and behavioral characteristics of human
beings, are more reliable means of authentication than a
traditional password based system. The fingerprint is the
most widely used biometric because of its uniqueness and
immutability. For the fingerprint system, the user has to
be enrolled with the user public key server, while regis-
tration and a special software plug-in are required during
authentication to verify the current captured image with
the previously recorded fingerprint.

3.2 User Public-Key Distribution

DNS provides a well-established and trusted naming and
routing infrastructure for domains. Hostname to IP ad-
dress mappings and mail routing (using MX records)
rely on it. Recently, DNS has been proposed as a
public-key infrastructure with Domain Keys Identified
Mail (DKIM) [2] by the Internet Engineering Task Force
(IETF). In the DKIM scheme, public keys generated by
RSA scheme are stored in specially named DNS records.
Specifically, DKIM reserves the domainkey subdomain for
every domain with an MX record. Any entries within this
subdomain are public keys in base64-encoding with some
associated parameters. By keeping each public-key record
short (i.e., less than the size of a single UDP packet),
this DNS-based key distribution mechanism is functional
across a large portion of existing DNS servers.

Our proposed system uses the same technique as in
DKIM for specifying the address of the user public key
issue server of the domain.

3.3 Domain Setup

Figure 2 shows the domain setup steps. In the basic do-
main setup, Alice, with email address alice@a.com, will
obtain her partial secret key from a key server (KGC)
dedicated to her domain a.com.

The detailed setup procedure of the domain is defined
as follows:

• Choose an identity-based signature scheme from
the various schemes, e.g., the Boneh and Franklin
method.
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Figure 2: Domain setup

• Generate a master key pair (public and master se-
cret) for this scheme.

• Define key issuance policy Policy for the system.
This includes definition on whether emails originat-
ing from this domain can, should, or must be signed.

• Publish the user public key issue server details and
Policy as a DNS TXT record corresponding the MX
record for a.com. The DNS record content is for-
matted as ibclses=<name of user public key issue
server>, policy=<Policy>.

User Identities. A user has to first register to gener-
ate a secret value, store it in a USB security token
and then pass the generated public key to the public
key issue server. A user’s public key can be derived
by calling the user public key web service and pass-
ing the user’s identity through id string. We propose
a standard format for id string to specifically sup-
port email address authentication with domain poli-
cies and key expiration mechanisms.

Key Expiration. To provide simple key revocation ca-
pabilities, the user identity string includes key ex-
piration information. Specifically, id string includes
the last date on which the key is valid - the expiration
date -as a formatted character string. An id string is
thus constructed as: <email>, <expiration date>.

For example, an identity string id string for Bob
would be: bob@b.com, 2014-07-10.

3.4 Domain Policies

Once an email domain decides to deploy an email security
system, it simply needs to create a key server and a user
public key distribution server for the domain and specify
this server address in the appropriate DNS record. We
propose that this record include a Policy parameter to
specify how the domain chooses to participate in the se-
cure email architecture. Policy determines the domain’s
requirements on its email users as well as its guarantees
to any recipients. Three external Sign policy values are
used:

None. Users of this domain may sign their emails. If the
signature and verification fails, no warning header
will be added by the recipient email signature verifi-
cation system.

Basic. Users of this domain may sign emails with keys
issued by this key server. If the signature and veri-
fication fails, a warning header will be added by the
recipient email signature verification system.

Strong. Users of this domain are required to sign all of
their emails with a key issued by this domain. The
message will be rejected if verification fails.

Internal policies can also be implemented by adding
some standing instructions to the email client. Examples
include:

alice@a.com * E - Encrypt all messages from al-
ice@a.com

alice@a.com bob@b.com S - Sign the message from Alice
to Bob.

*@a.com tax@gov.gv ES - Sign and Encrypt all messages
from domain a.com to tax@gov.gv

3.5 The Proposed System

Figure 3 shows the steps for sending secure email.

Assume that client Alice has a private key, SAlice =
xAliceDAlice, and a public key PAlice =< XAlice, YAlice >,
while client Bob has a private key, SBob = xBobDBob, and
a public key, PBob =< XBob, YBob >. The public keys
of all clients are available through the secure web service
on the User public key issue server. The working of the
security functionality is based on how the internal and
external domain policies are specified for the domain.

The basic operation of the security functionality is as
follows:

Encryption.

1) Assemble id stringBob, an identity string for
Bob, using the current date+15 days as the
expiration date to view the message within 15
days: bob@b.com, 2012-07-31.
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Figure 3: Sending secure email

2) Obtain the address of the User public key issue
server for the domain b.com using DNS TXT
record lookup. Collect the public key of Bob
PBob from the user key issue server for Domain
b.com using secure web services. Then, check
that ê(XBob, Qm) = ê(YBob, P ) to authenticate
the public key of client Bob.

3) Generate a random number t ∈ Z∗ and en-
crypt it using the public key of client Bob as
t∗ = EPBob(t). The random number has the
feature of Perfect Forward and Backward Se-
crecy, which is always fresh and unrelated to
any past or future sessions.

4) Compute KAliceBob = txAliceXBob, and then
compute the per-mail symmetric key

K = H2(QAlice||QBob||KAliceBob).

5) Encrypt the mail M by using the AES algorithm
with the symmetric key K as M∗ = EK(M).

6) Add the encrypted value t∗ at the beginning of
the encrypted mail M∗ (i.e., M∗ = M ||t∗) as
additional headers as shown below:

• The exact id stringAlice in SMTP header X-
IBCLSES-Sender-IDString.

• The exact id stringBob in SMTP header X-
IBCLSES-Recipient-IDString.

• t∗ in base64-encoding in SMTP header X-
IBCLSES-Encryption-Key

Signing.

1) Request a partial private key from the KGC to
generate the private key for client Alice.

2) Sign the encrypted mail M∗ (or M is encryption
not required) along with the fields: From, To,
Subject, and Timestamp, to produce the signa-
ture S using client Alice’s private key.

3) Add additional headers to the mail messages as
given below:

• S in base64-encoding in SMTP header X-
IBCLSES -Signature;

• The exact id stringAlice in SMTP header
X-IBCLSES-Sender-IDString (if not al-
ready added);

• The time stamp used in the signature in
SMTP header X-IBCLSES-Timestamp.

The Email client sends Alice’s mail using SMTP.

Figure 4 shows the steps involved in receiving the
secure email. The detailed steps for signature verifi-
cation and decryption is given below.

Signature Verification.

1) Download the secure mail from the mail
server to the Email client of Bob using the
IMAP/POP3 protocols.
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Figure 4: Receiving secure email

2) If the message header has the X-IBCLSES-
Signature identifier, then the message is signed;
determine the sender’s email address, al-
ice@a.com, and domain name, a.com, according
to the email’s From field and sender id string
email header X-IBCLSES-Sender-IDString.

3) Obtain the address of the User public key is-
sue server for the domain a.com, by DNS TXT
record lookup. Collect the public key of Alice
PAlice, from the user key issue server for Do-
main b.com using secure web services. Then,
check that ê(XAlice, Qm) = ê(YAlice, P ) to au-
thenticate the public key of client Alice.

4) Recreate the message M (or M∗) that was
signed, using the declared From, To, and Sub-
ject fields, the email body, and the timestamp
declared in X-IBCLSES-Timestamp.

5) Verify the signature.

Decryption.

1) If the message header has the X-IBCLSES-
Encryption-Key identifier, then the message is
in encrypted form.

2) Request a partial private key from the KGC to
generate the private key for client Bob by pass-
ing the id string. The system will not provide

the partial key if the expiry date mentioned in
the id string is over.

3) Decrypt t∗ using client Bob’s private key

t = DSBob(t∗).

4) Compute KBobAlice = txBobXAlice.

5) Compute the per-mail symmetric key KBob =
H2(QBob||QAlice||KBobAlice). (i.e., KBob =
KAlice).

6) Decrypt the encrypted mail M∗ using the sym-
metric key K as M = DK(M∗).

4 Implementation of the Pro-
posed Secure Email System

The prototype system was developed using the C++ pro-
gramming language. To implement the IBC protocol,
there is a need for a cryptographic library thatcan pro-
vide both Elliptic Curve Cryptography (ECC) and bi-
linear pairing functions. From the available literature,
we selected the Miracl library. Miracl is an open source
C/C++ Multiprecision Integer and Rational Arithmetic
Cryptographic library. All of the basic encryption func-
tions, such as setup, extract, encrypt and decrypt func-
tions,were developed using the C++ language.

Security services for the email client were implemented
as an extension to the Mozilla Thunderbird email client
using JavaScript and the C++ library.

5 Security Discussion

The proposed system is secure against the standard se-
curity model because it is based on the Elliptic Curve
Discrete Logarithm and Collision Resistant hash function
standard cryptographic primitives. Other security prop-
erties provided by our solution follows.

1) End-to-end user authentication: Because the pro-
posed mailing security system uses the CLPKC with
the binding technique, both sender and receiver will
authenticate each other using a pairing operation.

2) Key agreement between sender and receiver without
interaction: The sender and receiver of the proposed
system compute the shared secret key using their own
secret values, the other party’s public key and a ran-
domly generated number, that is encrypted by the re-
ceiver’s private key without any interaction between
sender and receiver. Therefore, the proposed system
is secure against the man-in-the-middle type attack.

3) Confidentiality of the message: The mail content
is encrypted by a symmetric crypto system(such as
AES), which guarantees the confidentiality of the
message. The symmetric key can only be decrypted
by the receiver.



International Journal of Network Security, Vol.18, No.1, PP.99-107, Jan. 2016 106

Figure 5: Pairing time

4) Message integrity and non-repudiation: Because the
sender signs the email message using his/her private
key, the integrity and non-repudiation feature of the
message can be verified, and the sender cannot dis-
own the ownership of the email message.

5) Forward and backward secrecy: In the proposed sys-
tem, each message session key during the message
transmission is unique because both the sender and
receiver use the random number t, which is gener-
ated by the sender and encrypted by the public key
of the receiver in each session. The random number
has the feature of Perfect Forward and Backward Se-
crecy, which is always fresh and unrelated to any past
or future sessions.

6 Benchmark and Conclusion

The most costly procedure of the proposed system is the
pairing operation. Benchmarking tests were performed on
the operation, and the mean of 500 iterations was taken.
The test only counts the time for a pairing, while the
random point generation part is not considered. We con-
ducted the test on an Intel Core i5-2400 CPU @3.10 GHz
with 4GB RAM 1066MHz under the Windows 8 32 bit op-
erating system and Oracle Linux 5.5 64-bit. For ECC 512
bits, we obtained an average speed of 16.2 milliseconds
in Linux and 26.5 milliseconds in Windows, and for 1024
bits, we obtained 140.3 milliseconds in Linux and 284.24
milliseconds in Windows. Detailed performance analysis
is given in Figure 5. From the test results, it is clear that
we get better performance in 64 bit Linux system than
32-bit Windows and the proposed open standard system
is very efficient and can be used in secure messaging as
an alternative to the certificate based conventional PKI
system.

This paper proposed an end-to-end secure mailing sys-
tem based on certificate-less public key Cryptography,
with DNS as the mechanism to publish a user’s pub-
lic key server address. The sender and receiver are able
to compute the same secure secret symmetric key with-
out any message exchange between them. This avoids
a man-in-the-middle attack to obtain details of encryp-
tion/decryption key and hence the contents of the email.

Additionally, the proposed mail system is based on El-
liptic Curve Cryptography, which is very efficient com-
pared to conventional RSA based email systems and is
also free from the heavy burden of certificate management
of PKI. It avoids the key escrow problem of IBC based
email systems by incorporating a partial private key gen-
eration system. The usability of IBE based systems are
much better than PKI or PGP based systems. Moreover,
the proposed system is based on standard cryptographic
primitives, which makes it secure against the standard
security model.
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Abstract

The bilinear pairings such as Weil pairing and Tate pair-
ing on elliptic curves have recently found many applica-
tions in cryptography. The first efficient algorithm for
computing pairing was originally proposed by Miller and
much subsequent research has been directed at many dif-
ferent aspects in order to improve efficiency. In 2003,
Eisenträger, Lauter and Montgomery proposed a new
point-double-addition method to speed up elliptic curve
arithmetic computation and obtained a 7.8% performance
improvement of the Miller algorithm of a general elliptic
curve. In 2006, Blake et al. proposed a new concept based
on the conjugate of a line to reduce the total number of
lines in the Miller algorithm. In this paper we propose
an enhancement of Eisenträger et al.’s algorithm for com-
puting pairings. Our enhancement can further speed up
the pairing computation by 5.9%.
Keywords: Elliptic curve cryptosystem, pairing-based
cryptosystem, pairing computation

1 Introduction

Elliptic curve cryptograph, introduced by Miller [21, 22]
and Koblitz [13] independently around 1985, provides the
same level of security as the conventional public-key cryp-
tography but with shorter keys. Numerous research ef-
forts have been devoted to elliptic curve cryptography
and a lot of cryptosystems have been proposed. By us-
ing Weil pairing, Menezes, Okamoto and Vanstone found
some weak curves which contain cyclic groups that can be
transformed into a finite field with small extension degree
(MOV degree) [19]. Frey and Ruck extended their attack
and found more weak curves with the Tate pairing [10].
Basically, the Weil/Tate pairing is a mapping with non-

degenerate and bilinear properties, which will map a spe-
cial pair of points on an elliptic curve to a certain mul-
tiplicative subgroup of a finite field. In recent years, bi-
linear pairings especially, Weil/Tate pairings, have found
positive applications in cryptography. Indeed, many cryp-
tographic applications based on pairings have been pro-
posed, such as identity-based encryption systems [4], dig-
ital signatures [5, 6, 25, 26], signcryption [16, 24] and key
agreement [12, 29]. As a result, the application of pairings
plays an important role in modern cryptography. There-
fore, efficiently implementation of pairing computation is
an important issue due to being the most costly operation
in these cryptosystems. The first efficient algorithm for
computing pairing was proposed by Miller [21, 22]. The
main idea of the Miller algorithm is to use lines to in-
tegrate the divisors, which the algorithm has processed
(see Section 2, for details). A lot of research has been
aimed in many different directions in order to improve
efficiency [1, 2, 3, 7, 8, 10, 15, 17, 23, 27, 28, 33]. The
research of Barreto, Kim, Lynn and Scott [1], and Gal-
braith, Harrison and Soldera [10] focuses particularly on
the Tate pairing over some special curves. The research
in [3, 8] can improve the performance of Weil/Tate pairing
computation in general elliptic curves. We will continue
in this direction.

It is well known that point subtraction and point ad-
dition on an elliptic curve have the same cost. Non-
adjacent form (NAF for short) has been widely used for
the scalar multiplication of nP for some point P on an el-
liptic curve [11]. Through this property, the efficiency of
pairing computation can also be improved. For example,
Eisenträger, Lauter and Montgomery gave a new point-
addition/subtraction method (ELM method for short)
to speed up scalar multiplication and pairing computa-
tion [8]. The majority of research in [8] literacy has fo-
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cused on the double-addition/subtraction step when the
bit of NAF representation of n is 1/-1. It is noticeable that
the number of double step is twice the number of double-
addition/subtraction step on average. With a parabola
substitution, they get a 7.8% performance improvement
of the Miller algorithm for a general elliptic curve (see
Section 2, for details).

In 2006, Blake et al. proposed a new concept based on
the conjugate of a line to reduce the total number of lines
in the Miller algorithm [3]. Three different algorithms
are proposed for three cases namely, BMX-1, BMX-2 and
BMX-3. The first algorithm, logn

2 field multiplications
are eliminated when there are relatively more zero bits
(or average cases) of the binary representation of integer
n. The second case is when there are relatively more one
bits and 2H(n) field multiplications are removed where
H(n) is the number of bit 1. The third case saves logn

3

field multiplications when the characteristic of the field is
three. Some successive works further improving Blake et
al.’s algorithms [14, 18, 31, 32].

In this paper, we propose an algorithm to eliminate
one more field multiplication in a double step, which the
ELM method can not apply. Our new reduction method
can reduce the number of lines, and hence improve the
efficiency of pairing computation even further. The result
can speed the computation of the Weil and Tate pairing
by up to 5.9%, that is, combined with the ELM method,
we can obtain a 13.3% performance improvement.

The rest of the paper is organized as follows. We briefly
review some mathematical preliminaries, the Miller algo-
rithm, the ELM method and Blake et al.’s formulae in
Section 2. In Section 3 we describe our proposed algo-
rithm. Its analysis is given in Section 4. Finally, some
concluding remarks are given in Section 5.

2 Background

2.1 Weil/Tate Pairing and Miller Algo-
rithm

Let E be an elliptic curve over a finite field Fq where q is a
power of a prime p. We can express E as the Weierstrass
equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6,

where a1, a2, a3, a4, a6 are all in Fq. If gcd(q, 6) = 1, a
nonsingular elliptic curve over the field Fq is given by an
equation of the form

Es : y2 = x3 + ax + b

with a, b ∈ Fq and 4a3 + 27b2 6= 0. Let E(Fq) denotes
the set of points (x, y) ∈ F 2

q , satisfying Es together with
the point at infinity denoted as ∞. Then E(Fq) together
with point addition has a structure of an abelian group
which is denoted as E. Explicit formulas for computing
the coordinates of a point R = P +Q from the coordinates

of P and Q are well known [24, 26]. We give the formulae
relative to R = P +Q when P 6= ±Q. That is, R = (λ2−
x1−x2, λx1−λx3− y1), where P = (x1, y1), Q = (x2, y2)
and λ = (y2−y1)

(x2−x1)
.

A divisor D is a formal sum of symbols from the set
{(P ): P ∈ E} with integer coefficients. That is D =∑

P∈K nP (P ). The set of all divisors, denoted by Div(E),
is a free abelian group generated by E. Define the de-
gree of a divisor D, deg(D), to be deg(D) =

∑
P∈E nP .

We can define an important subgroup of Div(E), de-
noted as Div0(E) = {D ∈ Div(E): deg(D) = 0}.
The divisor of a nonzero rational function f is div(f) =∑

P∈E ordP (f)(P ), where ordP (f) is the order of f at
P . It is well known that div(f) ∈ Div0(E) is called a
principle divisor. If there exists a nonzero rational func-
tion f such that D1 = D2 + div(f) then D1 and D2 are
said to be equivalent, denoted as D1 ∼ D2. The sup-
port of a divisor D is the set of points with nonzero co-
efficients, that is, supp(D) = {P ∈ E: nP 6= 0}. If
div(f) and D have disjoint support, then we can evaluate
f(D) =

∏
P∈E f(P )nP .

Let n be an integer relatively prime to q and P, Q ∈
E[n], where E[n] is the n-torsion subgroup of E. Then
there exist divisors DP , DQ such that DP ∼ (P ) − (∞)
and DQ ∼ (Q) − (∞). Further, there exist functions fP ,
fQ such that div(fP ) = nDP and div(fQ) = nDQ. If
DP and DQ have disjoint supports, then the Weil pair-
ing is en(P,Q) = fP (DQ)

fQ(DP ) . And the Tate pairing of or-
der n is the map τn: E(Fq)[n]E(Fqk)/nE(Fqk) → Fqk ,
with τn(P, Q) = fn(DQ)(q

k−1)/n, where div(fn) = n(P )−
n(∞). Hence, computing the Weil/Tate pairing can be
reduced to the evaluation of fP (S), where S is in the sup-
port of DQ.

We briefly describe the main idea of the Miller algo-
rithm as follows: Let DP = (P+R)−(R) with an auxiliary
point R and Dj

P = j(P +R)−j(R)−(jP )+(∞), and then
there is a rational function fj such that div(fj) = Dj

P , for
each integer j, in particular, fn = fP . Hence

div(fj+k) = (j + k)(P + R)− (j + k)(R)
−((j + k)P ) + (∞)

= [(j(P + R)− j(R)− (jP ) + (∞)]
+[k(P + R)− k(R)− (kP ) + (∞)]
+(jP ) + (kP )− ((j + k)P )− (∞)

= div(fj) + div(fk)
+[(jP ) + (kP ) + (−(j + k)P − 3(∞)]
−[((j + k)P ) + (−(j + k)P )− 2(∞)]

= div(fj) + div(fk) + div(LjP,kP )
−div(L(j+k)P ),

where LjP,kP be a line through the points jP, kP and
−(j + k)P . L(j+k)P be a vertical line through the points
(j + k)P and −(j + k)P . Then, fj+k = fjfk( LjP,kP

L(j+k)P
. As

a result, we can obtain fj+k from fj and fk with some
”glue”: the appropriate lines, LjP,kP and L(j+k)P .



International Journal of Network Security, Vol.18, No.1, PP.108-115, Jan. 2016 110

We can compute fn(S) recursively with initial values
f0 = 1 and f1 = LP+R

LR,R
. We describe the following algo-

rithm, which is similar to the algorithm proposed in [1, 3].
Note that we can perform the Miller algorithm to com-
pute Tate pairing by changing the initial value f1 = 1,
see [1] for details.

Algorithm 1 Miller algorithm

1: INPUT: Elliptic curve E, integer n =
∑t

i=0 bi2i with
bi ∈ {0, 1} and bt = 1, and points P , S ∈ E where P
has order n.

2: OUTPUT: f = fn(S).
3: f ← f1; Z ← P ;
4: for j ← t− 1 down to 0 do
5: f ← f2 LZ,Z(S)

L2Z(S) ; Z ← 2Z;
6: for j ← t− 1 down to 0 do
7: f ← f2 LZ,Z(S)

L2Z(S) ; Z ← 2Z;
8: if bj = 1 then
9: f ← f1f

LZ,P (S)
LZ+P (S) ; Z ← Z + P ;

10: return f ;
11: End

2.2 ELM Method

In Algorithm 1, the cost of pairing computation consists of
two main parts. One is a scalar multiplication of nP . The
other is an exponential computation and multiplication
with the glue. To decrease the cost of point’s double-
addition/subtraction of scalar multiplication, Eisenträger
et al. eliminate two field multiplications through a new
method to compute 2P + Q by computing P + Q and
2P + Q = (P + Q) + P . Note that, we do not care about
the intermediate result P + Q. The explicit formulae are
described as follows:

λ1 =
y2 − y1

x2 − x1
, x3 = λ2

1 − x1 − x2

λ2 = −λ1 − 2y1

x3 − x1
, x4 = λ2

2 − x1 − x3

y4 = (x1 − x4)λ2 − y1,

where P = (x1, y1), Q = (x2, y2), x1 6= x2, P + Q =
(x3, y3), and 2P + Q = (x4, y4) on an elliptic curve ES .
Moreover, λ1 is the slope of LP,Q and λ2 is the slope of
LP+Q,P .

To apply this point double-addition/subtraction
method for the Miller algorithm, they construct a
parabola to glue the Miller’s divisors, whenever the cor-
responding bit is one, see [8] for detail.

Suppose we use the binary method in [11] to form nP ,
where n has t bits. There are 2t/3 doubles and t/3 double-
additions/subtractions. By way of estimating a division
as 5.18 field multiplications, they compute the average
cost of the standard algorithm as

(16.18× 2t/3) + (31.36× t/3)
t

= 21.24

field multiplications per bit, and the average cost of their
new method is

(16.18× 2t/3) + (26.36× t/3)
t

= 19.57

field multiplications per bit. The performance improve-
ment ratio for their new method is 7.8%. It is noticeable
that these estimations are based on the computation of
Tate pairing for which fn(Q1) and fn(Q2) are computed
at the same time. Please see [8] or Section 4 for details.

We also need a divisor subtraction formula to use the
NAF method to form fn(S) with respect to the Miller
algorithm. Therefore, they proposed the first divisor sub-
traction formula:

div(fj−k) = (j − k)(P + R)− (j − k)(R)
−((j − k)P ) + (∞)

= [(j(P + R)− j(R)− (jP ) + (∞))]
−[k(P + R)− k(R)− (kP ) + (∞)]
+(jP )− (kP )− ((j − k)P ) + (∞)

= div(fj)− div(fk)
+[(jP ) + (−jP )− 2(∞)]
−[(−jP ) + (kP ) + ((j − k)P )− 3(∞)]

= div(fj)− div(fk) + div(LjP )
−div(L−jP,kP ),

Therefore,

fj−k =
fj

fk
· LjP

L−jP,kP
. (1)

2.3 Blake et al’s Lemmas

From the analysis in [8], we know that if we can reduce one
line then at least one field multiplication is saved in the
Miller algorithm. For this reason, Blake et al. proposed
three algorithms to reduce the number of lines. The first
algorithm is suitable for every case. The second algorithm
can work well if the Hamming weight of n is high. The
third algorithm is proposed for fields of characteristic 3.
These algorithms are based on the following two lemmas
which were proved in [3].

Lemma 1. If the line L(x, y) intersects with E at points
P = (a, b), Q = (c, d) and −(P + Q) = (α, β), then
L(x, y)L̄(x, y) = −(x − a)(x − c)(x − α), where L̄(x, y)
is the conjugate of L with L(R) = L̄(−R) for R ∈ E.

Lemma 2. Let Q ∈ E[n], S ∈ E and S 6= Q, 2Q, · · · ,
nQ, then

1) LQ,Q(S)

L2
Q(S)L2Q(S)

= −1
LQ,Q(−S) .

2) For all integer k, we have L(k+1)Q,kQ(S)

L(k+1)Q(S)L(2k+1)Q(S) =

− LkQ(S)
L(k+1)Q,kQ(−S) .

3) LQ,Q(S)L2Q,Q(S)
L2Q(S)L3Q(S) = −LQ,Q(S)LQ(S)

L2Q,Q(−S) .



International Journal of Network Security, Vol.18, No.1, PP.108-115, Jan. 2016 111

They also remark that [3]:

1) Since div(f) = fiv(cf) for any nonzero constant c ∈
K, the sign does not affect the pairing computation
and therefore, minus signs will be omitted in the use
of the above lemma.

2) The point P ∈ E[n] will be fixed and Q is taken to be
some multiple of P . In order to satisfy the condition
of the lemma, it is sufficient to let S 6= P , 2P , · · · ,
nP . This is also the requirement of the original Miller
algorithm.

3 A New Method for Computing
Pairings

In Section 2, the ELM method concentrates on the
double-addition/subtraction step in the point’s scalar
multiplication, however the number of double steps is
twice the number of double-addition/subtraction steps.
Therefore, we suggest a new algorithm to reduce one field
multiplication when the corresponding bit of n is 0 in the
Miller algorithm. Before expressing this new algorithm,
we briefly describe the limitations of their method to com-
pute the pairing.

To compute 2P +Q via P +Q, where P , Q, P +Q and
2P + Q on an elliptic curve Es but P 6= ±Q. Then the
capability and the limitations of their method are:

1) We have the x-coordinators of the points P , Q, P +Q
and 2P + Q. But we do not have the x-coordinator
of the point 2P .

2) We have the y-coordinators of the points P , Q and
2P + Q. But we do not have the y-coordinators of
P + Q and 2P .

3) We have the slopes for the lines LP,Q and LP+Q,P .

4) We can construct the linear functions LP,Q, LP+Q,P ,
LP , LQ, LP+Q, and L2P+Q. But we cannot construct
L2P,Q and L2P .

The detail description of the divisor subtraction for-
mula (Equation (1)) with their point double-subtraction
method in the Miller algorithm is

f ← f2

f1
· LZ(S)LZ−P,Z(S)
L−Z,P (S)L2Z−P (S)

;Z ← 2Z − P ;

when the bit of n is −1. Although the linear functions
LZ , LZ−P,Z , L2Z−P , and L−Z,P can be constructed, no
parabola was revealed in [8]. It is well-known that there
are no consecutive nonzero bits in the NAF representation
such that there is always a zero bit before -1. In [3],
they have examined the reduction formulae of bit 0 and
bit 1, however, there were few studies of the relationship
between bit 0 and bit -1. Therefore, we have to extend
Lemma 2.2 to Lemma 3.1 in order to establish a reduction
formula for this case.

Lemma 3. Let Q ∈ E[n], S ∈ E and S 6= Q, 2Q, · · · , nQ,
then L(k−1)Q,kQ(S)

LkQ(S)L(2k−1)Q(S) = L(k−1)Q(S)

L(k−1)Q,kQ(−S) .

Proof. For a point S ∈ E, we write S = (xS , yS), that is,
xS is the x-coordinate of S and yS is the y-coordinate of
S. By Lemma 2, we have:

L(k − 1)Q, kQ(S)
LkQ(S)L(2k−1)Q(S)

=
L(k − 1)Q, kQ(S)L̄(k−1)Q,kQ(S)

LkQ(S)L(2k−1)Q(S)L̄(k−1)Q,kQ(S)

=
−(xS − x(k−1)Q)(xS − xkQ)(xS − x(2k−1)Q

(xS − xkQ)(xS − x(2k−1)Q)L(k−1)Q,kQ(−S)

=
L(k−1)Q(S)

L(k−1)Q,kQ(−S)
.

Consider the NAF representation of n =
∑t

i=0 bi2i

with bi ∈ {0, 1}, bt = 1 and bi+1 · bi = 0 for 0 ≤ i < t. We
give the detail descriptions of the following three reduc-
tion formulae by applying Lemma 2.2 and Lemma 3.1.
These formulae play a key role in our algorithm. Sup-
pose that the Miller algorithm is performed by an addi-
tion/subtraction chain and glues the divisors in the trace
of the point addition (Z±P )+Z after Z±P in the three
cases. Note that, LQ(S) and L−Q(S) have the same value
for points Q and S on an elliptic curve, and we can omit
the minus signs as remarked in Section 2.3.

1) Case (0, 0) performs:

f ← f2 LZ,Z(S)
L2Z(S)

; Z ← 2Z;

f ← f2 L2Z,2Z(S)
L4Z(S)

; Z ← 2Z;

Putting together, we have:

f ← (f2 LZ,Z(S)
L2Z(S)

)2
L2Z,2Z(S)
L4Z(S)

= f4
−L2

Z,Z(S)
L2Z,2Z(−S)

Omitting the minus sign, we have:

f ← f4
L2

Z,Z(S)
L2Z,2Z(−S)

; Z ← 4Z.

2) Case (0,1) performs:

f ← f2 LZ,Z(S)
L2Z(S)

;Z ← 2Z;

f ← f1f
2 LZ,P (S)LZ+P,Z(S)
LZ+P (S)L2Z+P (S)

; Z ← 2Z + P ;
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Putting together, we have:

f ← (f2 LZ,Z(S)
L2Z(S)

)2 · f1
L2Z,P (S)
L2Z+P (S)

L2Z+P,2Z(S)
L4Z+P (S)

= f1f
4
L2

Z,Z(S)
L2

2Z(S)
L2Z,P (S)
L2Z+P (S)

·L2Z+P,2Z(S)L2Z+P,2Z(−S)
L4Z+P (S)L2Z+P,2Z(−S)

= f1f
4
L2

Z,Z(S)
L2

2Z(S)
L2Z,P (S)
L2Z+P (S)

·[−L2Z+P (S)L2Z(S)L4Z+P (S)
L4Z+P (S)L2Z+P,2Z(−S)

= f1f
4
−L2

Z,Z(S)L2Z,P (S)
L2Z(S)L2Z+P,2Z(−S)

.

Omitting the minus sign, we have:

f ← f1f
4

L2
Z,Z(S)L2Z,P (S)

L2ZL2Z+P,2Z(−S)
; Z ← 4Z + P.

3) Case (0, -1) performs:

f ← f2 LZ,Z(S)
L2Z(S)

;Z ← 2Z;

f ← f2

f1

LZ(S)
L−Z,P (S)

LZ−P,Z(S)
L2Z−P (S)

; Z ← 2Z − P ;

Putting together, we have:

f ← (f2 LZ,Z(S)
L2Z(S)

)2 · 1
f1

L2Z(S)
L2Z,P (S)

L2Z−P,2Z(S)
L4Z−P (S)

=
f4

f1

L2
Z,Z(S)

L2
2Z(S)

L2Z(S)
L−2Z,P (S)

·L2Z−P,2Z(S)L2Z−P,2Z(−S)
L4Z−P (S)L2Z−P,2Z(−S)

=
f4

f1

L2
Z,Z(S)

L2
2Z(S)L−2Z,P (S)

·[−L2Z−P (S)L2Z(S)L4Z−P (S)
L4Z−P (S)L2Z−P,2Z(−S)

=
f4

f1

−L2
Z,Z(S)L2Z−P (S)

L−2Z,P (S)L2Z−P,2Z(−S)
.

Omitting the minus sign, we have:

f ← f4

f1

L2
Z,Z(S)L2Z−P (S)

L−2Z,P (S)L2Z−P,2Z(−S)
; Z ← 4Z − P.

From these formulae, there is only one line LZ,Z (or
L2Z,2Z) which needs to be evaluated at point S whence
the relative bit of n is zero. That is, we can eliminate one
field multiplication when we glue the divisors in the three
cases (0, 0), (0, 1) and (0, -1). These detail descriptions of
the three cases also provide the correctness of an improved
Miller algorithm which we will describe in Algorithm 2.

Algorithm 2 The improved Miller algorithm

1: INPUT: Elliptic curve E, integer n =
∑t

i=0 bi2i with
bi ∈ {0, 1}, bt = 1, bi+1 · bi = 0 for 0 ≤ i < t, and
points P , S ∈ E where P has order n.

2: OUTPUT: f = fn(S).
3: f ← f1; Z ← P ; i ← t− 1;
4: while i > 0 do
5: if (bi, bi−1) = (0, 0) then

6: f ← f4 L2
Z,Z(S)

L2Z,2Z(−S) ; Z ← 4Z; i ← i− 2; {Case 0}
7: if (bi, bi−1) = (0, 1) then

8: f ← f1f
4 L2

Z,Z(S)L2Z,P (S)

L2Z(S)L2Z+P,2Z(−S) ; Z ← 4Z + P ; i ← i− 2;
{Case 1}

9: if (bi, bi−1) = (0,−1) then

10: f ← f4

f1

L2
Z,Z(S)L2Z−P (S)

L−2Z,P (S)L2Z−P,2Z(−S) ; Z ← 4Z−P ; i ← i−2;
{Case 2}

11: if (bi, bi−1) = (1, 0) then
12: f ← f1f

2 LZ,P (S)LZ(S)
LZ+P,Z(−S) ; Z ← 2Z + P ; i ← i− 1;

{Case 3}
13: if (bi, bi−1) = (−1, 0) then
14: f ← f2

f1

LZ(S)LZ−P,Z(S)
L−Z,P (S)L2Z−P (S) ; Z ← 2Z − P ; i ← i− 1;

{Case 4}
15: end-while
16: if i = 0 then
17: if bi = 1 then
18: f ← f2LZ,Z(S); Z ← 2Z;
19: if bi = 1 then
20: f ← f1f

2 LZ,P (S)LZ(S)
LZ+P,Z(−S) ; Z ← 2Z + P ;

21: if bi = −1 then
22: f ← f2

f1

LZ(S)LZP ,Z(S)

L−Z,P (S) ; Z ← 2Z − P ;
23: return f ;
24: End

4 Analysis

In this section, detailed analysis of the improvement is
given. Additionally, the estimation of the cost of the im-
provement is in accordance with the rules which were dis-
cussed in [8]. The basic concept of the improvement is
that it tries to find the maximum number of the pattern
(0, 0) and only processes the first bit of the pattern (1,
0) in Case 3 and the pattern (-1, 0) in Case 4. It is
noticeable that the methods of Case 3 and Case 4 can
be replaced with the parabola substitution method which
was described in [8]. As a result, only one line has to be
evaluated for each zero bit of n in our improvement.

As indicated in [1, 3, 8], in the actual implementation
of pairing computation, the operations in the numerator
and denominator in each step are separated and perform
one division at the very end. In [8], they estimate the
total cost of pairing computation with the following spec-
ifications:

1) The pairing evaluates a quotient of the form fn(Q1)
fn(Q2)

for two points Q1, Q2 on E, where n is a t bits integer
which consists of 2t/3 zero bits and t/3 nonzero bits.
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2) The cost of each bit is counted as the total number
of field multiplications, but the cost of all field addi-
tions/subtractions are omitted.

3) The cost of a division is estimated as 5.18 field mul-
tiplications.

4) The cost of the standard algorithm is 16.18 field mul-
tiplications for each zero bit and 31.36 field multipli-
cations for each nonzero bit.

5) The cost of the ELM method is 16.18 field multiplica-
tions for each zero bit and 26.36 field multiplications
for each nonzero bit.

For simplicity, our estimation follows the analysis in [8]
which counts the cost in each case separately. Plus, only
three different cases need to be analyzed between our im-
provement and the ELM method. These are the cases of
the cost of bit 0 and the cost of bit ±1 in (0, 1) and (0,
-1):

1) The cost of bit 0 which appears in the patterns (0,
0), (0, 1) and (0, -1): In these cases, we must perform
f ← f2LZ,Z(S) and Z ← 2Z for each bit 0.

a. A point doubling operation costs 3 field multi-
plications and a division.

b. Evaluating LZ,Z at points Q1 and Q2 costs 2
field multiplications.

c. Multiplying 4 fractions fnu, fde, LZ,Z(Q1), and
LZ,Z(Q2) costs 4 field multiplications. Where
fnu is the numerator of f and fde is the de-
nominator of f . That is, we must compute
fnu·fnu·LZ,Z(Q1)
fde·fde·LZ,Z(Q2)

in the improvement whence the
relative bit is 0.

The total cost of this case is 3 + 5.18 + 2 + 4 = 14.18
field multiplications.

2) The cost of bit 1 of (0, 1): In this case, we must

perform f ← f1f
4 L2

Z,Z(S)L2Z,P (S)

L2Z(S)L2Z+P,2Z(−S) and Z ← 4Z +
P . Then they can be separated as:

f ← [f2L2
Z,Z(S)]2f1

L2Z,P (S)
L2Z(S)L2Z+P,2Z(−S)

and Z ← (2Z +P )+2Z. The cost of the first compo-
nent is estimated in A. We estimate the cost of the
second component as follows:

a. A point double-addition costs 3 field multiplica-
tions and 2 divisions.

b. Evaluating L2Z,P at points Q1 and Q2 costs 2
field multiplications. Evaluating L2Z+P,2Z at
points −Q1 and −Q2 costs 2 field multiplica-
tions.

c. Multiplying 10 fractions costs 10 field multipli-
cations.

The total cost of this case is 3+10.36+4+10 = 27.36
field multiplications.

3) The cost of bit -1 which appear in the pattern
(0, -1): In this case, we must perform f ←
f4

f1

L2
Z,Z(S)L2Z−P (S)

L−2Z,P (S)L2Z−P,2Z(−S) AND Z ← 4Z − P . Then
they can be separated as:

f ← [F 2lz,z(s)]2
L2Z−P (S)

f1 · L−2Z,P (S)L2Z−P,2Z(−S)

and Z ← (2Z−P )+2Z. The cost of the first compo-
nent is estimated in A. We estimate the cost of the
second component as follows:

a. A point double-subtraction costs 3 field multi-
plications and 2 divisions.

b. Evaluating L−2Z,P at points Q1 and Q2 costs
2 field multiplications. Evaluating L2Z−P,2Z at
points −Q1 and −Q2 costs another 2 field mul-
tiplications.

c. Multiplying 10 fractions costs 10 field multipli-
cations.

The total cost of this case is 3 + 10.36 + 2 + 2 + 10 =
27.36 field multiplications.

Before we compute the average cost of our refinement,
we define two sets, ODD and EV EN , for the pattern
w, which appears in the NAF representation of n, where
n =

∑t
i=0 bi2i with bi ∈ {0, 1}, bt = 1 and bi+1 · bi = 0 for

0 ≤ i < t. That is, ODD = {w = bi+r+1(0, 0, · · · , 0)bi: r
is odd, bi+r+1 ·bi 6= 0, 0 ≤ i < i+r+1 ≤ t} and EV EN =
{w = bi+r+1(0, 0, · · · , 0)bi: r is even, bi+r+1 · bi 6= 0,
0 ≤ i < i + r + 1 ≤ t}.

Without lost of generality, assume |ODD| = |EV EN |.
Accordingly, the total number of Case 1 and Case 2
is estimated as the same as the total number of Case
3 and Case 4 in Algorithm 2. That is, in half of all
nonzero bits, each bit costs 27.36 field multiplications
and each bit of the rest costs 26.36 field multiplica-
tions. Therefore, the average cost of our improvement
is 14.18×2t/3+27.36×t/6+26.36×t/6

t = 18.41 field multiplica-
tions per bit. Compared to the standard algorithm, the
improvement is 21.24−18.41

21.24 = 13.3%. In other words, we
enhance the ELM method to obtain a 19.57−18.41

19.57 = 5.9%
improvement in performance.

5 Concluding Remarks

An improvement in the computation of the pairings has
been given and the corresponding performance has been
analyzed. It is noticeable that this algorithm can be more
efficient if more lines belonging to the nonzero bits are
reduced. We can achieve this purpose by recoding the
NAF representation of n into many patterns, such as (0r),
(0, 1, 0) and (0,−1, 0). But this is getting half the result
with twice the effort. Therefore, we propose a concise
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algorithm which focuses on performance improvement of
the zero bits and gives a simplified performance analysis.
As a result, the proposed algorithm gains an improve-
ment of 5.9% in performance when compared to the ELM
method.
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Abstract

Key agreement is a crucial cryptographic primitive for
building secure communication channels between two par-
ties in a network. In the research literature a typical
protocol aims for key secrecy and mutual authentication.
However, there are many important practical scenarios
where privacy protection is more desirable, especially for
social network. Network privacy security means that the
personal data and online data are not peep, intrusion,
interference, illegal collection and utilization. In our pa-
per, we propose a robust chaotic maps-based authentica-
tion key agreement scheme with privacy protection using
smart cards. The key idea of our proposed scheme is
to adopt chaotic maps for mutual authentication, not to
encrypt/decrypt messages transferred between user and
server, which can make our proposed scheme much more
efficient. Next, we give the formal provable security un-
der the random oracle model for our scheme. Finally, our
proposed scheme can not only achieve privacy protection,
but also avoid time-consuming modular exponentiation
and scalar multiplication on elliptic curves. Meanwhile,
it can resist various common attacks, and provide prefect
forward secrecy and known-key secrecy. In brief, com-
pared with related schemes, our proposed scheme is more
secure, effective and practical.

Keywords: Chaotic maps, biometric, privacy protection,
provable security, smart card

1 Introduction

1.1 Biometric Technology

At present, biometrics has widely used to certificate the
identities of users. What is called biometrics is that
through closely combining computer with the high-tech
means of optical, acoustics, biological sensor and biologi-
cal statistical principles, using physiological features (such

as fingerprints, face, iris, etc) and behavior characteristics
(such as voice, gait, etc) for certification of personal iden-
tity. Therefore, compared with traditional identification
methods, biometric technology is safer and more conve-
nient. It is not easy to forget, different to be stolen or
counterfeit. In addition, it can be carry-on and available
anytime and anywhere.

1.2 Chaotic System

Nowadays, chaos theory has widely used to cryptography.
Compared with other related systems, chaotic system has
numerous advantages, such as extremely sensitive to ini-
tial parameters, unpredictability, boundness, etc. Mean-
while, chaotic sequence generated by chaotic system has
the properties of non-periodicity and pseudo-randomness.
In a word, chaos theory and chaotic system have exploited
a new way for cryptography.

1.3 Privacy Protection

In contemporary, with the rapid development of Internet,
users can use personal computers or smart phones to lo-
gin servers for a variety of services anytime and anywhere.
However, in general, these intelligent terminals have au-
tomatic memory function. They can remember the pass-
words and identities of users. When these terminals of
users are lost, stolen or being malicious attacked, the per-
sonal information of users is easy to leak. In consequence,
it is a hot topic to protect the user privacy.

1.4 Relevant Work

In a client-server environment, authentication mechanism
plays an important role in a secure protocol to certifi-
cate the identities of users. As everyone knows, in 1981,
Lamport [12] firstly presented a remote authentication
scheme based on password tables to certificate authored
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users over insecure channel. Form then on, many au-
thentication schemes were presented and analyzed to im-
prove the safety performance or the efficiency perfor-
mance [4, 6, 9, 11, 13, 21]. Usually, alphanumeric pass-
words are widely used, and the security authentication of
users is based on alphanumeric passwords. However, this
kind of passwords is easily got by an adversary if he/she
has enough time. Due to this reason, it is necessary to set
up safer protection mechanisms to protect user informa-
tion. Many existing schemes have been designed to solve
this problem.

In 2000, Hwang et al. [9] firstly proposed the remote
user authentication scheme using smart cards without
a certification table to solve the problems of Lamport
scheme [12]. But the passwords of users are maintained
by the system. However, Chan et al. [3], Shen et al. [18]
had pointed out that the scheme of [9] had flaws. In the
last few years, many related schemes had been proposed,
analyzed, and improved [1, 2, 7, 8, 10, 14, 15, 16, 19, 20,
22, 23, 24]. However, some of them still had defects. In
2009, Xu et al. [23] proposed a smart card based password
authentication scheme with provable security. However,
in 2010, Song [19] showed that the smart card authenti-
cation scheme [23] is vulnerable to internal and imperson-
ation attacks, and proposed an efficient strong smart card
authentication protocol. Unfortunately, Juan et al. [20]
pointed out that the improved protocol by Song [19] can-
not resist an off-line password guessing attack and also
had some other weaknesses.

Then Juan et al. [20] proposed an advanced smart
card based password authentication protocol in 2011. In
the same year, Awasthi et al. [1] proposed a timestamp-
based remote user authentication scheme using smart
card without any verification table which can avoid po-
tential risks of verification tables. In [1], remote server
only kept a secret key for computing the passwords of
users. Recently, many schemes based on chaos theory
are proposed [2, 8, 14]. Compared with the related other
schemes, these schemes based on chaotic maps avoid nu-
merous complex operations. In 2013, Guo et al. [8] pro-
posed a chaotic maps-based key agreement protocol which
avoided modular exponential computing and scalar mul-
tiplication on elliptic curve.

Nowadays, with the fast development of Internet, pri-
vacy protection of users is a hot issue. In 2014, Liu et
al. [16] proposed a multi-function password mutual au-
thentication key agreement scheme with privacy preserv-
ing. However, this scheme was based on an elliptic curve.
Its efficiency was lower than related scheme [15] based on
chaotic maps because of modular exponential computing
and scalar multiplication on elliptic curve. Considered
the security and efficiency, we propose a robust mutual
authentication key agreement scheme with privacy pro-
tection based on biometrics and chaotic maps using smart
card.

1.5 Contributions

(1) Our scheme can avoid modular exponential computing
and scalar multiplication and resist various attacks. (2)
In our scheme, the identities of users are hidden in secure
hash function. Users can anonymity login the server and
do not leak any personal information. (3) Our scheme
is based on chaotic maps. However, we do not use it to
encrypt any message. It is only used to certificate users
and server and establish a session key for their sessions.
(4) Biometrics certification mechanism has many merits
which can make our scheme faster and safer. According
to these, we can show that our proposed scheme is more
practical and effective.

1.6 Construction

The construction of our paper is organized as below: the
theoretical concepts of one-way hash function and Cheby-
shev chaotic maps are explained in Section 2. Section 3
describes our proposed scheme in detail. Section 4 ana-
lyzes the security, functionality and efficiency of the pro-
posed scheme. The paper is concluded in Section 5.

2 Theoretical Concepts

This section introduces the concepts of Chebyshev chaotic
maps and biometrics authentication in detail.

2.1 Chebyshev Chaotic Maps

Chebyshev polynomial and Chebyshev chaotic maps [22]
have the following properties:

1) Let n and x be an integer and a variable, respectively.
The value of x belongs to the interval [−1, 1]. Cheby-
shev polynomial Tn(x): [−1, 1] → [−1, 1] is defined
as

Tn(x) = cos(narccos(x)). (1)

In terms of Equation (1), the recurrence relation of
Chebyshev polynomial is defined as

Tn(x) = 2xTn−1(x)− Tn−2(x), n ≥ 2,

where T0(x) = 1 and T1(x) = x.

2) Chebyshev polynomial has two properties: The
chaotic property: When n ≥ 1, Chebyshev poly-
nomial map Tn(x): [−1, 1] → [−1, 1] of degree n
is a chaotic map with its invariant density f∗(x) =
1/(π
√

1− x2), for positive Lyapunov exponent lnn.
The semi-group property [25]: The semi-group prop-
erty of Chebyshev polynomial defined on the interval
(−∞,+∞) holds, as follows:

Tn(x) ≡ (2xTn−1(x)− Tn−2(x)) mod p
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where n ≥ 2, x ∈ (−∞,+∞), and p is a large prime
number. Evidently,

Tr(Ts(x)) ≡ Trs(x) ≡ Ts(Tr(x)) mod p.

Besides, the following problems are assumed to be
intractable within polynomial time.

3) Chaotic Maps-based Discrete Logarithm problem
(CMDLP): Given two variables x and y, it is in-
tractable to find the integer s, such that Ts(x) = y.

4) Chaotic Maps-Based Diffie-Hellman problem
(CMDHP): Given x, Tr(x), Ts(x), it is intractable
to find Trs(x), such that Tr(Ts(x)) = Trs(x) or
Ts(Tr(x)) = Trs(x).

2.2 Biometrics certification

Figure 1 shows the flow chart of biometrics certification
in detail. In the user registration phase, user inputs the
biometrics in a biometric sensor, and then the system per-
forms image processing, feature extraction, and generates
template stored in the database. When performs the au-
thentication phase, all the steps are the same until have
been generated template. After that, the system draws on
the database and compares the new generated template
with the stored template, and then outputs the output
result.

Figure 1: The composition of the proposed scheme

3 The Proposed Scheme

In this section, we introduce the proposed robust chaotic
maps-based authentication key agreement scheme with
privacy protection in detail. Firstly, we introduce the
composition of the scheme. The proposed scheme is made
up of four phases: the initialization phase, the user reg-
istration phase, the authentication key agreement phase,
and the password and biometrics changing phase, respec-
tively. Figure 2 shows the composition of the proposed
scheme.

Next, we introduce the notations used in the proposed
scheme. Notations are shown in Table 1.

Figure 2: The composition of the proposed scheme

Table 1: Notations

3.1 Initialization Phase

In this phase, the server S chooses (x, Tk(x)), k as its pub-
lic key and secret key, and chooses a secure one-way hash
function h(·); the ith user Ui chooses his/her identity IDi,
password PWi and biometrics image sample Bi, respec-
tively.

Additionally, Ui and S choose a symmetric parametric
function d(·) and a predetermined threshold τ for biomet-
rics certification. In each feature extraction, each different
azimuth or origin of force will make the new extracted bio-
metrics and the stored biometrics to have different degree
of difference. d(·) is used to compute deviation degree
between the results of feature extraction and the stored
samples. The meaning of τ is the biggest deviation degree
can be accepted.

3.2 User Registration Phase

1) Ui computes Mi = h(IDi||PWi), Ni = Mi ⊕ h(Bi),
and sends Ni, h(Bi) to S via a secure channel.

2) S receives Ni, h(Bi), stores the subscript i of Ni as
an index. The subscript i is wrote in a form doc-
ument which is made up of < i, status − i > and
status − i means the login status of Ui. Then S
computes RUi

= h(h(Bi)||k), Zi = RUi
⊕ Ni, stores

Zi, Ni, h(·), d(·), τ in a smart card, and gives the
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smart card to Ui via a secure channel. When Ui

obtains the smart card, Ui stores Bi in it.

3.3 Authentication key agreement phase

Figure 3 shows the authentication key agreement phase
as below:

1) Ui inserts the smart card into an intelligent card
reader, opens the access software, inputs the biomet-
rics Bε

i via a sensor. Compared Bε
i with the stored

Bi, if d(Bε
i , Bi) ≥ τ , Ui gets a Login failed message;

if d(Bε
i , Bi) < τ , Ui gets a Login successful message.

2) After biometrics Bi login successful, Ui inputs
his/her identity IDi, password PWi, the smart card
computes Nε

i = h(IDi||PWi) ⊕ h(Bi), and then

checks whether Nε
i

?
=Ni or not. If it does not hold, Ui

gets a Wrong password message; If it holds, Ui com-
putes RUi

= Zi ⊕Ni, and chooses a random integer
number m, computes C = TmTk(x), Vi = h(RUi

, C),
and then sends Vi, h(Bi), Tm(x) to S.

Figure 3: The user registration and authenticated key
agreement phase

3) S reads the subscript i of Vi. If the corresponding
status status−i of i is equal to one, S gives a Refused
to login request message to Ui; if status− i is equal
to zero, S changes the status status − i from zero
to one, and then computes Rε

Ui
= h(h(Bi)||k), Cε =

TkTm(x), V ε
i = h(Rε

Ui
, Cε), and then checks whether

V ε
i

?
=Vi or not. If it does not hold, S stops this phase;

If it holds, S chooses a random integer number n,
computes sk = TnTm(x), Hi = h(Rε

Ui
, sk), and then

sends Hi, Tn(x) to Ui.

4) Ui computes skε = TmTn(x), Hε
i = h(RUi

, skε),

and then checks whether Hε
i

?
=Hi or not. If it does

not hold, Ui stop.s this phase; If it holds, Ui and
S authenticate each other and the session key is
sk = TmTn(x).

Figure 4: The password and biometrics changing phase

3.4 Password and Biometrics Changing
Phase

Figure 4 shows the authentication key agreement phase
as below:

1) Ui inserts the smart card into an intelligent card
reader, opens the password and biometrics changing
software, and inputs biometrics B∗

i at a sensor.

2) The biometrics certification process stored in the
smart card compares B∗

i with Bi. If d (B∗
i , Bi) ≥

τ holds, Ui gets a Refused to change message; if
d (B∗

i , Bi) < τ holds, Ui inputs the password PWi,
the smart card computes N∗

i = h(IDi||PWi)⊕h(Bi),

and then checks whether N∗
i

?
=Ni or not. If it does

not hold, Ui gets a Refuse to change message; if it
holds, Ui gets an Accept to change message.

If only changing the password PWi, Ui inputs the
new password PWnew

i , the smart card computes
Nnew

i = h(IDi||PWnew
i

)⊕ h(Bi), Z
new
i = Zi ⊕Ni ⊕

Nnew
i , and then replaces Zi, Ni by Znew

i , Nnew
i , and

stores it.

If only changing the biometrics Bi, Ui in-
puts the new biometrics Bnew

i , and computes
Nnew

i = h(IDi||PWi) ⊕ h(Bnew
i ), and then sends

Zi, Ni, N
new
i , h(Bi), h(Bnew

i ) to S. S checks whether

h(h(Bi)||k)
?
=Zi⊕Ni, if it holds, S computes Rnew

Ui
=

h(h(Bnew
i )||k), Znew

i = Rnew
Ui
⊕Nnew

i , and then sends
Znew
i to the smart card. Then smart card replaces

Zi, Bi, Ni, by Znew
i , Bnew

i , Nnew
i , and stores it.
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If changing the password and biometrics in the
same time, Ui inputs the new password PWnew

i

and the new biometrics Bnew
i , and computes

Nnew
i = h(IDi||PWnew

i )⊕ h(Bnew
i ), and then sends

Zi, Ni, N
new
i , h(Bi), h(Bnew

i ) to S. The following op-
erations are same with the only changing the biomet-
rics.

4 Performance Analysis

4.1 Provable Security under the Random
Oracle Model

The adversarial model of a mutual authentication and key
agreement protocol is introduced as follows. Assume that
a client-server environment contains two types of partici-
pants: n users U = {U1, U2, · · · , Ui, · · · , Un} and a server

S. The ith instance of Ui is denoted by
∏i

U , and the
instance of the server is denoted by

∏
S . An adversary

named A is a probabilistic polynomial time machine. As-
sume that A is able to potentially control all common
communications in the proposed scheme via accessing to
a set of oracles (as defined below). The public parameters
are known by each participant.

1) Extract(IDi) query:In Extract query model, A is
able to obtain the private key of IDi.

2) Send(
∏k

c ,M) query: In Send query model, A can

send a message M to the oracle
∏k

c , where c ∈
{U, S}. When receiving the message M ,

∏k
c responds

to A according to the proposed scheme.

3) h(mi) query: In this query, when A makes this hash

query with message mi, the oracle
∏k

c returns a ran-
dom number r1 and records (mi, r1) into a list LH .
The list is initially empty.

4) Reveal(
∏k

c ) query:In this query model, A can obtain

a session key sk from the oracle
∏k

c if the oracle has

accepted. Otherwise,
∏k

c returns a null to A.

5) Corrupt(IDi) query: A can issue this query to IDi

and gets back its private key.

6) Test(
∏k

c ) query: When A asks this query to an oracle∏k
c , the oracle chooses a random bit b ∈ {0, 1}. If

b = 1, then
∏k

c returns the session key. Otherwise,
it returns a random value. This query measures the
semantic security of the session key.

In this model, A can make Send, Reveal, Corrupt and
Test queries. Note that the capabilities of the adversary
can make finite queries under adaptive chosen message
attacks.

In next part, we show that the proposed scheme can
provide the secure authentication and key agreement un-
der the computational Chaotic Maps-Based DiffieHellman
problem (CMDHP) assumption.

Theorem 1. Assume that A can violate the proposed
scheme with a non-negligible advantage ε and makes at
most qu, qs, qh queries to the oracle of the user

∏i
U , or-

acle of the server S, and h, respectively. Then we can
construct an algorithm to solve the CMDHP problem with
a non-negligible advantage.

Proof. We first assume the type of attack which is imper-
sonating the user to communicate with server. Then we
can construct an algorithm to solve the CMDHP problem.

For an instance of CMDHP problem {x, P1 =
Tki

(x), P2 = ki}, B simulates the system initializing al-
gorithm to generate the system parameters {x, Ppub−u =
P1, h}, is random oracles controlled by B. Then, B gives
the system parameters to A. B interacts with A as fol-
lows.

h - query: B maintains a list Lh of tuples (stri, hi).
When A queries the oracle h on (stri, hi), B responds
as follows:

If stri is on Lh, then B responds with hi. Otherwise,
B randomly chooses an integer hi that is not found
in Lh, and adds (stri, hi) into Lh, then responds with
hi.

Reveal - query: When the adversary A makes a
Reveal(

∏m
c ) query, B responds as follows. If

∏m
c is

not accepted, B responds none. Otherwise, B exam-
ines the list Lh and responds with the corresponding
hi.

Send - query: When the adversary A makes a
Send(

∏m
c , start) query, B responds as follows.

If
∏m

c =
∏m

u , B sets Tm(x) ← P1, and randomly
generates the values Vi and Mi. Otherwise, B gener-
ates a random number m∗, and computes Tm(x) ←
Tm∗(x), C∗ = TP2

(Tm∗(x)), Vi∗ = h(Mi∗ , C
∗), and

responds with {Vi∗ ,Mi∗ , Tm∗(x)}, where Mi∗ is gen-
erated by B. The simulation works correctly since A
cannot distinguish whether Mi∗ is valid or not unless
A knows the identity IDi and the password PWi.

When the adversary A makes a Send(
∏m

c , (Vi∗ ,
Mi∗ , Tm∗(x))) query, B responds as follows. If∏m

c =
∏m

u , B cancels the game. Otherwise, B
computes C∗ = Tm∗(TP2

(x)), then checks whether

Vi = h(Mi∗ , C
∗)

?
=Vi∗ to authenticate the Ui. If it

holds, B computes the session key sk = TnTm(x),
Hi = h(Mi, sk). Then B responds the corresponding
message according to the description of the proposed
scheme.

When the adversary A makes a Send(
∏m

c , (Hi,
Tn(x))) query, B responds as follows. If

∏m
c =

∏
s,

B cancels the game. Otherwise, B computes sk∗ =
Tn(Tm∗(x)), Hi∗ = h(Mi∗ , sk

∗). If A can violate a
user to the authentication, it means that A can get
the values of sk and Mi = h(h(IDi||PWi)||Bi) from
the list Lh and then know the value of the session
key sk = TmTn(x). Therefore, if A an violate a user
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to the server authentication, then B is able to solve
the CMDHP problem with non-negligible probabil-
ity. It is a contradicting to the intractability of the
CMDHP problem. From the above analysis, we can
see that the probability that A can violate the user
to the server authentication is negligible.

4.2 Functionality Analysis

In this subsection, Table 2 shows the functionality
comparisons between our proposed scheme and related
schemes about three aspects as below:

No timestamp mechanism.
Timestamp is a string produced by the current time
of communication entities which can replace the ran-
dom numbers at some nodes with a nonce. Unfortu-
nately, if Alice delays delivery of the message, it may
bring about the interval time for message transfer is
equal or greater than ∆T ,then the protocol will be
stopped.

Table 2: Functionality comparisons

Privacy protection.
Usually, personal information of users is easy to leak.
To solve this problem, our proposed scheme makes
the sensitive information PWi and IDi hidden in a
secure hash function, even if the message transferred
over the insecure channel is intercepted by Alice, she
cannot gain any useful information from the inter-
cepted hash function.

Biometrics certification.
Biometric technology is safer. It is not easy to for-
get, different to be stolen or counterfeit. In addition,
it can be carry-on and available anytime and any-
where. In our proposed scheme, we use it as the first
checkpoint of the authentication phase, not only can
improve the security of our scheme, but also can in-
crease the practicability of our scheme.

4.3 Efficiency Analysis

In this subsection, we analyze the efficiency of the pro-
posed scheme, According to the required operations for
communication entities in different phases, Table 3 sum-
marizes the communication costs of our proposed scheme
and related schemes in registration phase and authentica-
tion key agreement phase.

Table 3: Communication costs

In Chang et al. [5] scheme, they showed that the
average time for one time hash function operation was
0.605ms. In [14], Lee showed that one hash function op-
eration was about one time faster than one Chebyshev
chaotic maps operation. We can infer that the average
time for one Chebyshev chaotic maps operation was about
1.21ms. In addition, according to [17], we can conclude
that one hash function operation is about 10 times faster
than a symmetric encryption/decryption. So a symmetric
encryption/decryption operation was about 6.05ms.

According to Table 3, we can know that in registra-
tion phase, our proposed scheme only uses hash func-
tion operation, the execution time of registration phase
is about 1.815ms; in the authentication phase, our pro-
posed scheme uses hash operation and Chebyshev chaotic
maps operation, the execution time of it is about 8.47ms.
So compared with related schemes, the execution of our
proposed scheme is acceptable, and our proposed scheme
is more practical.

5 Conclusion

In the proposed scheme, we propose a robust chaotic
maps-based authentication key agreement scheme with
privacy protection using smart card. Our scheme has
many practical merits: it refuses timestamp, modu-
lar exponentiation and scalar multiplication on an ellip-
tic curve, and provides secure biometric authentication,
chaotic maps-based authenticated key agreement, secure
update protocol. Besides, chaos theory is only used to
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authenticate which can improve the efficiency of the pro-
posed scheme. In the same time, the proposed scheme
can resist various common attacks. In a word, compared
with related schemes, the proposed scheme is safer and
more practical.
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Abstract

Steganography plays an important role in secret commu-
nication in digital worlds and open environments like In-
ternet. Undetectability and imperceptibility of confiden-
tial data are major challenges of steganography methods.
This article presents a secure steganography method in
frequency domain based on partitioning approach. The
cover image is partitioned into 8×8 blocks and then inte-
ger wavelet transform through lifting scheme is performed
for each block. The symmetric RC4 encryption method is
applied to secret message to obtain high security and au-
thentication. Tree Scan Order is performed in frequency
domain to find proper location for embedding secret mes-
sage. Secret message is embedded in cover image with
minimal degrading of the quality. Experimental results
demonstrate that the proposed method has achieved su-
perior performance in terms of high imperceptibility of
stego-image and it is secure against statistical attack in
comparison with existing methods.

Keywords: Cryptography, discrete wavelet transform, lift-
ing scheme, steganography, statistical attack, tree scan or-
der

1 Introduction

With development of the Internet and information pro-
cessing techniques, data hiding has attracted lots of at-
tention. Data hiding is a science of concealing informa-
tion in a host medium that can be text, image, audio,
video, etc without leaving any remarkable trace on the
host medium [12, 35].Among the different kinds of digital
media, the digital image is commonly used as a host im-
age to convey side information in it. Hence, image hiding
investigating is actual issue. Depending on the relation-

ship between embedded information and the cover image,
data hiding techniques are classified into steganography
and watermark methods [15]. The major goal of steganog-
raphy is to enhance communication security by inserting
secret message into the digital image vs. copyright pre-
serving; authentication and robustness are objectives of
watermark techniques [9, 12].

Steganography is the art and science of transmission
the secret message in such a way that the existence of
information in container is undetectable [19, 21]. The
word steganography is originally composed of two Greek
words ”steganos” and ”graphia”, which means ”covered”
and ”writing” respectively. The notation of steganogra-
phy was first introduced with the example of prisoners
secret message by Simmons in 1983 [35].

There are a number of steganographic schemes hiding
a secret message in an image file; these schemes can be
classified according to the format of the cover image [13,
20] or the method of hiding.

Steganographic schemes in term of hiding method can
be classified into two board categories namely spatial-
domain techniques and frequency-domain techniques. In
spatial domain techniques, the secret messages are embed-
ded directly into cover image [8, 11, 14, 18, 22, 33, 34, 36].
The advantages of spatial domain methods are simple im-
plementation, high payload and provide easy way to con-
trol, stego-image quality. The limitation of this approach
is vulnerable to every slight steganalysis methods. Fre-
quency domain techniques are popular data hiding ap-
proach [2, 6]. In frequency domain methods, the cover
image converted into frequency domain coefficients be-
fore embedding the secret message in it. The most used
transforms are the Fast Fourier Transforms (FFT), Dis-
crete Cosines Transform (DCT), and Discrete Wavelet
Transforms (DWT). Ability for high resistance against
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steganalysis methods and signal processing manipulations
are advantages of frequency domain techniques to spatial
domain ones. But transformations into frequency domain
are computationally complex. Wavelets transform is a
thriving branch of these methods. Some of these tech-
niques try to achieve the high payload hiding and low
distortion in cover image.

The effort to detect the presence of secret message is
called steganalysis. The steganalyst is assumed to con-
trol the transmission channel and watch out for suspi-
cious material [19]. A steganalysis method is considered
as successful, and the respective steganographic system as
broken, if the steganalyst be able to detect the existence
of the secret message. The detection ability of statistical
analysis scheme depends on the volume of hidden message
[10, 23]. Hence, a secure transfer of secret message based
on wavelet transform with appropriate payload without
ruining the invisibility and detection by steganalyst is the
aim of this study.

This study devoted to frequency domain issues; there-
fore it is necessary to mention relevant methods in this do-
main. Kang et al. [16] proposed a steganographic method
based on wavelet and modulus function. First, an im-
age is divided into blocks of prescribed size, and every
block is decomposed into one-level wavelet. Then, the
capacity of the hidden secret data is coordinated with
the number of wavelet coefficients of larger magnitude.
Finally, secret information is embedded by modulus func-
tion. Lai et al. [17] proposed an adaptive data hiding
method based on Haar wavelet transform. The cover im-
age is divided into 8×8 non-overlapping blocks, then Haar
wavelet transform is performed on each blocks. A data
hiding capacity function is used to determine the volume
of embedding secret message in transformed sub bands.
The secret message is embedded by LSB method. Safy et
al. [27] to enlarge capacity of hidden data proposed the
modification of Lai’s method. Abdelwahab et al. [1] pro-
posed data hiding technique in DWT where 1-level DWT
is applied to both cover and secret images. Each of sub
bands is divided into 4× 4 non-overlapping blocks. Block
of secret message is compared with cover blocks to deter-
mine the best match. The disadvantage of this method is
that extracted data not totally identical to the embedded
version. Raja et al. [25] proposed an adaptive steganog-
raphy using integer wavelet transform. Their scheme em-
beds the payload in non-overlapping 4 × 4 blocks of the
low frequency sub band. Two pixels at a time are chosen
based on condition number of each block one on either
side of principal diagonal. Low embedding capacity and
not considering reliability of method against statistical at-
tacks are disadvantages of this method. Bhattacharyya et
al. [5] proposed a novel steganographic scheme based on
Integer Wavelet Transform (IWT) through lifting scheme.
The Pixel Mapping Method (PMM) is used to embed
2 bits of secret message into selected sub band to form
the stego-image. The disadvantage of this method is low
quality of stego-image and low payload size. Reddy et
al. [26] proposed wavelet based non LSB steganography.

The cover image is divided into 4 × 4 non-overlapping
blocks, DWT/IWT applied to each block. The 2× 2 cells
of HH sub band are considered and manipulated with se-
cret message bit pairs using identity matrix to generate
stego-image. Seyedi et al. [28] proposed a new robust
image adaptive steganography method in frequency do-
main. The proposed steganography method embeds the
secret data in the blocks of an image that seems to be
noisy based on the bit plane complexity of each block
and does not destroy the co-occurrence matrix of wavelet
coefficient. They used the one-third and rounding meth-
ods for embedding data in wavelet coefficients, and re-
tain the co-occurrence matrix of wavelet coefficient. In
comparison with methods mentioned earlier, our method
provides better quality of image with reasonable payload,
especially, high secrecy against steganalysis attacks.

This article presents frequency domain image steganog-
raphy technique based on IWT through lifting scheme
(LWT). In addition, to achieve higher security and au-
thentication 56-bit key RC4 encryption method applied
to the secret message before embedding procedure. Tree
Scan Order (TSO) is performed in frequency domain to
find the proper location of secret message. Secret message
is embedded in cover image without degrading the quality
of the original image.

The rest of this article organized as follows. Section
two discusses the IWT based on lifting scheme. Sec-
tion three presents a cryptography method. Section four
presents the proposed image steganography technique.
Section five presents experimental results and analysis.
Conclusion is given in section six.

2 Integer Wavelet Transform
Based on Lifting Scheme

Wavelets are special functional base for signal decompo-
sition. As shown in Figure 1, applying two dimensional
wavelet transform to an image represents it in four bands
called LL, HL, HL, and HH. The LL band contains low
pass coefficients and three other bands represent high pass
coefficients of the image, including horizontal, vertical and
diagonal features of the original image. The same decom-
position can be applied to LL band.

Generally, wavelet filters have floating point coeffi-
cients, hence, when the input data consist of a set of in-
tegers (as in the case for images), the resulting filtered
output has float point format, which does not allow ex-
act reconstruction of the original image. However, ex-
ploiting wavelet transform with integer output provides
exact inverse transform. Particularly, lifting scheme can
be completely realised with integers. Above all, lifting
scheme does not require temporary storage in the calcu-
lation steps [31].

In this paper biorthogonal Cohen-Daubechies Feau-
veau (CDF 2/2) lifting scheme was chosen as a case study.
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Figure 1: One level and two levels 2D wavelet transform

3 Cryptography and Steganogra-
phy

One of the approaches to increasing security level of
steganographic system is cryptography. Usually symmet-
ric encryption method is recommended for steganographic
methods. The symmetric encryption is a method that
uses the identical key to encrypt and decrypt a secret
message. In secure transmission of confidential data be-
tween parties, each party must agree on shared secret
key. Based on Kerckhoffs principle [24], the security of
encrypted data depends on the secrecy of the key. If at-
tacker gains knowledge of the secret key, he can use the
key to decrypt all the data. There are several algorithms
for symmetric key encryption, one of them is RC4 [30].

In this paper symmetric encryption method RC4 with
56-bit key is utilized to encrypt secret message.

4 Proposed Method

In this article, a wavelet domain steganography is adopted
for hiding reasonable amount of secret data with high
security, good visibility and no loss of secret message.
The cover image is partitioned into non-overlapping 8× 8
blocks and 2D Integer LWT (IntLWT) is applied to each
block. TSO is performed in transformed blocks to iden-
tify proper location of secret message. In addition, to
achieve higher security and authentication 56-bit key RC4
encryption method is applied to the secret message before
embedding it. The block diagram of proposed data em-
bedding process is shown in Figure 3.

4.1 Embedding Region

The main idea behind the proposed algorithm is that se-
cret message bits embed in proper frequency coefficients
without visually degrading the quality of the original im-
age. The TSO is applied to each transformed block to
identify proper location of secret message.

4.2 Tree Scan Order

In the wavelet transform of an image, the energy in
sub bands decreases as the level decomposition increases.
Wavelet coefficients in upper sub bands have larger val-
ues [29]. It is possible be an edge. For human vision,
the edge region has higher priority to embed the data
than the smooth region. The trick is now to exploit the
dependency between the wavelet coefficients across level
decomposition. When 8× 8 block of an image is wavelet
transformed in three levels, ten sub bands will obtain as
shown in Figure 3. In tree scan order upper sub (LL3)
band is main root sub band. Figure 3 shows tree scanning
order.

TSO use a series of decreasing thresholds and compares
the wavelet coefficients with those thresholds. If the mag-
nitude of a coefficient is smaller than a given threshold the
node is called insignificant with respect to given threshold.
Otherwise, the coefficient is significant. Initial threshold
is calculated as:

T1 = 2blog2max(B(i,j)c (1)

Tn =
Tn − 1

2
(2)

here max(·) signifies the maximum coefficient value in
8× 8 block of an image and B(i, j) denotes coefficients in
8× 8 block.

In accordance to tree scan structure, there are spatially
relation between lowest insignificant frequency coefficient
at the node and children of each tree node in the next
frequency sub band. The TSO is developed based on
decreasing the wavelet coefficients with level of decom-
position. The proposed method exploits this property for
embedding secret message only into root coefficients. The
coefficient is named as Root Coefficient (RC) if the value
of the coefficient and its descendants are less than the
threshold. RCs are the proper coefficients for embedding
secret message. In proposed method threshold value for
each block is calculated in three levels (T3).

4.3 Embedding and Extracting Algo-
rithms

Proposed secret message embedding algorithm for secu-
rity point of view data transmission comprises the steps
shown in Algorithm 1.

The extraction procedure consists of steps shown in
Algorithm 2.

5 Experimental Results

Some experiments were conducted to assess the efficiency
of the proposed method based on data payload, fidelity
and security benchmarks [19]. The method has been sim-
ulated using the MATLAB 8.1 (R2013a) tools on Win-
dows 7 version 6.1 platform. The secret message was gen-
erated randomly and RC4 of Microsoft encryption utility



International Journal of Network Security, Vol.18, No.1, PP.124-132, Jan. 2016 127

Figure 2: Data embedding process

Figure 3: Tree scanning order
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Table 1: Calculation of varies image similarity metrics of proposed method

Similarity metrics Length of embedding message (byte)
500 1000 5000 10000

512x512 Mean St.Dev. Mean St.Dev. Mean St.Dev. Mean St.Dev.
PSNR 65.09 0.676 62.11 0.654 55.31 0.492 52.454 0.502
MSE 0.02 0.003 0.04 0.006 0.19 0.022 0.37 0.043

Algorithm 1 Embedding algorithm

1: Input: Cover image C of size M ×N and secret mes-
sage SE.

2: Output: Stego-image S.
3: Begin
4: Read cover image C.
5: Read the secret message SE and perform the RC4

encryption method on SE.
6: Partition C into 8× 8 non-overlapping blocks.
7: Perform three levels IntLWT on each block.
8: Apply TSO to find RC coefficients for embedding se-

cret message bits.
9: Embed SE bit by bit into RCs.

10: Perform inverse wavelet transform to each block.
11: Assemble stego-image S from blocks.
12: End

Algorithm 2 Extracting algorithm

1: Input: Stego-image S of size M ×N .
2: Output: Secret message SE.
3: Begin
4: Partition stego-image S into 8 × 8 non-overlapping

blocks.
5: Apply three levels IntLWT to each block.
6: Find RCs and extract 1-LSB in each RC.
7: Decrypting extracted message by secret key.
8: End

program was used to encrypt the secret message. All ex-
periments were conducted on image database of Granada
University [32].

Usually, data payload of steganographic method is one
of the evaluation criteria. Data payload refers to the
amount of information that can be hidden in the cover
image. The embedding rate is usually given in absolute
measurement such as the size of the secret message or in
bits per pixel, etc. It depends on the embedding function,
size of cover image, and may also depend on properties
of the cover image. Figure 4 shows the maximum data
payload of proposed method.

Fidelity (imperceptibility) refers to inability of human
eyes to distinguish between cover image C and stego-
image S. Usually the fidelity of stego-image measures by
various image similarity metrics such as Mean Square Er-
ror (MSE), and Peak Signal to Noise Ratio (PSNR). Mean
Square Error (MSE) is a simple non-perceptual error met-

Figure 4: Maximum data payload of proposed method for
several images

ric that is obtained from the cover image C and stego-
image S where lower value are assumed to be indicative
of lesser detectability. The is calculated using following
formula:

MSE =
1

(M ×N)2

M∑
i=1

N∑
j=1

(Cij − Sij)
2. (3)

The peak signal-to-noise ratio (PSNR) is calculated using
following formula:

PSNR = 20log10
Max

MSE
dB, (4)

where Max denotes the maximum pixel value of the im-
age. A higher PSNR value indicates the better quality
of stego algorithm. Human visual system is unable to
distinguish the images with PSNR more than 36 [22].

Table 1 shows the imperceptibility metrics of proposed
method with various payload sizes. In order to compare
proposed method with the Bhattacharyya, Reddy, and
Lai methods several sizes of gray scale image Lena is used.
Table 2 shows the various payloads vs. PSNR value of
proposed method, Bhattacharyya method, Reddy method
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Table 2: Comparison PSNR value after embedding in cover image of Lena image

Image size
Message
(Byte)

CA(B) CH(B) CV(B) CD(B) Reddy Method
Lai Method

(K=1)
Proposed Method

128x128 100 53.29 54.91 54.66 58.83 41.16 56.39 59.02
200 50.66 52.35 51.994 56.90 36.29 52.76 56.19
400 47.89 49.34 48.97 54.49 35.95 48.36 53.65
500 47.03 48.36 48.03 48.02 35.61 47.51 52.65

256x256 100 59.77 62.36 62.34 58.83 57.93 64.83 64.75
200 56.73 58.74 58.75 56.90 50.38 60.24 62.33
400 53.69 55.43 55.55 54.49 43.43 57.81 59.31
800 50.77 52.66 52.31 51.84 38.83 53.42 56.37
1600 47.67 49.49 49.16 49.04 N/A 49.87 53.52
2000 47.77 48.56 51.09 48.12 N/A 48.74 52.58

and Lai method for 128× 128 and 256× 256 cover image
Lena. CA (B), CH (B), CV (B), CD (B) in Table 2 re-
spectively denotes Approximation Coefficient, Horizontal
Coefficient, Vertical Coefficient, Diagonal Coefficient of
Bhattacharyya method. As shown, proposed method re-
sults are better related to the other methods in term of
quality of stego-image on the same payload.

Security of steganographic system is defined in term of
undetectability. There are many approaches in defining
the security of a steganographic method [19]. Zollner [8]
theoretically proved that a steganographic system is se-
cure, if secret message has a random nature and is inde-
pendent from the cover image and stego-image. Cachin [7]
defined a steganographic method (by Kullback-Leibler KL
divergence) to be ε-secure (ε ≥ 0), if the relative entropy
between probability distribution of cover image (PC) and
stego-image (PS) are at most ε. The detectability (D) is
defined by:

D(PC ||PS) =

∫
PC log

PC

PS
. (5)

Thus, for a completely secure stego system D=0 and if
D ≤ ε, then stego method is named ε-secure. In short,
security of a stego method is defined in terms of unde-
tectability. A steganography method is said to be unde-
tectable or secure if the existence statistical tests cannot
distinguish between the cover and the stego-image [17].

To compare the imperceptibility and security of pro-
posed method with other methods, we did the experi-
ments on the image data base [32]. Table 3 compares sim-
ilarity and security metrics of proposed method with Lai
and Reddy methods. According to it proposed method in
same payload size is more imperceptible and secure than
Reddy and Lai methods.

According to the results shown in Table 3, increasing
the payload rate make conflict with imperceptibility met-
rics and security metrics.

5.1 Security Analysis of Proposed
Method through Image Quality
Metrics

Steganographic method is said to be undetectable or se-
cure if the existence statistical tests cannot distinguish
between the cover and the stego-images. During the em-
bedding process in the cover image some statistical varia-
tions are arises. The stego-image is perceptually identical
but is statistically different from the cover image. The at-
tacker uses these statistical differences in order to detect
the secret message. Recently various types of steganaly-
sis methods for specific purposes have been developed in
order to test the steganographic methods and detecting
the stego-image from the cover image [23].

Avcibas et al. [3, 4] showed that embedding of secret
message leaves unique artifacts, which can be detected
using Image Quality Metrics (IQMs). There are twenty
six different measures that are categorized into six groups
as Pixel difference, Correlation, Edge, Spectral, Context,
and Human visual system. Avcibas developed a discrim-
inator for cover image and stego-image using a proper
set of IQMs. In order to select appropriate set of IQMs,
they used analysis of variance techniques. The selected
IQMs for steganalysis are Minkowsky measures M1 and
M2, Mean of the angle difference M4, Spectral magnitude
distance M7, Median block spectral phase distance M8,
Median block weight spectral distance M9, Normalized
mean square HVS error M10. The IQMs scores are com-
puted from images and their Gaussian filtered versions
with α = 0.5 and mask size 3× 3.

The variations in IQMs for proposed method, Lai and
Reddy methods with embedding the 4000 characters in
cover images are computed. From experimental results it
can be perceived that statistical difference between cover
images and stego-images of proposed method is less than
Lai and Reddy methods. Therefore, proposed method is
more secured than Lai and Reddy methods. The warden
cannot distinguish stego-image from cover image. The
variations in IQMs for M7 and M9 are shown in Table 4.
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Table 3: Comparison similarity and security metrics of proposed method with Lai and Reddy methods

Payload

(Byte) Metrics
Lai Method

(K=1)
Reddy Method Proposed Method

Mean St.Dev. Mean St.Dev. Mean St.Dev.
500 PSNR 59.85 2.49 46.28 6.16 69.09 0.68

MSE 0.078 0.041 3.485 4.632 0.02 0.003
D 3.81E-03 6.922E-03 1.460E-04 1.560E-04 1.02E-06 4.87E-07

1000 PSNR 56.62 2.47 42.40 5.55 62.12 0.65
MSE 0.163 0.084 7.420 9.165 0.04 0.006

D 3.82E-03 6.99E-03 2.76E-04 2.69E-04 2.19E-06 1.12E-06
2000 PSNR 53.38 2.28 38.70 4.96 59.18 0.6

MSE 0.337 0.16 15.672 19.217 0.079 0.011
D 3.83-03 6.989E-03 4.82E-04 3.69E-04 5.37E-06 4.3E-06

4000 PSNR 50.12 2.1 34.97 4.7 56.24 0.506
MSE 0.7 0.311 35.932 45.768 0.115 0.018

D 3.85E-03 6.98E-03 9.88E-04 6.6E-04 1.36E-05 1.34E-05

Table 4: IQMs variation for M7, M9

M7: Spectral magnitude distance
Image

number
Original

Proposed
Method

Reddy
Method

Lai
Method

1 0.4723 0.4723 0.5089 0.4740
2 0.0685 0.0690 0.0753 0.0691
3 0.1258 0.1263 0.1368 0.1278
4 0.3477 0.3479 0.3781 0.3393
5 0.1207 0.1210 0.1296 0.1240
6 0.3208 0.3213 0.3420 0.3080
7 0.6414 0.6415 0.7169 0.6279
8 0.6084 0.6085 0.6584 0.6047
9 0.1862 0.1865 0.2008 0.1866
10 0.1566 0.1568 0.1714 0.1571

M9: Median block weight spectral distance
Image

number
Original

Proposed
Method

Reddy
MEthod

Lai
Method

1 9.1477 9.1477 9.1479 9.1478
2 9.1045 9.1095 9.1112 9.1055
3 9.1269 9.1268 9.1304 9.1274
4 9.1400 9.1394 9.1404 9.1396
5 9.1191 9.1194 9.1214 9.1189
6 9.1392 9.1394 9.1398 9.1388
7 9.1481 9.1481 9.1486 9.1478
8 9.1472 9.1473 9.1482 9.1469
9 9.1485 9.1484 9.1505 9.1478
10 9.1236 9.1236 9.1284 9.1236

6 Conclusions

The major goal is addressed to security of stego algo-
rithm. The proposed method exploited the property of
tree scanning order under the integer wavelet transforma-
tion with lifting scheme and blocking approach of cover
image. The confidential information could be sent in lossy
channels using proposed method because it does provide
sufficient secrecy and stability against statistical attack.
Two layers of security are used to preserve secrecy of em-
bedded message. Furthermore, if an attacker successes to
extract secret message he will not be able to read it. The
quality of stego-image occurs to be better in comparison
with considered methods.
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Abstract

Cloud computing has been popular as the IT architecture.
Cloud service providers offer many services based on cloud
computing. Cloud storage service is the cloud services
which can provide a huge storage space to solve the bot-
tleneck of the storage space of local end users. However,
cloud storage service may have data security because the
users’ data is not stored in their own storage. In this pa-
per, we will focus on data integrity in the cloud storage
service. Public auditability is a model of outsourcing data
integrity verification, which can achieve efficiency and se-
curity. Therefore, we survey the previous researches of
data integrity based on public auditability which includes
collecting the basic requirements and evaluation metrics,
providing the representative with approaches to analyze
security and efficiency. Finally, we propose some future
developments.

Keywords: CGA generation algorithm, hash functions,
multithreading

1 Introduction

Cloud computing is a computing technology, and the In-
ternet has grown in recent years. It can share the soft-
ware and hardware resources, and provide resources to
a user’s computer or mobile device. The user can ob-
tain a more efficient service because cloud computing
can integrate resources. Therefore, in order to achieve
cloud computing technology, it must satisfy five basic
features: On-demand self-service, Broad network access,
Resource pooling, Rapid elasticity and Measured ser-
vice [10]. However, is very difficult for general users or
small and medium enterprises to construct cloud environ-
ment because they cannot afford the huge costs. There-
fore, many information technology companies are finding

business opportunities to cloud services. Thus, cloud ser-
vice providers have joined to build cloud environments
and provide services to the user. Cloud service providers
offer three services including Software as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructure as a Ser-
vice (IaaS). The cost for users to rent cloud service is
cheaper than the cost for users to build cloud environ-
ment.

Cloud storage service is the most common and popu-
lar service among many cloud services (e.g. Google Drive,
Dropbox, Amazon S3 and Microsoft OneDrive) for gen-
eral users. Users have a bottleneck in local storage space
because there are more and more users to save data in
cloud storage, so cloud storage service has high capacity
which solves users’ difficult problem. Besides, cloud stor-
age service provides high capacity space, and, in order to
achieve ubiquitous service, it also provides to access cloud
services from web service or applications that utilize the
application programming interface (API) by mobile de-
vices (e.g. laptop, table computer and smart phones).

Although cloud storage service has many advantages,
it brings a lot of challenging issues which include efficacy
and security [5, 9]. One of the big challenges is verifying
the integrity of the data because users cannot know how
the cloud storage service handles their data. These cloud
storage services are provided by commercial enterprises,
so it cannot be fully trusted by users. Therefore, the cloud
service provider may hide data loss and data errors in the
service because their benefits. It is very serious when a
user stores data in untrusted cloud storage, for example,
a large size of the outsourced data and the client’s limited
resource capability, and the client how to find an efficient
way to achieve integrity verifications without the local
copy of data files.

In order to solve the problem of data integrity verifi-
cation in the cloud storage service, many studies present
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different systems and security models [1, 2, 4, 6, 7, 8, 12,
13, 14, 15]. In these studies, the role of the verifier can
fall into two categories: private auditability and public
auditability. Private auditability implies the data owner
directly verifying data in the cloud storage service is an
efficient way. Public auditability implies the data owner
allowing other to verify the data owner’s data is ineffi-
cient. In general, the data owner may have a lot of data
files which are stored in cloud storage service. However,
the data owner cannot frequently verify their data be-
cause it will consume their resources which cannot process
other action. In order to achieve an efficient verification of
data integrity, the data owner can delegate a trusted third
party auditor (TPA) to assist the validation data reduc-
tion to consume the data owner’s computing resources.

The rest of paper is organized as follows: In Section 2,
we review the related work of public auditability. We
classify the basic requirements of function, security and
efficiency in Section 3. In Section 4, we discuss the rep-
resentative approaches of public auditability in detail. In
Section 5, we analyze the basic requirement in the repre-
sentative approaches. Finally, we summarize and discuss
the future work in Section 6.

2 Related Work

In recent years, many of the literatures have pursued the
context of remotely stored data verification [1, 2, 4, 6, 7,
8, 12, 13, 14, 15]. In 2007, Ateniese et al. [1] proposed the
provable data possession (PDP) model which can provide
public auditability and ensure possession of files on un-
trusted storage. They use RSA-based homomorphic ver-
ifiable tags to audit outsourced data. Their scheme first
provides blockless verification and public verifiability at
the same time. However, Ateniese et al.’s scheme cannot
support dynamic data verification because their scheme
only considers static data situation which means the client
stores outsourced data and will not modify it. Therefore,
Ateniese et al. [2] proposed a scalable PDP scheme to
improve dynamic data verification in 2008. Nevertheless,
their scheme cannot support fully dynamic data which
cannot support block insertions because their scheme only
allows simple block operation which implies partially dy-
namic data like block modification and block deletion.
Wang et al. [14] proposed a challenge-response protocol
which can determine the data correctness and locate pos-
sible errors. However, their scheme only supports par-
tially dynamic data operation. Erway et al. [4] proposed
a dynamic provable data possession which extends the
PDP model to support fully dynamic data. They use an-
other authenticated data structure which is a rank-based
authenticated skip lists to prove and update the remote
stored data. However, their scheme cannot support pub-
lic verification because they only considers to achieve fully
dynamic data.

Juels and Kaliski [6] proposed the proof of retrievability
(POR) model, where spot-checking and error-correcting

codes can make sure possession and retrievability of data
files on remote archive service systems. However, their
scheme only suits static data storage because the number
of queries a client can perform is fixed a priori and em-
bedding special blocks (call sentinels) which prevent the
development of dynamic data updates. Shacham and Wa-
ters [12] proposed an improved POR scheme which uses
BLS signature [3] to replace the RSA-based signature to
reduce the proof size. They use public verifiable homo-
morphic linear authenticators that are built from BLS
signature and secure random oracle model. They prove
that it is secure in a polynomial extraction algorithm to
reveal message. However, they only consider static data
operation.

In order to satisfy public verification and dynamic data
Wang et al. [15] proposed a new scheme in the Fig-
ure 1. Their scheme improves the index of data block
which can support fully dynamic data. They extended
their scheme to support batch auditing which can im-
prove efficiency. Wang et al. [13] pointed out that Wang
et al.’s scheme has data privacy issues which imply TPA
can get the client’s data information. Therefore, they
use a random mask technology to avoid TPA learning
knowledge on every verification process. Li et al. [7] con-
sider that the client’s resource-constrained device is sim-
ple and lightweight. Therefore, they propose a scheme
which can delegate TPA to execute high computing pro-
cess and solve the client’s bottleneck. Liu et al. [8] think
that previous studies are not efficient in dynamic data
update because it is a fixed-size block update. Therefore,
they propose a scheme which can support variable-size
blocks in dynamic data update. In Section 4, we will de-
scribe these representative approaches in detail.

3 Basic Requirements and Evalu-
ation Metrics

According to [1, 2, 4, 6, 7, 8, 12, 13, 14, 15] studies, where
they provide the basic requirements of security and per-
formance. In our paper, we classify and describe these
requirements. Then we use these requirements to analyze
the existing scheme in Section 4.

1) Security Evaluation:

Blockless Verification. The auditor can verify
data blocks, and need not to retrieve all audited
data blocks in the cloud storage service. State-
less Verification: the auditor needs not to main-
tain and update data situation because data sit-
uation is maintained by the client and cloud
storage service together.

Batch Auditing. The auditor can verify the data
of different clients at the same time because the
auditor can be delegated by a lot of clients.

Dynamic Data. The data owner can insert, mod-
ify and delete data blocks in the cloud storage
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Figure 1: Public auditability in cloud data storage architecture

service because their data can be continuously
updated at any time.

Privacy Presenting. The auditor cannot get
knowledge which is the delegated data from the
response of the cloud storage service.

2) Performance Evaluation:

Computing Cost. In order to achieve an efficient
public auditing, we will analyze the client, TPA
and cloud storage service cost on the computing
resources.

Storage Cost. Because the client will upload data
to the cloud storage service without the local
copy of data files, we will analyze the client,
TPA and cloud storage service cost on the stor-
age spaces.

4 Representative Approaches

In the section we explain a preliminary concept and a sys-
tem model before we introduce representative approaches.

4.1 Preliminary

Bilinear Pairing. Boneh et al. proposed a bilinear pair-
ing mechanism to achieve a more efficient and secure
verification. The mechanism will be explained as fol-
lows: Let G be additive group and GT be a multi-
plicative group, all of prime order p. There exists
a bilinear map e : G × G → GT and satisfies the
following three properties [3]:

1) Bilinear: for all g1, g2 ∈ G and a, b ∈ Zp,
e(ga1 , g

b
2) = e(g1, g2)ab.

2) Non-degenerate: if g is the generator of G, and
e(g, g) is the generator of GT . It needs to satisfy
e(g, g) 6= 1.

3) Computability: an efficient algorithm exists to
compute e(g1, g2) for any g1, g2 ∈ G.

Merkle Hash Tree. The Merkle Hash Tree (MHT) is
an authenticated data structure intended to effi-
ciently and securely prove that a set of elements are

undamaged and unaltered [11]. It is constructed as
a binary tree where the leaves in the MHT are the
hashes of authentic data values.

The MHT is demonstrated in Figure 2, and the ver-
ifier wants to check whether a set of element are
undamaged in outsourcing storage. First the ver-
ifier randomly chooses number of elements (where
we assume a set of element have eight nodes and
only chooses an element x2) to send to the prover.
The prover responses the verifier with the aux-
iliary authentication information (AAI) Ω2 =<
h(x2), hd, hb >. The verifier computes h(x2), hc =
h(h(x1)||h(x2)), ha = h(hc||hd) and hr = h(ha||hb)
and then checks if the value hr is the same as the
authentic one. In public auditing, the MHT is used
to authenticate both the values and the positions of
data blocks. The root is constructed by the leaf
nodes as the left-to-right sequence. Therefore, the
leaf nodes positions can be uniquely determined by
the way of computing the root in MHT.

4.2 System Model

Client. an individual consumer or organization has a lot
of data files and needs to store in the cloud. It de-
pends on the cloud to manage data and computation,
so it can reduce storage cost.

Cloud Storage Service (CSS). A cloud service
provider has huge storage space and computation
resource to provide the clients’ data.

Third Party Auditor (TPA). A trusted organization
has expertise and capabilities that the clients do not
have. It is responsible for assessing the clients’ data
on cloud storage service.

4.3 Public Auditing of Dynamic Data

Wang et al. [15] was the first to propose the scheme which
can support public verification and fully dynamic data at
the same time because previous studies only supported
to modify and delete on a data file. They define public
auditability which implies public verification is delegated
by a trusted third party auditor (TPA) to verify.
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Figure 2: Merkle hash tree authentication of data elements. The leaf nodes h(x1), h(x2), · · · , h(xn) is arranged in
left-to-right sequence.

They propose a scheme to improve complex the file
index information because this needs to consume a lot of
computed resource. For example, when a file is inserted
into the data block, this is required to recalculate the
signature of the new index in the all files under the data
block.

In order to solve the problem, they use H(mi) as the
tag for block mi instead of H(name||i) [12] or H(v||i) [6],
and then single data operation on any file block will not
affect the others. In the existing PDP or POR models
H(name||i) [12] or H(v|i) [6] should be generated by the
client in the verification process. However, in their scheme
the client has no capability to computeH(mi) without the
data file. In order to achieve blockless verification, the
cloud storage service will process the computing H(mi)
and then response it to the TPA. Because clients delegate
audit services more and more, how to perform efficient
audit service is a big problem. Therefore, in order to
enhance the efficiency of audit services, they proposed a
batch auditing protocol which can audit different client
data files simultaneously. Their scheme is as follows:

1) Setup:

Setup 1. The client generates a signing key pair
which is composed of signing public key (spk)
and signing secret key (ssk). Then chooses a
random number α← Zp and computes v ← gα.
Thus, client’s key pair is that the secret key
is sk = (α, ssk) and the public key is pk =
(v, spk).

Setup 2. The client selects a file F which is split
n blocks as F = (m1,m2, · · · ,mn), chooses a
random element u ← G and computes the file
tag t = name||n||u||SSigssk(name||n||u). The
client computes signature σi = (H(mi) · umi)α

for each block and collects a signature set of
φ = {σi}1≤i≤n.

Setup 3. The client generates a root R from each
hash value H(mi) of block i as a leaf node by
the construction of the MHT. Then signs the
root R as Sigsk(H(R))← (H(R))α.

Setup 4. The client sends {F, t, φ, sigsk(H(R))} to
CSS. If CSS has received, the client will delete
{F, φ, sigsk(H(R))} from local storage.

2) Default Integrity Verification:

Setup 1. TPA selects c elements as a subset I =
{s1, s2, · · · , sc} from the auditing file, and
chooses a random element vi ← Zp for each
block in I. Then TPA sends the challenged mes-
sage {(i, vi)}(i∈I) to CSS.

Setup 2. CSS receives the challenge of the client
before computes u =

∑sc
i=s1

vimi ∈ Zp and
σ = Πsc

i=s1
σvii ∈ G from the stored block mi

with corresponding vi. Then, CSS sends the
proof {{u, σ,H(mi), ωi}s1≤i≤sc , sigsk(H(R))}
to TPA.

Setup 3. TPA generates the root R using
{H(mi), ωi}s1≤i≤sc by checking

e(sigsk(H(R)), g) ?
= e(H(R), gα).

If the result is true, TPA verifies

e(σ, g) ?
= e(Πsc

i=s1
H(mi)

vi · uU , v)

using the challenge message. Finally, if all re-
sults are true, TPA can make sure the client’s
data integrity in CSS.

3) Dynamic Data Operation with Integrity Assurance:

Setup 1. The client wants to modify the ith block
mi to m′i and generates a new signature of block

σ′i = (H(m′i) · um
′
i)α. Then the client sends the

update request message (M, i,m′i, σ
′
i) to CSS.
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Setup 2. CSS receives modification request from
the client, and replaces (mi, σi) with (m′i, σ

′
i).

CSS computes a new root R′, and sends
{ωi, H(mi), sigsk(H(R)), R′} to the client.

Setup 3. The client generates root R using
{ωi, H(mi)} and verifies

e(sigsk(H(R)), g) ?
= e(H(R), gα).

If the result is true, the client generates new
root Rnew using {ωi, H(m′i)} and compares it
with R′. If the result is true, the client signs R′

as sigsk(H(R′)) and sends it to CSS.

Setup 4. CSS receives the new root signature and
updates it on the client file.

4) Batch Auditing:
Assume there are K clients delegate TPA to au-
dit their data in CSS, and each client k has data
files Fi = (m(k,1),m(k,2), · · · ,m(k,n)), where k ∈
{1, 2, · · · ,K}. Their batch auditing protocol is as
follows. In the setup and signature phase, one of the
clients k chooses a random number xk ← Zp, and
computes vk = gx, then the client’s secret key is sk =
(xk) and the public key pk = (vk). Client k chooses
a random element uk ← G and computes signature
σk,i = (H(m(k,i))·u

m(k,i)

k )xk ∈ G. In the proof phase,
CSS receives the challenge message {(i, vi)}s1≤i≤sc
and computes uk =

∑
(i,vi)s1≤i≤sc

vimk,i ∈ Zp

and σ = Πk
i=1(Π{(i,vi)}s1≤i≤sc

σvik,i) for each client
k (k ∈ {1, 2, · · · ,K}). CSS sends the proof
{σ, {uk}1≤k≤K , {ωk,i}, {H(mk,i)}} to TPA. In the
verification phase, first TPA generates the roots
using {{ωk,i}, {H(mk,i}} and verifies the roots for
each client’s file. If the result is true, TPA verifies
e(σ, g) ?

= ΠK
k=1e(Π(i,vi)s1≤i≤sc

(H(mk,i))
vi · (uk)uk , vk)

using the challenge message to combine the bilinear
map. Finally, if all results are true, TPA can make
sure the clients’ data integrity in CSS.

4.4 Public Auditing of Privacy-
Preserving Data

Wang et al. [13] proposed a privacy protection scheme
which is considered user’s data privacy in the public au-
ditability. Data privacy implies personally identifiable in-
formation or sensitive information whether they can be
shared with third parties. As far as users are concerned
what they depend on TPA just for the outsourced stor-
age security of their data. However, most studies do not
consider the protection of clients’ private information in
the auditing phase. This is a serious problem because
an auditor may leak information without the client’s au-
thorization. Besides, there are legal regulations, such
as the Health Insurance Portability and Accountability
Act (HIPPA), it guarantees patient confidentiality for all
healthcare-related data and demands the outsourced data
not to be leaked to external parties.

Because public auditing model allows third-party au-
ditors to assist clients to verify their data integrity, TPA
obtains partly data blocks and learns by each sample to
collect information in the auditing phase. For instance,
Wang et al. [15] proposed a scheme where TPA sends
the challenged message {(i, vi)}i∈I to CSS and CSS re-
sponses the proof {{u, σ,H(mi), ωi}s1≤i≤sc , sigsk(H(R))}
to TPA. Therefore, TPA uses Homomorphic Linear Au-
thenticator (HLA) characteristic to combine the blocks
u =

∑sc
i=s1

vimi, and it can potentially reveal user’s data.
TPA can gather the same set of c block (m1,m2, · · · ,mc)
with corresponding random coefficients {vi}. TPA can
get the user’s data (m1,m2, · · · ,mc) by computing differ-
ent linear combinations (u1, u2, · · · , uc). Thus it can be
seen that it infringes the privacy-preserving guarantee.

Wang et al. proposed to integrate the homomor-
phic linear authenticator with random masking technique,
and it achieves privacy-preserving public auditing. Be-
cause the random masking technique affects TPA learning
knowledge, it can avoid TPA getting user’s data. We are
not going to elaborate on their scheme because it is sim-
ilar to Wang et al.’s scheme on dynamic data and batch
auditing operation.

Their scheme is as follows:

1) Setup:

Setup 1. The client chooses a random signing key
pair (spk, ssk), a random number x ← Zp, a
random element u← G, and computes v ← gx.
The secret key is sk = (x, ssk) and the public
key is pk = (spk, v, g, u, e(u, v)).

Setup 2. The client computes signature σi =
(H(Wi) · umi)x for each block where Wi =
name||i is combined with the user’s identifi-
cation name and the block index i. Then,
the client collects a signature set of φ =
{σi}1≤i≤n and computes the file tag t =
name||SSigssk(name).

Setup 3. The client sends (F, φ, t) to CSS. If CSS
has received, the client will delete (F, φ) from
local storage.

2) Integrity Verification:

Setup 1. TPA selects c elements as a subset I =
{s1, s2, · · · , sc} from the auditing file, and
chooses a random element vi ← Zp for each
block in I. Then TPA sends the challenged mes-
sage {(i, vi)}i∈I to CSS.

Setup 2. CSS receives challenge {(i, vi)}i∈I and
generates a response proof of data storage cor-
rectness. First, CSS computes u′i =

∑sc
i=s1

vimi

and σ = Πsc
i=s1

σvii which are corresponding to
mi and σi in the CSS’s storage. Second, CSS
randomly chooses an element r ← Zp and com-
putes R = e(u, v) ∈ GT and γ = H(R) ∈ Zp.
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Finally, CSS computes u = r + γ which is ran-
dom masking technique, and sends {u, σ,R} to
TPA.

Setup 3. TPA receives the response proof of storage
correctness, and computes γ = H(R) to verify
the equation R · e(σγ , g) ?

= e((Πsc
i=s1

H(W vi
i )γ ·

uu, v). If the result is true, TPA can make sure
the the client’s data integrity, and cannot learn
any knowledge about the data content stored in
CSS.

4.5 Public Auditing of Resource-
constrained Devices

Li et al. [7] propose a public auditability scheme in
resource-constrained devices. Li et al.’s cloud data
storage architecture is shown in Figure 3. Resource-
constrained device is a simple and lightweight compo-
sition. Thus, these devices have low computation and
storage capacity. However, these devices can achieve
high mobility which allows users to carry and easily to
use. Because the client may require repeatedly modi-
fied data in cloud storage service, this operation needs
to compute in every update. Therefore, in the public
audit model, the client needs a high burden of comput-
ing resources to operate dynamic data (such as signature
σi = (H(mi) · umi)α [15]) which is required to perform
exponentiation and multiplication operation. In order to
reduce the client’s computation Li et al. propose a scheme
which delegates trusted TPA to generate key, signature
and delete file tag function. The clients can effectively
reduce the computing resources because they only upload
data to TPA. Therefore, the client will not have to com-
pute signature on data update every time. Their scheme
is as follows:

1) Integrity Verification:

Setup 1. TPA selects c elements as a subset I =
{s1, s2, · · · , sc} from the auditing file, and
chooses a random element vi ← Zp for each
block in I. Then TPA sends the challenged mes-
sage {(i, vi)}i∈I to CSS.

Setup 2. CSS receives the challenge of the client
before computes uj =

∑
1≤i≤c viMij ∈ Zp for

j = 1, 2, · · · , s and σ = Π1≤i≤cσ
vi
i ∈ G.

CSS also provides some relevant infor-
mation to TPA to verify client’s data,
and it includes {H(Mi,Ωi)}1≤i≤c and
sigsk(H(R)). Finally, CSS responses P =
{{uj}1≤i≤s, σ, {H(Mi,Ωi)}1≤i≤c, sigsk(H(R))}
to TPA.

Setup 3. TPA receives the response proof of stor-
age correctness. First TPA generates the
root R′ using {H(Mi,Ωi)}1≤i≤c and checks
sigsk(H(R′)) ?

= sigsk(H(R)). Second TPA
checks e(t, g) ?

= e(H(R), v). Finally, TPA
checks whether e(σ, g) ?

= e(Π1≤i≤cH(Mi)
vi ·

Πs
j=1u

uj

j , v). If all results are true, TPA can
make sure the clients’ data integrity in CSS.

4.6 Authorized Public auditing of Fine-
Grained Update

These schemes can support public auditing and dynamic
data update. However, these schemes [15, 13, 7] sup-
port to insert, delete and modify operation in a fixed-size
block which is later termed as coarse-grained updates.
For instance, when a data block is partially modified, the
block will be completely modified in coarse-grained up-
dates. Therefore, this will cost additional resource. Liu
et al. [8] propose a variable-size block scheme which is
later termed as fine-grained updates in the public audit-
ing. Their scheme can reduce an additional operation in
partially modified block update. They also consider an
authentication process to improve between the client and
TPA because Wang et al.’s scheme [13] proposes challenge
issues where TPA may learn the client’s data by the ver-
ification process. Their scheme is as follows:

1) Integrity Verification:

Setup 1. TPA selects c elements as a subset I =
{s1, s2, · · · , sc} from the auditing file, and
chooses a random element vi ← Zp for each
block in I. In order to achieve authenti-
cation, they add sigAUTH and {V ID}PKCSS

where sigAUTH = Sigssk(AUTH||t||V ID)
is include the client and TPA informa-
tion and {V ID}PKCSS

is means use CSS’s
public key to encrypt TPA’s identification.
Then TPA sends the challenged message
{sigAUTH , {V ID}PKCSS

, (i, vi)}i∈I to CSS.

Setup 2. CSS receives the challenge of the client be-
fore verifies sigAUTH with AUTH, t, V ID and
the client’s public key. If these verification
are false, CSS reject it. Otherwise, CSS will
compute uk =

∑
i∈I vimik, (k ∈ [1, w] and

w = max{si}i∈I) and compute σ = Πi∈Iσ
vi
i .

CSS provides the client’s signature information
sig from cloud storage. Finally, CSS responses
P = {{uk}k∈[1,w], {H(mi,Ωi)}i∈I , sig} to TPA.

Setup 3. TPA receives the response proof of stor-
age correctness. First TPA generates the
root R′ using {H(mi,Ωi)}i∈I and checks
e(sig, g) ?

= e(H(R′), v). Second TPA checks
e(σ, g) ?

= e(w, v). Finally, TPA checks whether
e(σ, g) ?

= e(Πi∈IH(mi)
vi ·Πk∈[1,w]u

uk

k , gα). If all
results are true, TPA can make sure the clients’
data integrity in CSS.

2) Dynamic Data Operation with Integrity Assurance:

Setup 1. The client wants to partial modify the ith
block mi to mnew. Therefore, the client com-
putes update length in the ith block mi. Then
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Figure 3: Li et al.’s cloud data storage architecture

the client sends the update request message
{PM, i, o,mnew} to CSS.

Setup 2. CSS receives the request from the client.
First, CSS can ensure that the request is the
partial modification (PM). Second, CSS uses
{o,mnew} to gather the sectors not involved in
this update, which denote as {mij}j∈M . Third,
CSS will perform the update to get m′i and use
{m′i,Ωi} to compute R′. Finally, CSS responses
the proof P = {{mij}j∈M , H(mi),Ωi, R

′, sig}
to the client.

Setup 3. The client generates root R using
{Ωi, H(mi)} and verifies the signature
sig ?

= (H(R))α. If it success, then com-
putes m′i using {mij}j∈M ,mnew}. Thus,
CSS can compute Rnew using {m′i,Ωi} and
verifies Rnew

?
= R′. If all results are true,

the client computes the new signature block

σ′i = (H(m′i)Π
si
j=1u

m′ij
j )α and the new signature

root sig′ = (H(R′))α, and then returns update
message {σ′i, sig′} to CSS.

Setup 4. CSS receives the message, and then up-
dates it on the client file.

5 Analysis

In the section, we will analyze these schemes [7, 8, 13,
15] which contain functional requirement, security and
performance. And we also use the tables to present a
corresponding requirement in each scheme.

5.1 Functional Requirement

In order to raise efficiency in verification, every scheme
can support blockless verification. The comparison of
functional requirement with related schemes is shown as
Table 1. Because Li et al.’s scheme [7] needs TPA to
assist the client’s data file, their scheme does not sat-
isfy stateless verification. Although Li et al. [7] and Liu
et al. [8] did not explain whether their scheme support
batch audit, we analyze whether their scheme can be
extended to achieve it. In the dynamic data, because

these scheme [7, 13, 15] do not consider partially modi-
fied data update, Liu et al. [8] only considered to update
variable-size blocks. Wang et al. [13] only considered pri-
vacy presenting using random mask technology because
other schemes assume that TPA can be fully trusted.

5.2 Performance Evaluation

We will analyze three phases: setup phase, auditing phase
and dynamic data update phase. Before we analyze the
performance evaluation, first we introduce the notations
in Table 2. In Tables 3, 4, 5, we analyze the computa-
tion cost in setup, auditing, and dynamic data phases,
respectively.

In the setup phase, Wang et al.’s scheme [15] is better
than these schemes [7, 8, 13] because their scheme does
not compute the number of sectors of a block. However,
Li et al’s scheme [7] is best on the client’s point of view
because the client delegates the whole operation process
to TPA.

In the auditing phase, Wang et al.’s scheme [13] is bet-
ter because the auditor reduces computation which can-
not construct the root in the auditing phase. However,
Liu et al.’s scheme [8] requires costly computing, but their
scheme is the only way to achieve between TPA and CSS
authentications.

In the dynamic data update phase, Liu et al.’s
scheme [8] is better because their scheme can support par-
tially modified data update which can reduce computing.

In the Table 6, we analyze storage cost in public audit-
ing. Liu et al.’s scheme [12] requires a large storage space
because their scheme can support partially modified data
update and authentication. Li et al.’s scheme [7] needs to
store some information on the TPA because their scheme
make the client delegate TPA to perform signature.

6 Conclusions and Future Work

Because users’ data is stored in the cloud storage ser-
vice, it brings users’ data security issues. In the public
auditability model, users can delegate the third party au-
ditor to verify their data is efficient. According to the
literature, we sort out the basic requirements in public
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Table 1: Comparison of functional requirements

Wang et al. [15] Wang et al. [13] Li et al. [7] Liu et al. [12]
Blockless verification Yes Yes Yes Yes
Stateless verification Yes Yes No Yes

Batch auditing Yes Yes Yes Yes
Dynamic data Partial Partial Partial Yes

Privacy presenting No Yes No No

Table 2: Notations

Notation Description
TE/TD The computing time of asymmetric encryptions;

TGe The computing time of exponentiation in group operation;
TBLS The computing time of BLS signature;
TB The computing time of bilinear pairing;
TM The computing time of multiplication;
TA The computing time of addition;

TGM The computing time of multiplication in group operation;
Th The computing time of hash function;
n The number of block in a file;
i The number of verified block;
l The number of inside node that needed in MHT;
o The number of auxiliary authentication information (AAI);
s The number of sectors of a block;

smax The maximum number of sectors a block.

Table 3: Comparison of computation in Setup phase

Client TPA
Wang et al. [15] (n+ 3)TBLS + n(TGM + TGe) + (n+ l)Th No
Wang et al. [13] (n+ 3)TBLS + n(TGM + TGe) + (2n+ l)Th No

Li et al. [7] No (n+ 3)TBLS + n(TGM + smaxTGe)) + (n+ l)Th
Liu et al. [8] (n+ 3)TBLS + n(TGM + smaxTGe)) + (n+ l)Th No

Table 4: Comparison of computation in Auditing phase

TPA CSS
Wang et al. [15] oTh + 2TB i(TM + TA + TGe + TGM ) + (i+ o)Th
Wang et al. [13] Th + TB (i+ 1)(TGM + TA + TGe) + iTM + Th

Li et al. [7] oTh + 2TB i(TM + TA + TGe + TGM ) + (o+ i)Th
Liu et al. [8] TE + oTh + 2TB TD + i(TM + TA + TGe + TGM ) + (o+ i)Th
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Table 5: Comparison of computation in Dynamic Data phase

Client TPA CSS
Wang et al. [15] (2o+ 1)Th + 2TBLS + TB No (o+ l + 2)Th

+(smax + 1)TGM + smaxTGe
Wang et al. [13] (2o+ 1)Th + 2TBLS + TB No (o+ l + 2)Th

+(smax + 1)TGM + smaxTGe No (o+ l + 2)Th
Li et al. [7] No (2o+ 1)Th + 2TBLS + TB (o+ l + 2)Th

No + + (smax + 1)TGMsmaxTGe (o+ l + 2)Th
Liu et al. [8] (2o+ 1)Th + 2TBLS + TB + TGM No (o+ l + 2)Th

+(s+ 1)TGM + sTGe No (o+ l + 2)Th

Table 6: Comparison of storage

Storage cost Wang et al. [15] Wang et al. [13] Li et al. [7] Liu et al.[8]
Auditor No No sigsk(R) No

Cloud Storage Service F, t, φ, sigsk(H(R)) F, t, φ F, φ F, T, t, φ,R, sigsk(H(R))

auditability, which can be classified to the case for your
application.

For future development, with big data generation, data
verification will be more and more difficult. Because big
data have three characteristics including volume, veloc-
ity and variety, these characteristics will affect the im-
plementation of data verification. Therefore, it will be a
major challenge how to efficiently verify data integrity in
big data. However, this scheme must also satisfy basic
requirements.
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Abstract

A multi factor authentication scheme called ’3C-Auth’ is
proposed in this paper. The scheme carries out a com-
prehensive authentication process using the smart card,
secret-pin, registered finger print, and registered mobile
number of the user. The user’s password is neither trans-
mitted in plaintext form nor revealed to the authenti-
cation server. The scheme is shone to be proof against
phishing, password guessing, replay, or stolen-verifier at-
tacks. Resistance to parallel session and denial of service
attacks and the use of QR-Code in preference to SMS for
OTP transfer together, make the scheme attractive for op-
eration under peak loads. Integration of the “3C-Auth”
into Multi-Layered Filtering (MLF) scheme leads to se-
cure handling of peak loads on the server ensuring con-
currency and availability as well. This clearly enhances
the QoS in terms of making right admittance to right re-
sources.

Keywords: Authentication, peak load, QR-code, smart-
card

1 Introduction

As Internet services become more popular and pervasive,
a serious problem that arises is managing the performance
of services under intense load. One of the most challeng-
ing problems for public Internet is the delivery of per-
formance targets to users given the randomness of Web
accesses. Internet has become indispensable for business
and more and more people rely on it for their day to day
activities; in turn it evolves continuously and is subject to
more and more cyber security threats. Analysis of secu-
rity breaches and other cyber security issues with particu-
lar focus on personal privacy and data security have been
active research issues over the past two decades. A mul-
tifactor authentication scheme named “3C-Auth” is pre-
sented in this paper that uses true authentication to pro-
tect resources with high security requirements; it expects
the user to possess all the tokens (smart-card, secret-pin,
registered finger print and registered mobile phone) to

prove his/her identity.
Rest of the paper is organized as follows: Relevant re-

search in literature which forms the motivation for the
present work is reviewed in Section 2. Sections 3 and 4
detail the proposed scheme and analyze its performance.
Integration of the scheme with MLF (Multi Layer Fil-
tering) architecture [2, 3] is presented in Section 5 and
conclusions are in Section 6.

2 Related Work

2.1 Internet Architecture

The changeover from the academic Internet to a multi-
functional business Internet puts much higher require-
ments on the architectural supports to control and bal-
ance the interests of all stake holders (like users, service
providers, data owners, etc.). Their hopes and expecta-
tions for new applications and services demand new ar-
chitectures that overcome the fundamental limitations of
Internet like lack of data identity, lack of methods for re-
liable processing, real-time dispensation, scaling to deal
with flash crowds, and so on. Since its creation, the In-
ternet is driven by a small set of fundamental design prin-
ciples rather than being based on a proper formal archi-
tecture that is created on a white board by a standard-
ization or research group. The architectural principles
and design model of the Internet are all about processing,
storing, transmitting and controlling data. This trend is
bound to escalate in the future, pointing to a clear need
for extensions, enhancements, and re-engineering in In-
ternet architecture. While improvements are needed in
each dimension, these should be cohesive demanding a
holistic approach. The architecture can be generalized to
suit different categories of applications by integrating the
admittance control policies that provide metric based dif-
ferentiation and consecutively maximize the profit earned
for having serviced a certain class of requests [16]. Re-
search in this area has identified some key approaches to
face overload, such as admission control (per request, per
session), request scheduling, service differentiation, ser-
vice degradation, and resource management.
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2.2 Current State of Internet Services
and Authentication Requirement

The following form the key features of the state of art of
internet services:

• Generic nature;

• Accommodation of technological innovations;

• Robustness at times of overload.

As access to more and more services is pushed online,
the range of sensitive information that a user must pro-
tect widens with time. It is also equally important to
understand that complicated security schemes will not
achieve widespread adoption among Internet users. To-
day hackers have the option of using many techniques to
steal passwords such as shoulder surfing, snooping, sniff-
ing, guessing, etc. – Implying that businesses should use
commensurate secure approach. The challenge here is to
balance strong security with usability. One Time Pass-
words (OTPs) for single session/transaction usage have
been identified as the best way of protecting online trans-
actions.

2.3 Authentication Schemes

In 1981, Lamport proposed a scheme to authenticate a
remote user on a remote server over an insecure net-
work. The requirement for storing verification tables used
by the scheme was overcome by a scheme proposed in
by [7]. Later [10] proposed a new remote authentication
based on ElGamal crypto scheme exploiting tamper re-
sistance property of smart cards. Most of the remote
identity based remote authentication schemes proposed
by researchers [7, 10, 13, 16] rely primarily on passwords
for security. The schemes are vulnerable to dictionary
attacks [6]. To overcome this problem random crypto-
graphic secret key could be used [14]. However, such large
key values (are difficult to be remembered and hence)
require to be stored somewhere. Further these strong
passwords and secret keys fail to provide non repudia-
tion. An authentication scheme of Khan et al and Li et
al uses biometric keys with advantages like “cannot be
lost”, “difficult to forge”, “cannot be guessed” etc. [10]
proposed an efficient biometric based smart card authen-
tication scheme. [7] showed that the scheme makes two
assumptions to ensure its correctness and security that
may restrict its use for real time applications. [8] proposes
a generic framework for preserving security in distributed
systems. The three factor authentication scheme in [7] is
based on password, smart card and biometric characteris-
tics. The authors claim two benefits in the usage of fuzzy
extractor:

• Elimination of the assumption of Li-Hwangs scheme
that stores the hash of biometric template;

• Use of biometric authentication that supports rea-
sonable tolerance.

In the analysis of their scheme the authors have shown
how their protocol is secured against attackers of Type I
(smart card and biometric), Type II (password and Bio-
metric), and Type III (smart card and Password). Al-
though the generic construction proposed by Huang et al
satisfies the security requirements of three factor authenti-
cation the system may fail to secure resources that require
very high degree of security the reason being biometric
systems that are fast with the false rejection rate under
1% (together with a reasonably low false acceptance rate)
are rare even today.

2.4 Security with OTP

Authentication of users in a distributed environment is
an increasingly difficult task. As network and software
grow in sophistication so do means and methods of ma-
licious attackers. Today computer crackers use enormous
resources to obtain information necessary to impersonate
other users. Authentication systems based on one time
passwords [5] provide more reliability than those based on
remembered/stored ones. Hence, security sensitive indus-
tries (banks, government etc.) deploy one time password
systems to reduce the damage of phishing and spyware
attacks.

2.4.1 SMS-OTP

Most of the two factor authentication schemes authenti-
cate users based on what they know and what they have,
incorporating token-less second factor (e.g. mobile). Each
method has a reason to exist based on design criteria for
the overall usage.

Online banking is a good example where strong remote
authentication is guaranteed using two-factors as de facto
standard. In practice, the first factor is usually in the
form of PIN or password that the user types (for instance)
into a web-based Internet application. The second factor
is usually in the form of mobile phone that is known to
be able to receive OTP as SMS directed to a particular
mobile phone number. If the user successfully retypes this
OTP into the web application, the second authentication
factor is regarded as successfully verified (i.e. the user
has the mobile phone).

Security of the aforesaid scenario relies on the practical
difficulty for an attacker to simultaneously compromise
the operating environment of both the particular phone
and the web browser where the user part of the serving
application runs.

2.4.2 Problems with SMS-OTP

The main problems with the SMS-OTP design are under
overloaded situations. These are:

• Delay in delivery of SMS;

• Low Coverage Areas;

• Non-availability of Mobile Phone;
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• Downtime with SMS Gateway;

• Non-availability of service for roaming user;

• High Cost for roaming user;

• Complexity associated with sequence of operations
in obtaining OTP from SMS when mobile phone is
used for connecting to the Internet.

2.4.3 Authentication Using QR Code

In 2002, Clarke et al. suggested the usage of camera-based
devices as an alternative but more secured authentication
method for critical transactions with un-trusted comput-
ers. With the explosive growth in the amount of camera-
equipped smart phones around us mobile based authenti-
cation [11] may become a popular authentication method
in the near future. QR-code (a two-dimensional barcode)
- as introduced by Japanese company Denso-Wave in 1994
is a more effective alternative. Its error correction capa-
bility facilitates data restoration even under conditions
when substantial parts of the code are damaged. Modern
cellular phones are natively equipped with the QR-code
decoding software. Fortunately, for camera phones that
are not equipped with QR-code readers, Quick-Mark and
i-nigma are free tools that are available for many manu-
factured models and devices to decode QR-Codes free of
cost. Depending on the data recognized and the nature
of the application.

2.4.4 Summary of Findings

Internet has become the most important platform for
business relations and social interactions. The rapid
growth of Internet of Things and Services clearly shows
that the ever increasing amount of physical items of
our daily life which become addressable through a net-
work could be made more easily manageable and usable
through the use of Internet services. This course of ex-
posed resources along with the level of privacy and value
of the information they hold, together with increase in
their usage, has led to the escalation in the number of
security threats and violation attempts that existing sys-
tems do not appear robust enough to address. Internet
architecture of tomorrow must meet the changing require-
ments of the Internet, ISPs (Internet Service Providers),
Users etc. Perhaps one of the most compelling problems
of the modern Internet is the lack of a comprehensive
and unifying approach to deal with service concurrency,
security, and availability particularly at times of over-
loads. It is also important to understand that the internet
and its users are under continuous attacks i.e., security
is the underlying problem for many of the Internet ser-
vices. One has to clearly understand that the impact of
an attack can be major, and can include costly and em-
barrassing service disruptions, down-time, lost productiv-
ity, stolen data, regulatory fines, and irritated customers.
Strong authentication has no precise definition; it is not a

strictly mathematical concept with quantitative measure-
ments but rather a qualitative measure that is evaluated
using a relative scale. The present sophistication level of
hackers, demands authentication schemes to be based on
more than one factor. Evaluating multi-factor authentica-
tion solutions calls for a look into the following measures:

• Security and scalability of the technology;

• Hurdles to user adoption;

• Cost;

• Deployability.

3 Proposed Scheme

The primary goal here is to enhance the performance
of Multi-layered Filtering (MLF) scheme and enable real
world applications to take advantage of this added func-
tionality.

A scheme that performs admission control with en-
hanced multi factor authentication “called 3CAuth”, is
proposed in this paper and the same evaluated for effi-
ciency. The scheme provides true authentication by ex-
pecting the user to possess all the relevant tokens (smart
card, secret-pin, registered finger print, and registered
mobile phone) to prove his/her identity.

The benefits of the scheme include:

• NOT revealing users password to the server;

• NOT transmitting passwords in plaintext over the
Internet, and at the same time;

• RESISTING the major possible attacks like replay
attack, password guessing attack, stolen-verifier at-
tack, and phishing attack.

The scheme operates in two phases namely registration
and login-authentication. Table 1 is the notations used in
the two phases.

3.1 Registration Phase

Figure 1 depicts the activities in the registration process.
As shown in Figure 1 it involves the steps/activities in
Algorithm 1.

The sequence of operations for registering ONE user is
illustrated in Figure 2.

3.2 Login Phase

When Ui wishes to login to server (S), he/she must in-
sert the smart card into a card reader, provide biometric
data BF ′i , capture the QR code displayed on the web
page, decrypt it using the software installed in the mo-
bile, and present the OTP for authentication purpose.
The sequence is shown in block diagram form in Figure 3.
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Table 1: Table of notations

Notations Description
Ui ith User

IDi Unique Identifier of ith User
PWDi Password of the ith User

d Private key in RSA
e Public key in RSA
n Computed as product of chosen prime numbers (p and q)
g Generator element primitive to GF (p) and GF (q)

SIDi Smart card Identifier of ith User
IMEI International Mobile Station Equipment Identity
IMSI International mobile subscriber identity

MIDi Unique Key for mobile of ith user
R1 and R2 Random numbers chosen for verification

Ts Time at which the request is generated
BFi Biometric feature of ith user
Rc Random Challenge (in this context - One Time Password)

Figure 1: Registration process

Figure 2: Registration process

Figure 3: Login phase
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Algorithm 1 Steps in registration process

1: Begin
2: The user Ui chooses a password PWDi and provides

his/her biometric feature BFi.
3: The registration server sequences through the follow-

ing further steps:
4: while More users to Register do
5: Assigns an IDi for the user and generates two large

prime numbers p and q, and computes

n = p ∗ q.

For security reasons, the lengths of p and q are rec-
ommended to be 512 bits at least.

6: Chooses integers e and d which satisfy

e ∗ d mod ((p− 1) ∗ (q − 1)) ≡ 1

Further it also finds an integer g which is a primitive
element in both GF (p) and GF (q).

7: Generates a smart card identifier SIDi for the user
Ui. In addition it generates a mobile phone identi-
fier: MIDi = (IMEI, IMSI) for the user Ui.

8: Calculates Ui’s secret information as

Si ≡ ID
(SIDi∗d)
i mod n

Vi ≡ g(d∗BFi) mod n

MSi ≡ ID
(MIDi∗d)
i mod n

MVi ≡ g(d∗PWDi) mod n.

9: Stores (IDi, SIDi, MIDi, Si, Vi, MSi, MVi, n,
e, g) in the smart card, installs an application (for
capturing and decoding QR code after obtaining
secret pin from the user) in user’s mobile and issues
the smart card to the user Ui over a secure channel.

10: end while
11: End

3.3 Authentication Phase

The authentication phase (Figure 4) is executed by the
remote host to determine whether Ui is allowed to login
or not. The steps in login process are shown in Figure 3.

The authentication server upon receiving the login re-
quest from the user verifies the possession of smart card,
biometric feature, and mobile phone as described in Al-
gorithms 2 and 3.

4 Strengths of 3C-Auth

Resistance of the proposed method to different possible
security attacks is explained here.

4.1 Parallel Session Attack

Here an attacker impersonates a legitimate user by inter-
cepting the login request (IDi, SIDi, Si, Vi, Mi, Ni, n, e,

Figure 4: Authentication phase

Algorithm 2 Verification of possession of biometric char-
acteristics and smart card
1: Begin
2: Check if IDi is a valid user identity and SIDi is a legal

smart card identity; if not reject the login request.
3: Check if Ts is within the legal time interval limit

due to transmission delay (may be initialized in SLA-
service level agreement); if not reject the login re-
quest.

4: Verify if Y ie ?
≡ (ID

(SIDi)
i ∗XiTs mod n);

The above equation holds iff BFi = BF ′i .
i.e. the correct biometric value is provided during
login phase. That is because

Y ie ≡ (Si ∗ V (R1∗Ts)
i mod n)e

≡ ID
(SIDi∗d∗e)
i ∗ g(d∗BFi∗e∗R1) mod n.

(Since d ∗ e ≡ 1 mod n we have)

≡ ID
(SIDi)
i ∗ g(BFi∗R1) mod n

and

ID
(SIDi)
i ∗ (XiTs) ≡ ID

(SIDi)
i ∗ g(BF ′i∗R1) mod n;

5: End

g, Ts) and attempting to modify it to succeed in authenti-
cation. However the attacker has no way of obtaining the
Biometric feature BFi, PWDi, and the random numbers
R1 and R2; hence he/she cannot compute Mi, Ni, Xi,
and Yi which are dependent on PWDi and R1; a valid
request cannot be created and the attempt fails. Hence it
follows that the proposed scheme is secured against this
type of attack.

4.2 Password Guessing Attack

The attacker attempts to guess user’s secret parameters
here. Although, one can extract parameters (n, e, g, Si,
Vi, SMi, VMi) from the user’s smart card, obtaining BFi

or PWDi from the smart card without the knowledge of
d from g(d∗BFi) and g(d∗BFi), is not possible. Thus the
difficulty of obtaining the discrete logarithm secures the
scheme from password guessing attack even under stolen
smart card situations.



International Journal of Network Security, Vol.18, No.1, PP.143-150, Jan. 2016 148

Algorithm 3 Verification of possession of secret-pin and
mobile phone

1: Begin
2: Confirm if IDi is a valid user identity and MIDi is

a legal mobile phone identity; if not reject the login
request.

3: Confirm if Ts is within the legal time interval limit
due to transmission delay (may be initialized in SLA-
service level agreement) , if not, reject the login re-
quest.

4: Check whether the following equation holds: Nie =

ID
(MIDi)
i ∗Mi(Rc∗Ts) mod n

The equation here holds iff R2 = Rc i.e the correct
OTP is provided by the user during login phase. The
correct OTP can be obtained only in the mobile on
which the application software is installed during reg-
istration phase and only if the password provided to
it is correct . This is because

Nie ≡ (MSi ∗MV
(R2∗Ts)
i )e mod n

≡ ID
(MIDi∗d∗e)
i ∗ g(d∗PWDi∗e∗R2∗Ts) mod n

≡ ID
(MIDi)
i ∗ g(PWDi∗R2∗Ts) mod n

and

ID
(MIDi)
i ∗Mi(Rc∗Ts) mod n

≡ ID
(MIDi)
i ∗ g(PWDi∗Rc∗Ts) mod n;

If the login request is rejected three times the user
account is locked. He/She has to contact registration
server to unlock the account.

5: End

4.3 Resistance to Replay Attack

Intercepting the login request message (IDi, SIDi, Si,
Vi, Mi, Ni, n, e, Ts) of a user Ui and replaying the same
message to the server becomes useless because the card
reader puts a new timestamp in each new login request.
The equations

Y e
i ≡ ID

(CIDi∗Xi)
i mod n and

Ne
i ≡ ID

(MIDi)
i ∗Mr1

i mod n

will fail during the authentication phase.

4.4 Denial of Service Attack

In the proposed scheme an adversary can use invalid ID,
PWD and BFs and overload the server by continuously
keeping it busy. Even though an initial filtering for this
type of attacks takes place in Stage I of MLF architec-
ture non-legitimate requests that pass Stage I of MLF are
blocked by the proposed scheme. This is obvious from the
fact that a valid login request cannot be created (as dis-
cussed in Section 4.1). Further after three unsuccessful

attempts the scheme automatically locks the user’s ac-
count; the same can be unlocked only with the help of
registration server.

4.5 Resistance to Phishing Attacks

The aim of phishing is mainly to collect private informa-
tion that can be used to impersonate victims. A possible
reading of the QR code (and extracting the OTP) by a
hacker yields only the encrypted value of R1; even if he
manages to access the data typed by user, the private key
remains inaccessible thanks to the strength of the RSA
scheme. Thus the phishing attempt fails.

5 Integration of 3C-Auth with
MLF

MLF is a practical (secured-concurrent-available) end-to-
end framework based on admission control policies - a
strategy that achieves robust performance on a wide range
of Internet services subject to huge variation in load.
MPAC (Multi Phase Admission Control) [3] enhances
MLF to maximize the reward earned for having serviced
a particular class of requests. 3C-Auth scheme described
here can be integrated with this enhanced MLF frame-
work to make it more comprehensive by adding security
assurance. The integration involves two steps namely:

1) Enhancing SLA to include new features specific to
authentication;

2) Modifying admission control policy to support 3C-
Auth.

The 3C-Auth process is to be inserted at Stage II of the
MLF framework at the Access Node component. Request
processing in Stage II of the comprehensive MLF scheme
is illustrated in Figure 5.

5.1 Service Level Agreement

The SLA that spells out the scope of service providers’
allotment to the e-commerce in terms of resource capacity
and time commitment used in MPAC is shown as follows:

Contract: Ecommerce System
{
Service : Classification of Customers
Customer Class = {Premium, Ordinary, New}
Inter-session States = {Home, Browse, Item, Addcart,
BuyReq, BuyConfirm}
} { Service : Processing Requests (Peakload)
{
Availability >$minAvailability;
TimeBound <$maxDelay;
Throughput >$minThroughput;
Utilization <$maxUtilization;
WeightAdjustment(Forward) = $weight(Positive)
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Figure 5: Request processing in Stage II of enhanced MLF (MLF+MPAC)

WeightAdjsutment(Backward) = $weight(zero,negative)
}
The template can be modified to support 3C-
Auth by including the following specifications:
Security: Authservice
{
Service : Servicename /* Generic */
Resource Class = {Unclassified, secret,topsecret}
Factors Class = {Password/PIN, Hardwaretoken, Bio-
Hard, Softtoken}
Protocol Class {None, 2CAuth,3C-Auth}
{ Service : News /* instance*/
Resource Class Unclassified
Registration{ }
Factors Class{}
Protocol Class {None}
} Service : Internet Banking
{ /* Announcements regarding new schemes for loans
{
Resources Class {Unclassified}
Registration { }
Factors Class { }
Protocol Class { }
} // Online banking
{
Resources Class {topsecret}
Registration {REQUIRED }
Factors Class {PIN, Hardwaretoken (Smart card), Soft-
token}
Protocol Class {2CAuth[3]}
}
}
}
}

5.2 Admission Control Policy

MPAC uses a reward function defined by the applica-
tion/service provider to improve the QoS using service
differentiation. It computes the Expected Reward and the
Cost Incurred in servicing the request and uses them as

basic parameters to prioritize customers for E-commerce
applications. The scheme can be made more comprehen-
sive by re-computing priorities with authentication factors
as well, for better security assurances. This is achieved
in the comprehensive MLF framework (MLF + MPAC +
3C-Auth) as follows:

• Resources added to the pool are tagged with weights
(based on SLA) that specify the number of factors
required to access it;

• Incoming requests from Stage I are directed to the
Access nodes by the public server for authentication;

• The access nodes proceed to authenticate users by
assigning an initial weight of 0 to each request and
updating it as per the credentials (number of factors)
validated;

• Possessed weights are compared with the tagged
weights associated with resources and in case of
match in their weights access to the resource is per-
mitted.

5.3 Results of Integration

The performance analysis demonstrated that the pre-
sented scheme performs a comprehensive authentication
process satisfying the important requirements including
friendliness, resistance to various kinds of sophisticated
attacks, and stolen credentials. Further resistance of-
fered by the scheme to parallel session attack and de-
nial of service attack made the scheme more suitable for
operation under peak loads. QR-Code based OTP has
been found to show improved performance at peak load
times compared to SMS-OTP method. With instanta-
neous SMS delivery the performance was on par with that
of SMS-OTP scheme. The vulnerability associated with
the in-absentia verification of the user is effectively han-
dled by the scheme. Moreover, the scheme was found to
be more user-friendly without sacrificing security assur-
ances. With all these benefits contribution of the scheme
towards improvement in QoS in terms of granting right
access to resources can be considered significant.
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6 Discussions and Conclusions

The proposed protocol is simple, fast and efficient if the
user provides valid credentials for authentication. A de-
tailed analysis of the proposed scheme has clearly brought
out its advantages over authorization methods that use
SMS to thwart attacks. Moreover, the scheme aptly fits
at the access nodes in the enhanced MLF architecture
making it more user-friendly without sacrificing security
assurances. Improving in computational efficiency of the
scheme is an interesting area of work; it can add substan-
tially to its effectiveness.
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Abstract

A deniable authentication protocol enables a receiver
to identify the true source of a given message but not
to prove the identity of the sender to the third party.
Non-interactive protocol is more efficient than interactive
protocol in terms of communication overhead, and thus
several non-interactive deniable authentication protocols
have been proposed. So, it is very necessary to design a
deniable authentication protocol which is non-interactive,
secure and efficient. This paper proposes a deniable au-
thentication protocol based on the bivariate function hard
problem (BFHP) cryptographic primitive. An improve-
ment based on the BFHP is suggested since the problem of
the BFHP provides the needed security elements plus its
fast execution time. At the same time, the proposed pro-
tocol has properties of completeness, deniability, security
of forgery attack, security of impersonation attack and
security man-in-the-middle attack also has been proved.
Keywords: Bivariate function hard problem, deniable au-
thentication protocol, non-interactive protocol

1 Introduction

Deniability is a privacy property that ensures protocol
participants can later deny taking part in a particular
protocol run while authentication is used to ensure that
users are who they say they are. So, a deniable authen-
tication protocol is a protocol that enables a receiver to
identify the true source of a given message, but not to
prove the identity of the sender to a third party. There
are many interactive and non-interactive deniable authen-
tication protocols have been proposed. However, the in-
teractive manner makes deniable protocols inefficient.

Deniable authentication has two characteristics that
differ from traditional authentication. The first one is

only the intended receiver can identify the true source of
a given message (i.e. able to identify the signature of the
sender) and the second one is the receiver cannot prove
the source of the message to a third party (i.e. unable
to prove the signature of the sender to a third party that
the signature belongs to the sender). In other words, once
the receiver has obtained and authenticated the message
from the sender, the receiver cannot impersonate as the
sender to a third party. Because of these two character-
istics, the deniable authentication protocol is very useful
for providing secure negotiation over internet.

For example, suppose that a customer wants to order
an item from a merchant, so the customer should make an
offer to the merchant and create an authenticator for the
offer because the merchant must be sure that this offer
really comes from the customer. However, the merchant
wants to be able to prevent the customer from showing
this offer to another party in order to elicit a better deal.
Therefore, we need a protocol that enables a receiver to
identify the source of a given message, but prevents a
third party from learning the sender’s identity.

In 1998, Dwork et al. [4] proposed an interactive de-
niable authentication protocol based on concurrent zero
knowledge proof while Aumann and Rabin [2] proposed
an interactive deniable authentication protocol based on
the integer factorization problem (IFP). Later, Deng et
al. (2001) [3] introduced two interactive deniable authen-
tication protocols based on the discrete logarithm prob-
lem (DLP) and IFP respectively. In 2002, Fan et al. [5]
introduced another simple interactive deniable authenti-
cation protocol based on Diffie-Hellman Key Distribution
Protocol. However, there is a common weakness in the
four previous protocols which the sender does not know
to whom he proves the source of a given message. That
is, a third party can impersonate the intended receiver to
identify the source of a given message. Meanwhile, these
four protocols are interactive and less efficient.
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This scenario has led many cryptographers to come up
with non-interactive deniable authentication protocol in
order to enhance the efficiency. Shao (2004) [12] proposed
a non-interactive deniable authentication protocol based
on generalized ElGamal signature scheme. Lu and Cao
(2005) [10, 11] proposed two deniable authentication pro-
tocols based on bilinear pairing and IFP respectively but
their protocol is still unable to achieve the second char-
acteristic of being a deniable authentication protocol.

Later, in 2008, Hwang and Ma [8] proposed deniable
authentication protocol with anonymous sender protec-
tion. The sender’s anonymity is also used to protect the
sender’s privacy. Though the sent message is forgeable
by the receiver, but the sender can provide evidence to
prove the message was really sent by him. Hence, to re-
duce the computational cost of proposed protocols with
anonymous sender protection, Hwang and Chao (2010) [7]
proposed a new deniable authentication protocol with
anonymous sender protection in an efficient way based
on Schnorr signature scheme.

Then, Zhang et al. (2011) [13] proposed a new non-
interactive deniable authentication protocol based on gen-
eralized ElGamal signature scheme, which is more effi-
cient than the previous two protocols (Shao 2004, Lee
et al. 2007) [9, 12] both in computation and commu-
nication. To authenticate the source of a message, al-
though the proposed protocol needs one more modular
exponentiation than Shao’s protocol, but as to the length
of the communicated messages, just 2|h| are required to
be transmitted compared to 3|h| in Shao’s protocol. Lee
et al.’s protocol needs five exponentiation computations
altogether compared to proposed protocol which needs
only four. The transmitted bits of the proposed protocol
are reduced to 320 bits compared to Lee et al.’s protocol
which is 1184 ∼ 2208 bits.

In this paper, we propose a new non-interactive deni-
able authentication protocol based on the Bivariate Func-
tion Hard Problem (BFHP) (Ariffin et al. 2013) [1]. We
prove our protocol is secure against forgery attack, imper-
sonation attack and man-in-the-middle attack and prove
the properties of completeness and deniability of this pro-
tocol. With its guaranteed security, we also show that the
performance of the protocol requires reasonable numbers
of operation in both sign and verify phases.

The layout of the paper is as follows. In Section 2, we
will first review the definition of the BFHP. Proof will be
given on the uniqueness and intractability of the BFHP.
We will also review in this section, deniable authentica-
tion protocol in the standard model. In Section 3, we
propose the standard model of the deniable authentica-
tion protocol followed by the security analysis in which
proof is given. In Section 4, we provide efficiency anal-
ysis and comparison of the protocol. In Section 5, the
conclusion about our deniable authentication protocol is
made.

2 Preliminaries

2.1 Linear Diophantine Equations with
Infinitely Many Solutions

Definition 1. The successful process of prf-solving a Dio-
phantine equation which has infinitely many solutions is
the process of determining a preferred solution from a set
of infinitely many solutions for the Diophantine equation.

To further understand and obtain the intuition of Def-
inition 1, we will now observe a remark by Herrmann
and May (2008) [6]. It discusses the ability to retrieve
variables from a given linear Diophantine equation. But
before that we will put forward a famous theorem of
Minkowski that relates the length of the shortest vector
in a lattice to the determinant.

Theorem 1. In an ω-dimensional lattice, there is exists
a non-zero vector with

‖υ‖ ≤ √
ωdet(L)

1
ω

We now put forward the remark.

Remark 1. There is a method for finding small roots of
linear modular equations a1x1+a2x2+...+anxn ≡ 0 (mod
N) with known modulus N . It is further assumed that
gcd(ai, N) = 1. Let Xi be upper bound on |xi|. The ap-
proach to solve linear modular equation requires to solve
the shortest vector in a certain lattice. We assume that
there is only one linear independent vector that fulfills
Minkowski bound (Theorem 1) for the shortest vector.
Herrmann and May (2008) [6] showed that under heuris-
tic assumption that the shortest vector yields the unique
vector (y1, ..., yn) whenever

n∏

i=1

Xi ≤ N.

If in turn we have
n∏

i=1

Xi ≥ N1+ε.

Then the linear equation usually has N ε many solutions,
which is exponential in the bit-size of N . So, there is no
hope to find efficient algorithms that in general improve
on this bound, since one cannot even output all roots in
polynomial time. We now put forward a corollary.

Corollary 1. A linear Diophantine equation

f(x1, x2, ..., xn) = a1x1 + a2x2 + ... + anxn

= N

with
n∏

i=1

xi ≥ N1+ε

is able to ensure secrecy of the preferred sequence x =
{xi}.
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Remark 2. In fact if one were to try to solve the linear
Diophantine equation N = a1x1+a2x2+ ...+anxn, where

n∏

i=1

xi ≥ N1+ε

any method will first output a short vector x= {xi} as the
initial solution. Then there will be infinitely many values
from this initial condition that is able to reconstruct N .

2.2 Bivariate Function Hard Problem

The following proposition gives a proper analytical
description of the Bivariate Function Hard Problem
(BFHP).

Definition 2. We define Z+
(2m−1,2m−1) as a set of pos-

itive integers in the interval as a set of positive inte-
gers in the interval (2m−1, 2m − 1). In other words, if
x ∈ Z+

(2m−1,2m−1), then x is a m-bit positive integer.

Proposition 1. (Ariffin et.al (2013)) Let F (x1, x2, ..., xn)
be a multiplicative one-way function that maps F :
Zn → Z+

(2m−1,2m−1). Let F1 and F2 be such func-
tion (either identical or non-identical) such that A1 =
F (x1, x2, ..., xn), A2 = F (y1, y2, ..., yn) and gcd(A1, A2) =
1. Let u, v ∈ Z+

(2n−1,2n−1). Let (A1, A2) be public param-
eters and (u, v) be private parameters. Let

G(u, v) = A1u + A2v (1)

with the domain of the function G is Z2
(2n−1,2n−1) since

the pair of positive integers (u, v) ∈ Z2
(2n−1,2n−1) and

Z+
(2m+n−1,2m+n−1) is the codomain of G since A1u+A2v ∈
Z+

(2m+n−1,2m+n−1).
If at minimum n−m− 1, where (n,m) is chosen such

that the value k results in 2k to be accepted as exponen-
tially large for any probabilistic polynomial time (PPT)
adversary to sieve through all possible answers, it is infea-
sible to determine (u, v) over Z from G(u, v). Furthermore
(u, v) is unique for G(u, v) with high probability.

Remark 3. We remark that the preferred pair (u, v) in Z,
is prf-solution for Equation (1). The preferred pair (u, v)
is one of the possible solutions for Equation (1) given by

u = u0 + A2t (2)

and
v = v0 −A1t (3)

for any t ∈ Z.

Remark 4. Before we proceed with the proof, we remark
here that the Diophantine equation given by G(u, v) is
solved when the preferred parameters (u, v) over Z are
found. That is the BFHP is prf-solved when the preferred
parameters (u, v) over Z are found.

Proof. We begin by proving that (u, v) is unique for each
G(u, v) with high probability. Let u1 6= u2 and v1 6= v2

such that
A1u1 + A2v1 = A1u2 + A2v2 (4)

We will then have

Y = v2 − v1 =
A1(u1 − u2)

A2

Since gcd(A1, A2) = 1 and A2 ≈ 2m, the probability that
Y = v1 − v2 is an integer solution not equal to zero is

2−m. Thus, we have v1 = v2 with probability 1 − 1
2m

.

(i.e. 1− 1
2m

is the probability that A2 divides u1 − u2).
Next we proceed to prove that to prf-solve the Dio-

phantine equation given by Equation (1) is infeasible to
be prf-solved. From the general solution for G(u, v) is
given by Equation (2) and Equation (3) for some integer
t to find u within the stipulated interval u ∈ (2n−1, 2n−1)
we have to find the integer t such that the inequality
2n−1 < u < 2n − 1 holds. This gives

2n−1 − u0

A2
< t <

2n − 1− u0

A2
.

Then, the difference between the upper and the lower
bound is

2n − 1− 2n−1

A2
=

2n−1 − 1
A2

≈ 2n−2

2m
= 2n−m−2.

Since n−m−1 = k where 2k is exponentially large for any
probabilistic polynomial time (PPT) adversary to sieve
through all possible answers, we conclude that the differ-
ence is very large and finding the correct t is infeasible.
This is also the same scenario for v.

Example 1. Let A1 = 191 and A2 = 229. Let u = 41234
and v = 52167. Then G = 19821937. Here we take m = 8
and n = 16. We now construct the parametric solution
for this BFHP. The initial points are u0 = 118931622 and
v0 = −99109685. The parametric general solution are
u = u0 + A2t and v = v0 −A1t. There are approximately

286 ≈ 29 (i.e.
216

229
) values of t to try (i.e. difference

between upper and lower bound), while at minimum the
value is t ≈ 216. In fact, the correct value is t = 519172 ≈
219.

Case 1. For (t′, v′ /∈ Z), we can find the value of t′ which
u′ = u0 + A2t

′ such that u ≈ 2n. Let u′ = 43571 ≈ 28.
Then t′ = 519161.7948 and the value of v′ /∈ Z since v′ =
50217.79913 which clearly results v will not be integer if
u is not the prf-solution.

Case 2. For (t′, v′ ∈ Z), we will obtain v′ ∈ Z with

probability
1

2m
which u′ = u0 + A2t

′ such that t′ = t0

and u ≈ 2n. Let u′ = 44211 ≈ 28. Then the value of
v′ ∈ Z since v′ = 49684 for t′ = 519159. Even we get
(t′, u′, v′ ∈ Z) but u′ 6= u and v′ 6= v. In fact there are 219

choices in the example.



International Journal of Network Security, Vol.18, No.1, PP.151-157, Jan. 2016 154

2.3 Deniable Authentication Protocol in
Standard Model

A deniable authentication protocol in standard model
consists of four phases (Setup, Key Generation, Signing,
Verifying) which are defined as follows:

1) Setup: The authority determines the parameters
that can be used by sender and the receiver to gen-
erate their private and public key.

2) Key Generation: An algorithm that generates pri-
vate and public key. The private key which is ran-
domly chosen and remain secret, to be used to gen-
erate the public key that will be published in public.

3) Signing: An algorithm that generates message au-
thentication code (MAC) from the original message
which involves hash function.

4) Verifying: An algorithm that involves verification
of the new MAC generated with the MAC that has
been sent by the sender. If both hold, the original
message is authentic and has not been altered.

3 The Standard Model of De-
niable Authentication Protocol
Based on the BFHP

3.1 Proposed Deniable Authentication
Protocol

Setup. The authority randomly chooses the following
public parameters:

1) p is a large prime number of n-bit size.

2) g is a primitive root in Zp.

3) H(·) is a collision free hash function with an
output is n bits.

Key Generation. When a user wishes to join the sys-
tem, he chooses a random number t ∈ Zp as his pri-
vate key and compute v = gt(mod p) as his public
key. The public key of each user is certificated by cer-
tification authority. The sender, S chooses his secret
key ts ∈ Z+

(22n−1,22n−1) and computes vs = gts(mod
p) as his public key. The reason why ts is chosen out
of Zp can be observe in step 2(i) of signing phase in
order for BFHP to hold.

The receiver, R chooses his secret key tR ∈ Zp and
computes vR = gtR(mod p) as his public key.

Signing. When S wants to deniably authenticate a mes-
sage M to the intended receiver R, he computes the
following protocol:

1) Chooses randomly value α ∈ Z+
(22n−1,22n−1).

2) Computes

a. σ = H1(M)ts + H2(M)α;

b. k1 = (vR)−H1(M)ts
2
(mod p);

c. k0 = (vR)αH2(M)ts(mod p);
d. MAC = H(k0‖M).

Then, S sends (k1, σ,MAC) together with message
M to R.

Verifying. After receiving (k1, σ,MAC) together with
message M from S, receiver, R computes

1) k1
∗ = (vs)σtR ;

2) k0
′ = k1 · k1

∗;

3) MAC = H(k0
′‖M).

R verifies whether H(k0‖M) = H(k0
′‖M). If two

equations hold, R accepts the received information.
Otherwise, R rejects it. Note that ‖ is the concate-
nate operator of strings.

Proposition 2. (Completeness) If the sender and the
receiver follow the protocol, the receiver is able to calculate
k0
′ and then identify the source of the message.

Proof. From the proposed protocol, we have

k0
′ = k1 · k∗1
= (vR)−H1(M)ts

2 · (vs)σtR(mod p)

= g−tRH1(M)ts
2 · gts

2H1(M)tR · gH2(M)tsαtR(mod p)

= gH2(M)tsαtR(mod p)

= (vR)H2(M)tsα(mod p)
= k0

So, H(k0
′‖M) = H(k0‖M).

Example 2. The authority randomly chooses p = 137
and g = 101 as a primitive root in Zp. The sender, S
chooses his secret key ts = 781 and computes vs = 118
as his public key. The receiver, R chooses his secret key
tR = 157 and computes vR = 11.

When S wants to deniably authenticate a message M =
888 to the intended receiver R, he chooses randomly value
of α = 813. He computes σ = 35228 since H1(M) =
17 and H2(M) = 27. Then, he computes k1 = 37 and
k0 = 36. Next, he generates MAC by applying the hash
function to the concatenation between M and k0. He gets
MAC = 1dfc4f553a94cfbf96633b16b2b6e1b5. Then, S
sends (k1, σ,MAC) together with message M to R.

After receiving (k1, σ,MAC) together with message M
from S, receiver, R computes k1

∗ = 38, k0
′ = 36 and

MAC = 1dfc4f553a94cfbf96633b16b2b6e1b5 R verifies
whether H(k0‖M) = H(k0

′‖M ′). If two equations hold,
R accepts the received information. Otherwise, R rejects
it.
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3.2 Security Analysis of Deniable Au-
thentication Protocol

Proposition 3. The proposed protocol is deniable.

Proof. If the receiver can simulate all the transmitted in-
formation between him and the sender, then he cannot
prove to any third party where the message is from be-
cause the third party cannot identify whether the message
is from the sender or is forged by receiver himself.

So, if the receiver tells a third party that the data is
from the sender, then the sender can deny it and claims
that the receiver himself forge the data. Hence the third
party cannot identify who tells the truth.

After receiving (k1, σ,MAC), the receiver can identify
the source of the (k1, σ,MAC) with his own private key,
tR. However, he cannot prove the source of the message
to any party because the receiver can calculate k0, so he
can select any other message M ′ and construct MAC ′ =
H(k0

′‖M ′) and tells the third party (k1, σ,MAC ′) is the
information he gets from S.

Without the randomly selected α ∈ Z+
(22n−1,22n−1), the

secret key ts of S and secret key tR of R, the third party
cannot derive k0 and k′0. So he cannot prove whether the
receiver is telling the truth.

Proposition 4. If the attacker cannot personate as the
sender by using another pair of (α′, ts′) in order to com-
municate with the intended receiver, then the proposed
protocol can withstand forgery attack.

Proof. The attacker chooses his secret key ts
′ ∈

Z+
(22n−1,22n−1). When attacker wants to deniably authen-

ticate a message M ′ to the intended receiver R, he com-
putes as follows:

1) Chooses randomly value α′ ∈ Z+
(22n−1,22n−1).

2) Computes

a. σ = H1(M)ts′ + H2(M)α′;

b. k1 = (vR)−H1(M)(ts
′)2(mod p);

c. k0 = (vR)α′H2(M)(ts
′)(mod p);

d. MAC = H(k0‖M ′).

Then, attacker sends (k1, σ,MAC) together with message
M ′ to R. After receiving (k1, σ,MAC) together with mes-
sage M ′ from attacker, receiver, R computes

1) k1
∗ = (vs)σtR ;

2) k0
′ = k1 · k1

∗;

3) MAC = H(k0
′‖M ′).

Hence, H(k0‖M ′) 6= H(k0
′‖M ′). The message authen-

tication code, H(k0‖M ′) 6= H(k0
′‖M ′) since k0 6= k0

′

and the receiver always uses the sender?s public key vs

to calculate k1
∗ and identify the source of the message as

follows:

k0
′ = k1 · k∗1
= (vR)−H1(M)(ts

′)2 · (vs)σtR(mod p)

= g−tRH1(M)(ts
′)2 · gts(H1(M)ts

′+H2(M)α′)tR(mod p)

= g−tRH1(M)(ts
′)2 · g(ts

′)tsH1(M)tR · gH2(M)tsα′tR(mod p)

= g−tRH1(M)(ts
′)2 · g(ts

′)tsH1(M)tR · (vR)H2(M)tsα′(mod p)

6= k0

The session secret key k0 = (vR)H2(M)tsα(mod p) is pro-
tected by BFHP. That is, the pair (α, ts) is protected by
BFHP on σ. If the BFHP surrounding σ is prf-solved,
then both (α, ts) are found. Hence, no third party can
forge a valid k0 to cheat the receiver although he uses
another pair of (α, ts).

Remark 5. On the other hand, if the DLP is solved,
ts ∈ Zp would be found. However, the corresponding
preferred α would not be obtained. In fact, both the
preferred integers (α, ts) is still not obtained.

Observed from vs = gts(mod p). Solving the DLP, we
will get ts0 ∈ Zp. If ts ≡ ts0(mod p), then the attacker
may initiate search for ts since ts = ts0 + pj for some
j ∈ Z. Observe that since ts0, p ∼ 2n and ts ∼ 22n, we
have j ∼ 2n Hence the probability to obtain the correct j

is
1
2n

.

If ts 6≡ ts0(mod p), the attacker may not initiate search
for ts since he cannot find j ∈ Z as j is the number of
time ts0 is reduced by p until ts is obtained.

The following is an example continued from Example 2
in which we illustrated an attacker utilities attacked pa-
rameters (t′s, α

′) as depicted in Proposition 4.

Example 3. The authority randomly chooses p = 137
and g = 101 as a primitive root in Zp. The attacker, A
chooses his secret key ts

′ = 727. The receiver, R chooses
his secret key tR = 157 and computes vR = 11.

When A wants to deniably authenticate a message
M ′ = 555 to the intended receiver R, he chooses randomly
value of α = 847. He computes σ = 35228 since H1(M) =
17 and H2(M) = 27. Then, he computes k1 = 37 and
k0 = 126. Next, he generates MAC by applying the hash
function to the concatenation between M ′ and k0. He gets
MAC = 7306b18193e101e4e2b9a5bff79241e1. Then, A
sends (k1, σ,MAC) together with message M ′ to R.

After receiving (k1, σ,MAC) together with message
M ′ from A, receiver, R computes k∗1 = (vS)σtR us-
ing sender’s public key, vs = 118. He gets k∗1 =
38 and k0

′ = 36. Then he computes MAC =
4eca496522032ec8a7132e441c6725d1. R verifies that
H(k0‖M ′) 6= H(k0

′‖M ′). Then, R does not accept the
information he gets from attacker.

Proposition 5. If an attacker wants to impersonate as
the intended receiver in order to identify the source of a
given message, then the proposed protocol can withstand
such an impersonation attack.
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Table 1: The comparison among deniable authentication protocols

Fan et al. protocol Zhang et al. protocol The proposed protocol
S R S R S R

Exponentiation 2+1 2+2 2 3 2 1
Hashing Computation 1+1 1+1 2 2 3 1

Data Transmission Overhead 2|n|+ 2|h| 2|h| 3|n|+ |r|
Interactive Yes No No

Proof. In our protocol, any third party want to imperson-
ate as the intended receiver cannot identify the source of
the message even if he obtains (k1, σ,MAC). If he can
verify the message authenticator, he must find k0 and k0

′.
As we prove above, he cannot forge k0 and k0

′ as

k0
′ = k1 · k∗1
= (vR)−H1(M)ts

2 · (vs)σtR(mod p)

= g−tRH1(M)ts
2 · gts

2H1(M)tR · gH2(M)tsαtR(mod p)

= gH2(M)tsαtR(mod p)

= (vR)H2(M)tsα(mod p).

It is shown that tR is required in each step to calculate
k0
′. Without the receiver’s private key, tR, it is impossible

for the attacker to forge k0
′.

Proposition 6. The proposed protocol is secure against
man-in-the-middle attack if man-in-the-middle cannot es-
tablish any session key with either the sender or the re-
ceiver.

Proof. Objective of the man-in-the-middle attack is to
pretend to be the sender and cheat the receiver. In order
to pretend as a sender, he needs to compute σ′ for the
corresponding M ′. But this is infeasible because the pair
(α, ts) is protected by BFHP within the initial σ. On the
other hand, the man-in-the-middle cannot pretend to be
the receiver to cheat the sender because he needs to obtain
the receiver’s private key, tR to compute k1

∗ = (vS)σtR .
This is also infeasible because tR is protected by the DLP
within vR. Therefore, the attacker is unable to pretend
to be the sender or the receiver.

4 Comparison

To study the performance of the proposed protocol, we
compare it with some previous proposed deniable authen-
tication protocols. We make comparison against the most
known efficient interactive protocol (Fan et al. 2002) and
non-interactive protocol (Y. Zhang et al. 2011). The
comparison is summarized as in Table 1.

To authenticate the source of a message in Fan et al.’s
interactive protocol, two modular exponentiation compu-
tation and one hashing computation are required by both
sender and receiver. In addition, the sender needs to com-
pute a signature with a message recovery which requires
one modular and one hash function computation. The

receiver needs to verify the signature which requires two
modular exponentiation computation and one hash func-
tion computation. The data transmission overhead for
Fan et al.’s protocol is 2|n|+ 2|h| bits which 2|n| is the
modular size and 2|h| is output size of hash function.

Our proposed protocol is non-interactive so that the
communication process is shorter than in any interactive
protocol. In signing phase, the sender needs two modu-
lar exponentiation computation and three hash function
computation. The receiver needs one modular exponen-
tiation computation and one hash function computation
in verifying phase. Data transmission overhead for our
proposed protocol is 3|n|+ |r| bits, |r| denotes the size of
α and ts while Y. Zhang et al.’s protocol is 2|h| bits.

5 Conclusion

A new deniable authentication protocol based on the bi-
variate function hard problem has been developed. One
can observe from the Table 1 that the number of expo-
nentiation computation needed is less that known efficient
deniable authentication schemes. This suggested that the
proposed method has better computational complexity on
both the sender and the receiver’s end.

The proposed protocol is proved to have the follow-
ing characteristics which only intended receiver can be
authenticated and it is deniable. Some possible attacks
have also been considered and we showed that our pro-
posed protocol is secure against forgery attack, imperson-
ation attack and man-in-the-middle attack. Hence, our
proposed deniable authentication protocol is more desir-
able than existing schemes. In the future studies, we will
focus to improve the efficiency while still maintain the
security of the protocol.
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Abstract

Medium Field Equations (MFE), which is a type of multi-
variate public key encryptions scheme proposed by Wang
et al., was broken by Ding et al. using high order lineariza-
tion equation (HOLE) attack. Recently, many people at-
tempt to modify the second order matrices structure in
the central map of MFE to resist HOLE attack. In this
paper, we gave deeply analysis of all possible construc-
tions by products of the second order matrices and their
variants with transpose and adjoint in the central map of
MFE. We proved that any modification with transpose
and adjoint would satisfy the First Order Linearization
Equations or the Second Order Linearization Equations.
As an example, we gave a practical cryptanalysis of an
improved MFE scheme.
Keywords: Linearization equation, MFE, multivariate
public key cryptosystem, second order matrix

1 Introduction

Public key cryptosystem played an important role in our
modern communication system. But with the rapid de-
velopment of the quantum computer, the traditional pub-
lic key cryptosystems based on the number theory hard
problem, such as RSA and ElGamal cryptosystems, are
all insecure under the quantum computer attack. Mul-
tivariate public key cryptosystem (MPKC) is one of the
promising alternatives to the traditional public key cryp-
tosystem against the quantum computer attack [8]. The
security of the MPKC relies on the difficulty of solving
a random system of nonlinear polynomial equations on a
finite field, which is an NP-hard problem in general.

Let K be a finite field and m, n be two positive inte-
gers. The public key of MPKC is a set of multivariate
polynomials, which are the expressions of the following

map,

(y1, · · · , ym) = F̄ (x1, · · · , xn)
= T ◦ F ◦ S

= (f̄1, · · · , f̄m),

where {y1, · · · , ym} are ciphertext variables and {x1, · · · ,
xn} are plaintext variables. The two invertible affine
transformations T and S are the private keys of the
MPKC, which are defined on Km and Kn respectively.
The map F is called central map. The key point in con-
structing an secure MPKC is to design a proper central
map.

Medium Field Equation (MFE) [12] is a type of multi-
variate public key cryptosystem proposed by Wang et al.
in 2006. The inventor of MFE used products of second
order matrices to derive quadratic polynomials in its cen-
tral map. To avoid the Paratin relation or linearization
equations of form

n,m∑

i=1,j=1

aijxiyj +
n∑

i=1

bixi +
m∑

j=1

cjyj + d = 0,

the inventors used a transposed matrix instead of the orig-
inal one in the central map of MFE. But the original
MFE was broken by High Order Linearization Equation
(HOLE) attack [2] in 2007. Given a public key, the attack
can successfully recover the plaintext corresponding to a
valid ciphertext.

In order to resist existing attack, many modifications
of MFE were proposed. In 2009, Wang et al. [13] modified
MFE and raised the public key from quadratic to quartic
equations. It is indeed this case can avoid HOLEs attack.
However, from their quartic public key, many so-called
Quadratization Equations (QEs) can be found and can
be used to break them [1]. In 2009, Tao et al. gave an
improvement of MFE [9]. They introduced a new ratio-
nal map in composition of the improvement and claimed
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that the new scheme can resist SOLEs attack. But there
are still many SOLEs existing in this new scheme. Given
a public key and a valid ciphertext, we can recover its
corresponding plaintext [14]. In 2009, Huang et al. gave
an improvement of MFE by redesigning the central map
with transpose matrix and adjoint matrix [3]. After the-
oretical analysis, we found that it satisfied both Second
Order Linearization Equations (SOLEs) and First Order
Linearization Equations (FOLEs) [6].

In this paper, we summarize the steps of HOLEs at-
tack. And then, we analyzed the construction based on
the second order matrices in the central map of MFE. We
found that if one want to remain degree two polynomi-
als in the public key and ensure successfully decryption,
one could only use the transpose matrices and the ad-
joint matrices. Given a second order matrix M over a
finite field of characteristic 2, there are only 8 second or-
der matrices with the same determinant of M . And these
8 matrices can be separated into two equivalent class with
the matrix M and its transpose MT . We list all possible
constructions with a matrix M and its transpose MT in
the form of multiplication of two matrices. We found that
all constructions will satisfy the SOLEs or FOLEs. So it
is impossible to improve MFE by changing the form of
second order matrices with their transpose and adjoint.

At last, we show how to find FOLEs satisfied by an im-
provement of MFE scheme [3] proposed by Jiasen Huang
et al. After finding all the FOLEs, we use linearization
equation attack breaking this improved version.

This paper is organized as follows. We introduce the
MFE scheme, the idea of HOLEs attack on it and an
improvement of MFE in Section 2. In Section 3, we give
an analysis of the structure of the second order matrices
in MFE scheme. Then we present a FOLEs attack on an
improvement of MFE in Section 4. Finally, we conclude
this paper in Section 5.

2 Preliminaries

In this section, we will introduce the MFE public key
cryptosystem and the previous attack on MFE. Then, we
will introduce one modification of MFE.

2.1 MFE Public Key Cryptosystem

We use the same notations as in [12]. Let K be a finite
field of characteristic 2 and L be its degree r extension
field. In MFE, we always identify L with Kr by a K-linear
isomorphism π: L → Kr. Namely we take a basis of L
overK, {θ1, · · · , θr}, and define π by π(a1θ1+· · ·+arθr) =
(a1, · · · , ar) for any a1, · · · ar ∈ K. It is natural to extend
π to two K-linear isomorphisms π1: L12 → K12r and π2:
L15 → K15r.

In MFE, its encryption map F : K12r → K15r is a
composition of three maps φ1, φ2, φ3. Let

(u1, · · · , u12r) = φ1(x1, · · · , x12r),

(v1, · · · , v15r) = φ2(u1, · · · , u12r),

(y1, · · · , y15r) = φ3(v1, · · · , v15r),

where φ1 and φ3 are invertible affine maps, φ2 is its central
map, which is equal to π1 ◦ φ̄2 ◦ π−1

2 .
φ1 and φ3 are taken as the private key, while the ex-

pression of the map (y1, · · · , y15r) = F (x1, · · · , x12r) is
the public key.The map φ̄2: L12 → L15 is defined as fol-
lows.





Y1 = X1 + X5X8 + X6X7 + Q1;
Y2 = X2 + X9X12 + X10X11 + Q2;
Y3 = X3 + X1X4 + X2X3 + Q3;
Y4 = X1X5 + X2X7; Y5 = X1X6 + X2X8;
Y6 = X3X5 + X4X7; Y7 = X3X6 + X4X8;
Y8 = X1X9 + X2X11; Y9 = X1X10 + X2X12;
Y10 = X3X9 + X4X11; Y11 = X3X10 + X4X12;
Y12 = X5X9 + X7X11; Y13 = X5X10 + X7X12;
Y14 = X6X9 + X8X11; Y15 = X6X10 + X8X12,

where Q1, Q2, and Q3 form a triple (Q1, Q2, Q3) which
is a triangular map from K3r to itself, more detail please
see [12].

The method of computing φ̄−1
2 is listed as follows:

Write X1, · · · , X12, Y4, · · · , Y15 as six 2× 2 matrices:

M1 =
(

X1 X2

X3 X4

)

M2 =
(

X5 X6

X7 X8

)

M3 =
(

X9 X10

X11 X12

)

Z3 = M1M2 =
(

Y4 Y5

Y6 Y7

)

Z2 = M1M3 =
(

Y8 Y9

Y10 Y11

)

Z1 = MT
2 M3 =

(
Y12 Y13

Y14 Y15

)
.

Then





det(M1) · det(M2) = det(Z3),
det(M1) · det(M3) = det(Z2),
det(M2) · det(M3) = det(Z1).

When M1, M2, and M3 are all invertible, we can get
values of det(M1), det(M2), and det(M3) from det(Z1),
det(Z2), and det(Z3), for instance, det(M1) =

(
det(Z2) ·

det(Z3)/det(Z1)
)1/2.

With the values of det(M1), det(M2), and det(M3),
we can use the triangular form of the central map to get
X1, X2, · · · , X12 in turn. Then we can recover the plain-
text corresponding the given ciphertext. More detail of
decryption are presented in [12].
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2.2 High Order Linearization Equation

High Order Linearization Equation (HOLE) is an type of
equation of the following form:

n,t∑
i=1,j=1

aijxigj(y1, y2, · · · , ym)

+
l∑

k=1

ckhk(y1, y2, · · · , ym) + d = 0,

(1)

where hk, 1 ≤ k ≤ l, gj , 1 ≤ j ≤ t, are polynomial
functions in the ciphertext variables. The highest degree
of gj , 1 ≤ j ≤ l and hk, 1 ≤ k ≤ l is called the order of
the HOLE.

For example, the First Order Linearization Equation
(FOLE) and the Second Order Linearization Equation
(SOLE) are of the following forms, respectively.

n,m∑

i=1,j=1

aijxiyj +
n∑

i=1

bixi +
m∑

j=1

cjyj + d = 0.

∑

i

xi


∑

j≤k

aijkyjyk +
∑

j

bijyj + ci




+
∑

j≤k

djkyjyk +
∑

ejyj + f = 0.

Note that, given a valid ciphertext y′ = (y′1, y
′
2, · · · , y′m),

we can substitute it into Equation (1) to get a linear equa-
tion in the plaintext variables. By finding all these equa-
tions we get a linear system in the plaintext variables,
which can be solved by Gaussian Elimination. After hav-
ing found a solution, we can do elimination on the public
key or solve System (2).





F1(x1, · · · , xn) = y′1;
· · ·

Fm(x1, · · · , xn) = y′m.
(2)

Then, we can also check whether there are some HOLEs
satisfied by the eliminated public key and the form of
HOLEs.

The steps of LE attack are listed in Algorithm 1.

2.3 Previous Attack on MFE

In designing the MFE scheme, the inventors have taken
into account the LE attack. They used MT

2 instead of M2

to avoid the FOLEs.
But Ding et al. found that there are many SOLEs

satisfied by the MFE scheme. Denote by M∗ the adjoint
matrix of a second order matrix. From

Z3 = M1M2, Z2 = M1M3,

we have

M3M
∗
3 M∗

1 M1M2 = M3Z
∗
2Z3 = det(Z2)M2. (3)

Expanding Equation (3), we get four equations of the form
∑

a′ijkXiYjYk = 0. (4)

Algorithm 1 Steps of LE Attack
1: Input: public key F of a MPKC, ciphertext y′ ∈ Km

2: Output: corresponding plaintext x′ ∈ Kn

3: Check whether there are some LEs satisfied by public
key.

4: Determine the form of LEs and find all the LEs.
5: Substitute the ciphertext y′ into the linearization

equations and find all linear equations in the plaintext
variables. Solve the system to find linear relations be-
tween plaintext variables. In other words, some plain-
text variables can be written as linear expressions in
the remaining variables.

6: Substitute the linear expressions of plaintext variables
into the public key polynomials to get a ”eliminated”
public key expression (it is in fewer unknown plaintext
components).

7: Check whether there are some LEs satisfied by the
eliminated public key. If there are, goto Step 2.

8: Directly solve the last eliminated System (2).
9: Use the linear relations between plaintext variables to

get the values of remained plaintext components.

In [2], 24 equations of this form can be found.
Substituting (X1, · · · , X12) = π−1

1 ◦ φ1(x1, · · · , x12r)
and (Y1, · · · , Y15) = π−1

2 ◦ φ−1
3 (y1, · · · , y15r) into Equa-

tion (4), we get 24r equations of the form

∑
i

xi

(
∑
j≤k

aijkyjyk +
∑
j

bijyj + ci

)

+
∑
j≤k

djkyjyk +
∑
j

ejyj + f = 0.

These equations are SOLEs.
Given a public key and a valid ciphertext, after find-

ing all the SOLEs, one can recovered the corresponding
plaintext efficiently.

2.4 Improvement of MFE

To avoid the SOLE, Jiasen Huang et al. proposed a modi-
fication of MFE. They modified only the matrix equations
as follows.

M1, M2 and M3 are defined as same as the origin MFE,
while Z1, Z2 and Z3 are defined as follows:

Z3 = M1M
∗
2 =

(
Y4 Y5

Y6 Y7

)
,

Z2 = M∗
1 M3 =

(
Y8 Y9

Y10 Y11

)
,

Z1 = MT
2 M∗

3 =
(

Y12 Y13

Y14 Y15

)
,

where M∗
i (1 ≤ i ≤ 3) are the adjoint matrices of M∗

i .
These matrices are also satisfied





det(M1) · det(M2) = det(Z3),
det(M1) · det(M3) = det(Z2),
det(M2) · det(M3) = det(Z1).
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so the decryption process is very similar to the original
MFE. See [3] for more detail.

3 Analysis of the Structure Based
on Second Order Matrices

In this section, we consider the second order matrices over
a finite field K of characteristic 2.

In order to resist HOLE, many people try to improve
the MFE scheme by modifying the second order matrices
of the central map. To ensure the decryption successfully,
they need keep the determinants unchanged.

Now we give two Propositions on the constructions by
using the second order matrices.

Proposition 1. Given a square matrix M =(
X1 X2

X3 X4

)
, where X1, X2, X3, X4 ∈ K, there are eight

square matrices which satisfy:

1) Components in these matrices are all constituted of
X1, X2, X3, X4 ∈ K;

2) The determinants of these matrices are equal to
det(M).

And all matrices above can be transformed by M or MT

through row transformations and column transformations.

Proof: Given X1, X2, X3, X4 ∈ K of characteristic 2,
there are 24 different matrices. We can calculate their
determinate one by one. Clearly, there are eight matri-
ces (including the matrix M) whose determinate equal to
det(M). We list as follows:

(
X1 X2

X3 X4

)
,

(
X2 X1

X4 X3

)
,

(
X3 X4

X1 X2

)
,

(
X4 X3

X2 X1

)
,

(
X1 X3

X2 X4

)
,

(
X2 X4

X1 X3

)
,

(
X4 X2

X3 X1

)
,

(
X3 X1

X4 X2

)
.

Among the matrices above, the first four matrices can
be easily derived from the matrix M through row trans-
formation and column transformation. And the last four
matrices can be gotten from MT .

Let us consider the following equations:





Y4 = X1X5 + X2X7;
Y5 = X1X6 + X2X8;
Y6 = X3X5 + X4X7;
Y7 = X3X6 + X4X8.

(5)

The Equation (5) can be expressed by the following

four matrices equations.
(

Y4 Y5

Y6 Y7

)
=

(
X1 X2

X3 X4

)(
X5 X6

X7 X8

)
,

(
Y4 Y5

Y6 Y7

)
=

(
X2 X1

X4 X3

)(
X7 X8

X5 X6

)
,

(
Y6 Y7

Y4 Y5

)
=

(
X3 X4

X1 X2

)(
X5 X6

X7 X8

)
,

(
Y6 Y7

Y4 Y5

)
=

(
X4 X3

X2 X1

)(
X7 X8

X5 X6

)
.

So, we can say that the matrices
(

X2 X1

X4 X3

)
,

(
X3 X4

X1 X2

)
,

(
X4 X3

X2 X1

)
are equivalent to the ma-

trix
(

X1 X2

X3 X4

)
.

Similarly, the matrices
(

X2 X4

X1 X3

)
,

(
X4 X2

X3 X1

)
,

(
X3 X1

X4 X2

)
are equivalent to the matrix

(
X1 X3

X2 X4

)
.

Notice that the matrix
(

X4 X2

X3 X1

)
is the adjoint ma-

trix of the matrix
(

X1 X2

X3 X4

)
. So, we can only consider

a matrix and its transpose in the matrices form of the cen-
tral map in MFE.

Proposition 2. Given a square matrix M =(
X1 X2

X3 X4

)
, where X1, X2, X3, X4 ∈ K. Mi, i =

1, · · · , 4 are random second order matrices on finite field
K, define a set as follows:

Q = {MM1,M2M,MT M3,M4M
T },

then any two elements in Q can be deduced high order
linearization equations in constructing the central map in
MFE.

Proof: There are 6 forms of combination (Z1, Z2) in Q,
we analysis of them respectively.

1) If Z1 = MM1, Z2 = M2M , we can derive

Z2M1 = M2Z1;

2) If Z1 = MM1, Z2 = MT M3, we can derive

ZT
2 M1 = MT

3 Z1;

3) If Z1 = MM1, Z2 = M4M
T , we can derive

det(Z2)M1 = MT
4 (ZT

2 )∗Z1;

4) If Z1 = M2M,Z2 = MT M3, we can derive

det(Z1)(MT
3 )∗ = M∗

2 Z1(ZT
2 )∗;
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5) If Z1 = M2M, Z2 = M4M
T , we can derive

Z1M
T
4 = M2Z

T
2 ;

6) If Z1 = MT M3, Z2 = M4M
T , we can derive

Z2M3 = M4Z1;

In Cases 1), 2), 5), and 6), we can derive FOLEs. In Cases
3) and 4), we can derive SOLEs.

The original MFE scheme satisfied Case 3) and 4) in
the proof of Proposition 2.

As to the improved MFE, the matrices equation Z2 =
M∗

1 M3 can be changed into
(

Y10 Y11

Y8 Y9

)
=

(
X1 X3

X2 X4

)(
X11 X12

X9 X10

)
.

This equation and Z3 = M1M
∗
2 satisfy Case 2). Simi-

larly, according to the Proposition 1, we can deduce that
the central map of the improved MFE scheme satisfy
Cases 1), 5) and 6).

From Proposition 1 and Proposition 2 above, we can
make sure that all the modifications of MFE by changing
the form of matrices in MFE with their transpose and
adjoint will fail to resist the HOLEs attack.

4 Linearization Equation Attack
on Improvement of MFE

In this section, we give an example of Linearization Attack
on Improvement of MFE. This work was presented on The
10th International Conference on Cryptology and Net-
work Security (CANS 2011). The authors of [3] claimed
their improvement of MFE can resist SOLEs attack. But
according to Section 3, we know that this scheme satisfied
the FOLEs. In this section, we will describe how to get
the FOLEs and present the whole FOLE attack on this
improvement.

4.1 Finding FOLEs

Note that, for any square matrices M1 and M2, we have

(M∗
1 )∗ = M1,

(M1M2)∗ = M∗
2 M∗

1 ,

(M∗
1 )T = (MT

1 )∗.

From
Z3 = M1M

∗
2 , Z2 = M∗

1 M3

we can derive

M∗
3 Z3 = M∗

3 M1M
∗
2 = (M∗

1 M3)∗M∗
2 = Z∗2M∗

2

and hence,
Z∗2M∗

2 = M∗
3 Z3

Expanding it, we have
(

Y11 −Y9

−Y10 Y8

)(
X8 −X6

−X7 X5

)

=
(

X12 −X10

−X11 X9

)(
Y4 Y5

Y6 Y7

)
.

That is,




X8Y11 + X7Y9 = X12Y4 −X10Y6

−X6Y11 −X9Y5 = X12Y5 −X10Y7

−X8Y10 −X7Y8 = −X11Y4 + X9Y6

X6Y10 + X5Y8 = −X11Y5 + X9Y7.

(6)

Applying (X1, · · · , X12) = π1 ◦ φ1(x1, · · · , x12r) and
(Y1, · · · , Y15) = π−1

2 ◦φ−1
3 (y1, · · · , y15r) into Equation (6),

we get 4r equations of the form
∑

i,j

aijxiyj +
∑

i

bixi +
∑

j

cjyj + d = 0, (7)

where the coefficients aij , bi, cj , d ∈ K, and the summa-
tions are respectively over 1 ≤ i ≤ 12r and 1 ≤ j ≤ 15r.
These equations are FOLEs. Apparently, these 4r equa-
tions are linearly independent.

Using the same technique, we can derive other 8r
SOLEs. Note that

Z1M1 = MT
2 M∗

3 M1 = MT
2 Z∗2

Z∗1MT
1 = (MT

2 M∗
3 )∗MT

1 = M3(MT
2 )∗MT

1

= M3(M∗
2 )T MT

1 = M3Z
T
3 .

That is,

Z1M1 = MT
2 Z∗2

Z∗1MT
1 = M3Z

T
3 .

Expanding them and substituting (X1, · · · , X12) =
π1 ◦ φ1(u1, · · · , u12r) and (Y1, · · · , Y15) = π−1

2 ◦
φ−1

3 (z1, · · · , z15r) into them, we get another linearly in-
dependent 8r FOLEs.

To find all the FOLEs, we randomly generate sufficient
plaintext/ciphertext pairs and substitute them into the
FOLE to get a system of linear equations on the unknown
coefficients a1,1, · · · , a12r,15r, b1, · · · , b12r, c1, · · · , c15r, d.
In this case, the number of unknown coefficients in these
equations is equal to

12r × 15r + 12r + 15r + 1 = 180r2 + 27r + 1.

Suppose we derive D linearly independent FOLEs. Let
Ek(1 ≤ k ≤ D) denote these equations:

12r,15r∑

i=1,j=1

a
(k)
ij xiyj +

12r∑

i=1

b
(k)
i xi +

15r∑

j=1

c
(k)
j yj + d(k) = 0.

We used computer experiments to find all linearization
equations. In one of our experiments, we choose K =
GF (216), r = 4. In this case, the number of unknown
coefficients is equal to 2989.

Our experiments show that it take about 22 minutes
on the execution of this step. And D = 48.

Note that, this step is independent of the value of the
ciphertext and can be done once for a given public key.
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4.2 Ciphertext-only Attack

Now we have derived all FOLEs. Our goal is to find cor-
responding plaintext (x′1, · · · , x′12r) for a given valid ci-
phertext (y′1, · · · , y′15r).

Substitute (y′1, · · · , y′15r) into basis equations Ek, we
can get k equations in following form:





∑
i,j

a
(k)
ij xiy

′
j +

∑
i

b
(k)
i xi +

∑
j

c
(k)
j y′j + d(k) = 0

1 ≤ k ≤ D.
(8)

Suppose the dimension of the basis of System (8) so-
lution space is s. Then, we can represent s variables of
x1, · · · , x12r by linear combinations of other 12r− s. De-
note w1, · · · , w12r−s are remainder variables. Our exper-
iments show s = 32, when r = 4.

Now substitute the expressions obtained above into
Fj(x1, · · · , x12r), we can get 15r new quadratic functions
F̃j(w1, · · · , w12r−s), j = 1, · · · , 12r. Then, our attack
turn to solve the following system:

{
F̃i(w1, · · ·w12r−s) = y′i
1 ≤ i ≤ 15r.

(9)

There are 4r unknowns and 15r equations in Sys-
tem (9). We can solve this system by Gröbner basis
method and recover the corresponding plaintext.

Our experiments show that it takes about 6 second to
solve System (9) and our experiments recover the corre-
sponding plaintext successfully.

All of our experiments were performed on a normal
computer, with Genuine Intel(R) CPU T2300@1.66GHz,
504MB RAM by magma.

5 Conclusion

In this paper, we verified that all modifications of MFE by
changing the form of matrices with transpose and adjoint
will satisfy the SOLEs or FOLEs. Hence, they are all
insecure.

In order to enhance the security of MPKCs, many
enhancement methods were proposed such as Piece in
hand [10], Extended Multivariate public key Cryptosys-
tems (EMC) [11] etc. All of these methods are subjected
to different levels of attacks [4, 5]. Recently, Qiao pro-
posed three security enhancement methods on MPKC [7].
The security of their methods will be considered in the fu-
ture.
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Abstract

Identity based signcryption (IBSC) is a novel crypto-
graphic primitive that simultaneously provides the au-
thentication and encryption in a single logic step. The
IBSC has been shown to be useful in many applications,
such as electronic commerce, mobile communications and
smart cards. Recently, Li et al. (2013) [16] proposed
a new identity based signcryption scheme and claimed
that their scheme was provably secure in the standard
model, i.e. (IND-IBSC-CCA2) semantically secure un-
der adaptively chosen-ciphertext attack and (EUF-IBSC-
CMA) existential unforgeable under adaptively chosen-
message. However, in this paper, by giving concrete at-
tacks, we show that Li et al’s scheme is not secure in their
security model. Additionally, we further indicate that Li
et al’s scheme also does not satisfy strongly existential
unforgeability.

Keywords: Existential unforgeability, identity-based sign-
cryption, semantically security, signcryption, standard
model

1 Introduction

Confidentiality, integrity, non-repudiation and authenti-
cation are the important requirements for cryptographic
applications. A traditional approach to achieve these re-
quirements is to sign-then-crypt the message. The con-
cept of signcryption was first proposed by Zheng [31]. The
idea of this kind of primitive is to perform signature and
encryption simultaneously in order to reduce the compu-
tational costs and communication overheads.

The concept of identity-based (simply ID-based) pub-
lic key cryptography (ID-PKC) was introduced by
Shamir [22] in 1984, which simplifies key management
procedure of traditional certificate-based public key cryp-
tography. The main idea of ID-PKC is that the user’s

public key can be calculated directly from his/her identity
such as email addresses rather than being extracted from
a certificate issued by a certificate authority (CA). Private
keys are generated for the users by a trusted third party,
called Private Key Generator (PKG) using some master
key related to the global parameters for the system. The
direct derivation of public keys in ID-PKC eliminates the
need for certificates and some of the problems associated
with them.

Lee present the first identity based signcryption (IBSC)
scheme [18]. Since then, many identity based sign-
cryption schemes were proposed [1, 3, 6, 7, 8, 15, 17].
To offer strong security guarantee, provable security is
very essential for IBSC schemes. However, the early
schemes [1, 3, 6, 7, 8, 15, 17, 18, 23, 27] use random ora-
cle model to achieve the security requirement. The ran-
dom oracle model was introduced by Bellare and Rogaway
in [2]. The model is a formal model in analyzing crypto-
graphic schemes, where a hash function is considered as
a black-box that contains a random function. Although
the model is efficient and useful, it has received a lot of
criticism that the proofs in the random oracle model are
not proofs. Canetti et al. [5] have shown that security
in the random oracle model does not imply the security
in the real world in that a scheme can be secure in the
random oracle model and yet be broken without violat-
ing any particular intractability assumption, and without
breaking the underlying hash functions.

Recently many efforts have been made to design prov-
ably secure IBSC scheme in the standard model (with-
out using random oracles). In 2009, based on Waters
scheme [26], Yu et al. [28] proposed the first identity based
signcryption scheme without random oracles. However,
in 2010, Wang and Qian [24], Jin et al. [10], Zhang [29]
and Zhang et al. [30] independently pointed out that Yu
et al.’s scheme [28] cannot achieve indistinguishability
against chosen plaintext attacks. To remedy the secu-
rity problem, Jin et al. [10] and Zhang [29] proposed im-
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proved IBSC schemes, respectively. Meanwhile, Ren and
Gu [19] proposed a signcryption scheme based on Gentry’s
IBE [9] but it was shown by Wang et al. [25] that it had
neither confidentiality nor existential unforgeability. In
2011, Li et al. [11] showed that the scheme in [10] satisfies
neither confidentiality nor existentially unforgeability. Li
and Takagi [14] further pointed out that the IBSC scheme
in [10, 29] did not have the IND-CCA2 property (not even
chosen plaintext attacks (IND-CPA)) and then present a
fully secure IBSC scheme in the standard model. Li et
al. also proposed anther two IBSC schemes [12, 13] in the
standard model. But Selvi et al. [20] have also shown that
Li et al’s schemes [12, 13, 14] are not secure in the stan-
dard model. In 2012, Selvi et al. [21] presented the first
provably secure ID based signcryption scheme in the stan-
dard model. This scheme satisfied the strongest notions of
security available for the ID based signcryption schemes.
In 2013, Li et al. [16] proposed a new identity-based sign-
cryption scheme and claimed that their scheme is proven
to be semantically secure under chosen-ciphertext attack
and unforgeable under chosen-message attack in the stan-
dard model.

In this paper, using concrete attacks, we show that
the Li et al’s ID-based signcryption scheme [16] is not
semantically secure under chosen-ciphertext attack and
unforgeable under chosen-message attack. In addition,
we indicate that this scheme is not strongly existentially
unforgeable also.

2 Preliminaries

In this section, we briefly review the basic concepts on
bilinear pairings, the formal definition and security model
of identity based signcryption scheme.

2.1 Bilinear Pairings

Let G and GT be two multiplicative cyclic groups of prime
order p and let g be a generator of G. The map e: G×G→
GT is said to be an admissible bilinear pairing with the
following properties:

1) Bilinearity: e(ua, vb) = e(u, v)ab for all u, v ∈ G
and for all a, b ∈ Zp.

2) Non-degeneracy: e(g, g) 6= 1G.

3) Computability: There exists an efficient algorithm
to compute e(u, v) for all u, v ∈ G.

We note the modified Weil and Tate pairings associated
with supersingular elliptic curves as examples of such ad-
missible pairings.

2.2 Definition of Identity Based Sign-
cryption

An identity based signcryption scheme consists of the fol-
lowing four functions:

Setup. Given a security parameter k, the private
key generator (PKG) generates system parameters
params and a master key msk. params is made
public while msk is kept secret.

Extract. Given an identity u, the PKG computes the
corresponding private key du and transmits it to u
via a secure channel.

Signcrypt. Given a message M , the sender’s private key
ds, and the receiver’s identity ur, the sender com-
putes Signcrypt(M,ds, ur) to obtain the ciphertext
σ.

Unsigncrypt. When receiving σ, the receiver with iden-
tity ur computes Unsigncrypt(σ, dr, us) and ob-
tains the plaintext M or the symbol ⊥ if σ is an
invalid ciphertext between identities us and ur.

2.3 Security Model of Identity Based
Signcryption

Based on Malone-Lee model [18], Li et al. [16] defined the
security notions for identity based signcryption scheme.
The notions are semantically secure (i.e. indistinguisha-
bility against adaptive chosen ciphertext attacks, IND-
IBSC-CCA2) and existentially unforgeable against adap-
tive chosen messages attacks (EUF-IBSC-CMA).

Confidentiality Game: For confidentiality, we consider
the following game played between a challenger C and
an adversary A.

Setup. The challenger C takes a security parameter k
and runs Setup algorithm to generate system pa-
rameters params and the master key msk. Then C
sends params to A and keeps msk secret.

Phase 1. The adversary A can perform a polynomially
bounded number of the following queries. These
queries may be made adaptive, i.e. each query may
depend on the answers to the previous queries.

Extract Queries. The adversary A chooses an identity
u, C computes du = Extract(u) and sends du to A.

Signcrypt Queries. The adversary A produces a
sender’s identity us, the receiver’s identity ur and
a plaintext M . C computes ds = Extract(us) and
σ = Signcrypt(M,ds, ur) and sends σ to A.

Unsigncrypt Queries. The adversary A produces a
sender’s identity us, the receiver’s identity ur
and a ciphertext σ. C generates the private
key dr = Extract(ur) and sends the result of
Unsigncrypt(σ, dr, us) to A.

Challenge. The adversary A decides when phase 1 ends.
A chooses two equal length plaintexts M0 and M1,
a sender’s identity u∗s and the receiver’s identity
u∗r on which to be challenged. The identity u∗r
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should not appear in any extract queries in phase
1. C chooses randomly a bit b, computes σ∗ =
Signcrypt(Mb, d

∗
s, u
∗
r) and sends σ∗ to A.

Phase 2. The adversary A makes a polynomial number
of queries adaptively again as in phase 1 with the
restriction that it cannot make extract query on u∗r
and cannot make an unsigncrypt query on σ∗ under
u∗r .

Guess. The adversary A produces a bit b′ and wins the
game if b′ = b.

The advantage of A is defined as AdvEnc(A) =
2|Pr[b′ = b]− 1|, where Pr[b′ = b] denotes the probability
that b′ = b.

Definition 1. (Confidentiality): An identity based sign-
cryption scheme is said to have the indistinguishabil-
ity against adaptive chosen ciphertext attacks (IND-
IBSC-CCA2) or semantically security if no polynomially
bounded adversary has a non-negligible advantage in the
confidentiality game.

Unforgeability Game: For unforgeability, we consider
the following game played between a challenger C and
an adversary A.

Setup. The challenger C runs the Setup algorithm with
a security parameter k obtains system parameters
params and the master secret key msk. C sends
params to A.

Queries. The adversary A performs polynomially
bounded number of queries adaptively just like in
the confidentiality game.

Forgery. Finally, the adversary A produces a forgery
(σ∗, u∗s, u

∗
r). We say A wins the game if the following

are satisfied.

1) The ciphertext σ∗ is valid.

2) The private key of u∗s was not asked in the ex-
tract queries.

3) The ciphertext σ∗ is not returned during the
signcrypt queries.

The advantage of A is defined as the probability of
success in winning the above game.

Definition 2. (Unforgeability) An identity based sign-
cryption scheme is said to have the existentially un-
forgeable against adaptive chosen message attacks (EUF-
IBSC-CMA) if no polynomially bounded adversary has a
non-negligible advantage in the unforgeability game.

3 Review of Li et al. Identity
Based Signcryption Scheme

In this section, we review Li et al.’s identity based sign-
cryption scheme [16]. This scheme consists of the follow-
ing four functions.

Setup. Let (G,GT ) be bilinear groups such that |G| =
|GT | = p for some prime p, and let g be a genera-
tor of G. Given a bilinear map e : G × G → GT
and a collision-resistant hash function H : {0, 1}∗ →
{0, 1}nm , the private key generator (PKG) randomly
chooses α ∈ Z∗p and computes g1 = gα. In addi-
tion, the PKG randomly picks up g2, u

′,m′ ∈ G and
two vectors −→u = (ui),

−→m = (mi) of length and
nu, nm, respectively. The system parameters are
params = (G,GT , e,H, g, g1, g2, u

′,m′,−→u ,−→m) and
the master key is msk = gα2 .

Extract. Let U ⊂ {1, · · ·, nu} be the set of indices such
that u[i] = 1, where u[i] is the i-th bit of u. Given
an identity u, PKG randomly picks up ku ∈ Z∗p and
computes

du = (du1, du2) =

(
gα2 (u′

∏
i∈U

ui)
ku , gku

)
.

Suppose that the strings us and ur of nu bits are the
identities of the sender and the receiver respectively.
Let Us, Ur ⊂ {1, · · ·, nu} be the set of indices that
us[i] = 1, ur[i] = 1, where us[i], ur[i] are the i-th bit
of us, ur respectively. Therefore, the private keys for
the sender and the receiver are

ds = (ds1, ds2) =

(
gα2 (u′

∏
i∈Us

ui)
ks , gks

)

dr = (dr1, dr2) =

(
gα2 (u′

∏
i∈Ur

ui)
kr , gkr

)
.

Singcrypt. On input M ∈ GT , the receiver’s identity
ur, the sender with identity us uses his private key
ds = (ds1, ds2) to do the following steps:

1) Randomly choose k ∈ Zp;
2) Compute σ1 = M · e(g1, g2)k;

3) Compute σ2 = gk;

4) Compute σ3 = (u′
∏
i∈Ur

ui)
k;

5) Compute σ4 = ds2;

6) Compute m = H(σ1, σ2, σ3, σ4, us, ur) and let
M ⊂ {1, · · · , nm} be the set of indices j such
that m[j] = 1;

7) Compute σ5 = ds1 · (m′
∏
j∈M

mj)
k;

8) Output the ciphertext σ = (σ1, σ2, σ3, σ4, σ5).

Unsigncrypt. On input the ciphertext σ = (σ1, σ2, σ3,
σ4, σ5), the sender’s identity us, the receiver with
private key dr = (dr1, dr2) decrypts the ciphertext as
follows:

1) Computem = H(σ1, sigma2, σ3, σ4, us, ur) and
let M ⊂ {1, · · · , nm} be the set of indices j such
that m[j] = 1, where m[j] is the j-th bit of m.
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2) Check whether the following equality holds:

e(σ5, g) = e(g1, g2) · e

(
u′
∏
i∈Us

ui, σ4

)

·e

(
m′
∏
i∈M

mj , σ2

)
.

If holds, output M = σ1 · e(dr2,σ3)
e(dr1,σ2) and ⊥ other-

wise.

4 Cryptanalysis of Li et al.’s Iden-
tity Based Signcryption Scheme

Although Li et al. [16] proved that their scheme is both
semantically secure against adaptive chosen-ciphertext
attacks (IND-IBSC-CCA2) and existentially unforgeable
against adaptive chosen message attacks (EUF-IBSC-
CMA). However, we will disprove their claims by giving
three concrete attacks.

4.1 Attack Against Semantical Security

Li et al. [16] claimed that their scheme is semantically
secure against adaptive chosen-ciphertext attack in the
standard model, given that decisional bilinear Diffie-
Hellman problem is hard. Unfortunately, this is not true.
We show that his conclusion does not hold.

There exists a polynomial time adversary A who can
always win IND-IBSC-CCA2 game as follows:

Setup. An adversary A generates master key msk and
system parameters params for challenger C. In par-
ticular, A randomly chooses x′, y′, x1, · · · , xnu

, y1,
· · · , ynm

∈ Zp and defines parameters u′,m′,−→u ,−→m
as follows:

u′ = gx
′
, u1 = gx1 , · · · , unu

= gxnu

m′ = gy
′
,m1 = gy1 , · · · ,mnm

= gynm .

Phase 1. A need not issue any query.

Challenge. A generates two equal length plaintexts M0

and M1, and two identities u∗s and u∗r on which it
wants to be challenged. When A receives the chal-
lenge ciphertext σ∗ = Signcrypt(Mb, d

∗
s, u
∗
r), where

b is the randomly bit chosen by the challenger. Recall
that A’s goal is to correctly guess the value b.

According to Signcrypt algorithm, the challenge ci-
phertext σ∗ = (σ∗1 , σ

∗
2 , σ
∗
3 , σ
∗
4 , σ
∗
5) is of the following

forms:

σ∗1 = Mb · e(g1, g2)k
∗
,

σ∗2 = gk
∗
,

σ∗3 = (u′
∏
i∈U∗r

ui)
k∗ ,

σ∗4 = d∗s2,

σ∗5 = d∗s1 · (m′
∏
j∈M∗

mj)
k∗ ,

where U∗r ⊂ {1, · · · , nu} be the set of indices i
such that u∗r [i] = 1, M∗ ⊂ {1, · · · , nm} be the
set of indices j such that m∗[j] = 1 and m∗ =
H(σ∗1 , σ

∗
2 , σ
∗
3 , σ
∗
4 , u
∗
s, u
∗
r).

Phase 2. Firstly, the adversaryA randomly picks k̄ ∈ Z∗p
and defines another ciphertext σ̄ = (σ̄1, σ̄2, σ̄3, σ̄4, σ̄5)
as follows:

σ̄1 = σ∗1 · e(g1, g2)k̄,

σ̄2 = σ∗2 · gk̄,
σ̄3 = σ∗3 · (u′

∏
i∈U∗r

ui)
k̄,

σ̄4 = σ∗4 ,

σ̄5 =
σ∗5

(σ∗2)
y′+

∑
j∈M∗

yj
· (σ∗2)

y′+
∑

j∈M̄
yj

· (m′
∏
j∈M̄

mj)
k̄,

where M̄ ⊂ {1, · · · , nm} be the set of indices j such
that m∗[j] = 1 and m̄ = H(σ̄1, σ̄2, σ̄3, σ̄4, u

∗
s, u
∗
r).

Indeed, σ̄ = (σ̄1, σ̄2, σ̄3, σ̄4, σ̄5) is a valid ciphertext
under the same message Mb, the same sender with
identity u∗s and the receiver with identity u∗r .

Correctness.

σ̄1 = σ∗1 · e(g1, g2)k̄

= Mb · e(g1, g2)k
∗
· e(g1, g2)k̄

= Mb · e(g1, g2)k
∗+k̄

σ̄2 = σ∗2 · gk̄

= gk
∗
· gk̄

= gk
∗+k̄,

σ̄3 = σ∗3 · (u′
∏
i∈U∗r

ui)
k̄

= (u′
∏
i∈U∗r

ui)
k∗ · (u′

∏
i∈U∗r

ui)
k̄

= (u′
∏
i∈U∗r

ui)
k∗+k̄

σ̄4 = σ∗4

= d∗s2,
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σ̄5 =
σ∗5

(σ∗2)
y′+

∑
j∈M∗

yj
· (σ∗2)

y′+
∑

j∈M̄
yj

· (m′
∏
j∈M̄

mj)
k̄

=

d∗s1 · (m′
∏

j∈M∗
mj)

k∗

(σ∗2)
y′+

∑
j∈M∗

yj
· (σ∗2)

y′+
∑

j∈M̄
yj

·(m′
∏
j∈M̄

mj)
k̄

=

d∗s1 · (m′
∏

j∈M∗
mj)

k∗

(gk∗)
y′+

∑
j∈M∗

yj
· (gk

∗
)
y′+

∑
j∈M̄

yj

·(m′
∏
j∈M̄

mj)
k̄

=

d∗s1 · (m′
∏

j∈M∗
mj)

k∗

(
g
y′+

∑
j∈M∗

yj
)k∗ ·

(
g
y′+

∑
j∈M̄

yj
)k∗

·(m′
∏
j∈M̄

mj)
k̄

=

d∗s1 · (m′
∏

j∈M∗
mj)

k∗

(m′
∏

j∈M∗
mj)k

∗ · (m′
∏
j∈M̄

mj)
k∗

·(m′
∏
j∈M̄

mj)
k̄

= d∗s1 · (m′
∏
j∈M̄

mj)
k∗ · (m′

∏
j∈M̄

mj)
k̄

= d∗s1 · (m′
∏
j∈M̄

mj)
k∗+k̄

Then, the adversary A issues an unsigncrypt query by
submitting the ciphertext σ̄ under the sender with iden-
tity u∗s and the receiver with identity u∗r . According to
the restrictions in IND-IBSC-CCA2 game, it is legal for
A to issue this query on σ̄ since σ̄ 6= σ∗. So the challenger
C has to return the underlying message Mb to A. Finally,
A can certainly know the value b from the value Mb and
win the IND-IBSC-CCA2 game with probability 100%.

In conclusion, Li et al.’s scheme is not semantically
secure against chosen-message attacks.

4.2 Attack Against Existential Unforge-
ability

In this subsection, we show that Li et al.’s scheme [16]
is not existentially unforgeable against chose message at-
tacks. Given a ciphertext from the sender, the adversary
A can generate the private key of the sender. Thus, A can
arbitrarily forge the ciphertext on any message on behalf
of the sender.

There exists a polynomial time adversary A who can
always win EUF-IBSC-CMA game as follows:

Setup. The adversary A generates the master key msk
and the system parameters params for challenger C.
In particular, A randomly chooses y′, y1, ···, ynm

∈ Zp
and defines parameters m′,−→m as follows:

m′ = gy
′
,m1 = gy1 , · · · ,mnm

= gynm

Query phase. A can issue a signcrypt query by sub-
mitting a sender’s identity us, a receiver’s identity
ur and a message M . According to the EUF-IBSC-
CMA game, the challenger C returns the ciphertext
σ = (σ1, σ2, σ3, σ4, σ5) = Signcrypt(Mb, ds, ur).
The ciphertext has following forms:

σ1 = M · e(g1, g2)k,

σ2 = gk,

σ3 = (u′
∏
i∈Ur

ui)
k,

σ4 = ds2,

σ5 = ds1 · (m′
∏
j∈M

mj)
k,

where Ur ⊂ {1, · · · , nu} be the set of indices i
such that ur[i] = 1, M ⊂ {1, · · · , nm} be the
set of indices j such that m[j] = 1 and m =
H(σ1, σ2, σ3, σ4, us, ur).

From σ2 = gk, σ4 = ds2 and σ5 = ds1 · (m′
∏
j∈M

mj)
k,

we can obtain the private key ds1 = σ5

(σ2)
y′+

∑
j∈M

yj
and

ds2 = σ4.

Correctness.

σ5

(σ2)
y′+

∑
j∈M

yj
=

ds1 · (m′
∏
i∈M

mj)
k

(σ2)
y′+

∑
j∈M

yj

=

ds1 · (m′
∏
j∈M

mj)
k

(
g
y′+

∑
j∈M

yj
)k

=

ds1 · (m′
∏
j∈M

mj)
k

(m′
∏
j∈M

mj)k

= ds1.

Then, A can forge the ciphertext for any message on
behalf of this sender and win the EUF-IBSC-CMA
game with the probability 100%.

Therefore, Li et al. scheme is not existential unforge-
able against chosen-message attacks.

4.3 Attack Against Strongly Existential
Unforgeability

Strongly existential unforgeability [4] means that the ad-
versary cannot forge any signature different from those
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generated by the challenger. In practice, given a signa-
ture on some message, no one can derive other signatures
on the same message.

Similar to Subsection 4.2, the adversary A first ob-
tains a valid ciphertext σ = (σ1, σ2, σ3, σ4, σ5) through
issuing a signcrypt query on any message M under the
sender with identity us and the receiver with identity
ur. Then, we can easily obtain another valid cipher-
text σ̄ = (σ̄1, σ̄2, σ̄3, σ̄4, σ̄5) on the same message M un-
der (us, ur) using the same method in Step 4 of Subsec-
tion 4.1.

Therefore, the σ = (σ1, σ2, σ3, σ4, σ5) and σ̄ = (σ̄1, σ̄2,
σ̄3, σ̄4, σ̄5) are both valid ciphertexts of messageM . So, Li
et al. scheme is also not strongly existentially unforgeable.

5 Conclusion

Li et al. [16] proposed the provably secure identity based
signcryption scheme in the standard model. However, in
this paper, we show that their scheme still has security
weaknesses. By giving concrete attacks on their security
model, we prove that Li et al.’s scheme is neither seman-
tically secure against adaptive chosen ciphertext attack
nor existential unforgeable against adaptive chosen mes-
sage attack. Finally, we demonstrate that this scheme is
not secure against strongly existential unforgeable model.
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Abstract

Resembling the single server environment, if the multi-
server environment using smart card provides the users
to access the different servers after registering once with
the registration center and uses the same password and
identity for all the service provider’s servers, then secu-
rity would be the matter of great concern. So, remote
user authentication scheme becomes necessary to provide
a better security. In this regard, many dynamic ID-based
remote user authentication schemes in multi-server envi-
ronment using smart card have been proposed in the lit-
erature. In 2012, Sood proposed Dynamic Identity Based
Authentication Protocol for Two-Server Architecture and
claimed that his scheme is more efficient in terms of secu-
rity. But it is pointed out that Sood’s scheme is insecure
against off-line identity guessing attack, off-line password
guessing attack, privileged insider attack, user imperson-
ation attack, session key recovery attack and many logged
in users’ attack. In 2012, Li et al.’s proposed a scheme for
providing better performance than Sood’s scheme. But
unfortunately Li et al.’s scheme also is insecure against
off-line identity guessing attack, off-line password guess-
ing attack, user impersonation attack and many logged in
users’ attack. To overcome the above mention attacks for
both the schemes and related attacks on remote user au-
thentication like (identity and password guessing attack,
user impersonation attack, server masquerading attack,
insider attack, session key discloser attack, smart card
stolen attack, replay attack, many logged in users’ attack
and stolen verifier attack etc.), we proposed an efficient
dynamic ID-Based remote user authentication scheme in
multi-server environment using smart card. After perfor-
mance analysis, the proposed scheme has lower compu-
tation complexity, better communication cost and higher
security that makes the authentication system more se-
cure and efficient than both Sood’s and Li et al.’s schemes
published earlier.
Keywords: Authentication, dynamic ID, multi-server

1 Introduction

It is terribly inefficient and difficult for the users to re-
member different identities and passwords for accessing
various remote servers repetitively, when users used many
single-server environments. However, users can login the
control server only once and then access numerous dif-
ferent remote service providing servers, if they use the
multi-server authentication scheme [1, 4, 5, 7, 14]. In
2000, first Ford and Kaliski [6] proposed password based
multi-server authentication protocol that splits password
among different servers but the protocol has high compu-
tation due to use of public keys by the servers. Then in
2001, Jablon [10] improved Ford and Kaliski’s protocol,
which do not use public keys. In 2003, Lin et. al.’s [16]
proposed a multi-server authentication protocol based on
the ElGamal digital signature scheme. But the use of
public keys makes this protocol computation intensive. In
2004, Juang [11] proposed a smart card based multi-server
authentication protocol using asymmetric encryption al-
gorithm without using any verification table. In the same
year, Chang and Lee [3] proposed an improved scheme
over Juang [11] scheme. In 2007, Hu et al. [9] proposed an
efficient password authentication key agreement protocol
for multi-server architecture in which user can access mul-
tiple servers using smart card and one weak password and
also provides mutual authentication and secret session key
for secure communication. In 2008, Tsai [21] proposed
a multi-server authentication protocol using smart cards
based on the nonce and one-way hash function that does
not require storing any verification table on the server
and the registration center. This protocol does not use
any symmetric key or asymmetric key algorithm for im-
plementation. In 2009, Liao and Wang [15] proposed a
dynamic identity based remote user authentication pro-
tocol using smart cards to achieve users’ anonymity. This
protocol uses only cryptographic one-way hash function
for the implementation. In the same year, Hsiang and
Shih [8] found that Liao and Wangs protocol is suscep-
tible to insider attack, masquerade attack, server spoof-
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ing attack, registration center spoofing attack and does
not provide mutual authentication as well. To overcome
these drawbacks, they proposed an improved scheme over
Liao and Wang’s [15] scheme. Then in 2010, Sood et
al. [20] showed that Hsiang and Shih’s [8] scheme is in-
secure against replay attack, impersonation attack and
stolen smart card attack.

The remainder of this paper is organized as follows:
Section 2. briefly reviews the Sood’s [19] scheme. Sec-
tion 3. shows cryptanalysis of Sood’s [19] scheme. Sec-
tion 4. briefly reviews the Li et el.’s scheme. Section 5.
describes cryptanalysis of Li et al.’s [13] scheme. Sec-
tion 6. describes the proposed scheme. Section 7. shows
the cryptanalysis of the proposed scheme. Section 8. com-
pares the performance analysis with related schemes pub-
lished earlier. We conclude the paper in Section 9. Fi-
nally, references are given in Section 10.

1.1 Contribution

In this paper, we have briefly reviewed Sood’s and Li
et al.’s authentication protocol for multi-server environ-
ment. Then, we demonstrated that both schemes suffers
from several attacks described in Section 3 and Section 5
respectively. Afterward, we proposed a remote user au-
thentication protocol for multi-server environment. After
cryptanalysis of the proposed protocol, it can be claimed
that the proposed protocol has no security weaknesses
and takes minimum computational and communication
cost than related scheme.

1.2 Preliminaries

In this section, a briefly review the basic concepts of cryp-
tographic one-way hash function and a related mathemat-
ical problem are introduced.

Cryptographic One-way Hash Function: A crypto-
graphic hash function maps a string of arbitrary
length to a string of fixed length called the hashed
value. It can be symbolized as: h : X → Y , where
X = {0, 1}∗, and Y = {0, 1}n. X is binary string
of arbitrary length and Y is a binary string of fixed
length n. It is used in many cryptographic appli-
cations such as digital signature, random sequence
generators in key agreement, authentication proto-
cols and so on. Cryptographic one-way hash function
satisfies the following properties:

1) Preimage Resistant: It is hard to find m from
given y, where h(m) = y.

2) Second-Preimage Resistant: It is hard to find
input m′ ∈ X such that h(m) = h(m′) for given
input m ∈ X and m′ 6= m.

3) Collision Resistant: It is hard to find a pair
(m,m′) ∈ X×X such that h(m) = h(m′), where
m 6= m′.

4) Mixing-Transformation: On any input m ∈ X,
the hashed value y = h(m) is computationally
indistinguishable from a uniform binary string
in the interval {0, 2n}, where n is the output
length of hash h(·).

Factorization Problem [18]: It is computationally in-
feasible to find two large primes p and q each of length
at least 1024-bits from given n (= p× q).

2 Brief Review of Sood’s Scheme

This section presents a brief description of Sood’s [19]
dynamic ID-based remote user authentication scheme in
multi-server environment using smart card. The nota-
tions used throughout this paper are summarized in Ta-
ble 1.

Table 1: Notation used

CS −→ Control Server
Sk −→ k − th Service Provider Server
Ui −→ i− th user

IDi −→ Identity of Ui

PW i −→ Password chosen by Ui

x −→ Secret key of Control Server CS
H(·) −→ Cryptographic one-way hash function
SK −→ Shared secret session key
⊕ −→ Bitwise xor operation
‖ −→ Concatenate operation

(·) −→ Multiplication operation

Sood’s [19] scheme consists of the following phases:
Registration Phase, Login Phase, Authentication and Ses-
sion Key Agreement Phase and Password Change Phase.

2.1 Registration Phase

In this phase, user Ui submits identity IDi and password
PWi to the Control server over secure channel for registra-
tion. After receiving IDi and PWi, Control server com-
putes Zi = H(IDi ‖ PWi)⊕H2(x), Vi = yi⊕IDi⊕H(x),
Bi = H(IDi, PWi)⊕PWi⊕yi and Ci = H(yi)⊕IDi⊕x,
where x is the secret key of the control server and yi is
the random number chosen by the CS such that yi ⊕ x
will be unique for each user. Then, Control server CS
stores yi ⊕ x in its database corresponding to Ci and is-
sues a smart card for the user Ui by storing the security
parameter Zi, Vi, Bi,H(·) into the memory of smart card.

All service provider servers have to register themselves
with the control server CS and CS agrees on unique se-
cret key SKk with each service provider Sk. Then, Sk re-
members secret key SKk and CS store SKk by computing
SKk⊕H(x ‖ SIDk) corresponding service provider iden-
tity SIDk. The CS sends IDi and H(yi) corresponding to
newly registered user Ui to all service provider. Then, all
the service provider store IDi and H(yi) in the database
for further use.
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2.2 Login Phase

In the login phase, user Ui insert his/her smart card
into cardreader and submits ID∗

i and password PW ∗
i and

choose the identity of service provider server SIDk. Then,
smart card computes yi = Bi ⊕H(ID∗

i ‖ PW ∗
i )⊕ PW ∗

i ,
H(x) = Vi ⊕ yi ⊕ ID∗

i , Z∗i = H(ID∗
i ‖ PW ∗

i ) ⊕ H2(x)
and verifies whether computed Z∗i is equals with stored
Zi. If the verification holds, smart card generates random
nonce N1 and computes CIDi = Vi ⊕ yi ⊕ H(yi) ⊕ N1,
Mi = H2(x) ⊕ N1 and Ei = H(yi ‖ H(x) ‖ N1 ‖
IDi ‖ SIDk). Then, smart card sends login message
{SIDk, CIDi,Mi, Ei} to the service provider Sk through
public channel.

2.3 Authentication and Session Key
Agreement Phase

After receiving login request message {SIDk, CIDi, Mi,
Ei}, server Sk generates random nonce N2 and computes
Gi = SKk · N2. Then, service provider server Sk sends
login request message {SIDk, CIDi,Mi, Ei, Gi} to the
control server. After receiving it, control server com-
putes N1 = Mi ⊕ H2(x), N2 = Gi ⊕ SKk and C∗i =
CIDi ⊕ N1 ⊕ H(x) ⊕ x. Then, CS checks the condi-
tion whether computed C∗i is identical with the stored
Ci in its database or not. If the condition does not hold,
control server rejects the login request otherwise extract
yi from yi ⊕ x stored in the database. Then, control
server further computes IDi = Ci ⊕ H(yi) ⊕ x, E∗

i =
H(yi ‖ H(x) ‖ N1 ‖ IDi ‖ SIDk) and compares E∗

i with
the received Ei to verify the legitimacy of the user Ui

and service provider Sk. If the condition holds, control
server extracts SKk from SKk ⊕ H(x ‖ SIDk) stored
in the database. Then, control server generates random
nonce N3 and computes Ai = N1 ⊕N3 ⊕H(SKk), Di =
IDi ⊕ H(N1 ⊕ N2 ⊕ N3), Fi = H[H(N1 ⊕ N2 ⊕ N3) ‖
IDi ‖ H(yi)], Ti = N2 ⊕ N3 ⊕H(yi ‖ IDi ‖ H(x) ‖ N1)
and sends message {Ai, Di, Fi, Ti} to the service provider
server Sk.

Service provider server Sk then computes N1 ⊕ N3 =
Ai⊕H(SKk), IDi = Di⊕H(N1⊕N2⊕N3) and extracts
H(yi) corresponding IDi from its database. Afterward,
server Sk computes F ∗i = H[H(N1 ⊕ N2 ⊕ N3) ‖ IDi ‖
H(yi)] and compares F ∗i with Fi to verify the legitimacy
of control server. If the above condition holds, server Sk

sends Fi and Ti to smart card of user Ui.
After receiving Fi and Ti, smart card computes N2⊕N3

= Ti ⊕ H(yi ‖ IDi ‖ H(x) ‖ N1) and F ∗i = H[H(N1 ⊕
N2 ⊕N3) ‖ IDi ‖ H(yi)]. Then, compares computed F ∗i
with received Fi to verify the legitimacy of control server
CS and service provider server Sk. If the above condition
holds, then login request is accepted, otherwise rejects the
session. Finally, user Ui, control server CS and service
provider server Sk agree on the common secret session
key as SK = H(IDi ‖ (N1 ⊕N2 ⊕N3) ‖ H(yi)).

2.4 Password Change Phase

This phase is invokes when Ui wants to change the pass-
word. Ui inserts the smart card into the card reader and
submits ID∗

i and PW ∗
i . Then, card reader computes yi

= Bi ⊕H(ID∗
i ‖ PW ∗

i ) ⊕ PW ∗
i , H(x) = Vi ⊕ yi ⊕ ID∗

i ,
Z∗i = H(ID∗

i ‖ PW ∗
i ) ⊕ H2(x) and compares the com-

puted value of Z∗i with stored value of Zi. If identifies, Ui

enters a new password PWnew
i . Then, card reader com-

putes Znew
i = Zi ⊕ H(IDi ‖ PWi) ⊕ H(IDi ‖ PWnew

i )
and Bnew

i = Bi ⊕ H(IDi ‖ PWi) ⊕ PWi ⊕ H(IDi ‖
PWnew

i )⊕PWnew
i . Then, stores Znew

i and Bnew
i instead

of Zi and Bi into memory of smart card.

3 Security Analysis of Sood’s
Scheme

In this section, the cryptanalysis of Sood’s [19] scheme is
presented. To analyze the security weaknesses of Sood’s
scheme, our assumptions are given as follows.

Assumption 1. It can be assumed that an attacker could
obtain the secret values stored in the smart card by moni-
toring the power consumption [12, 17] and an attacker can
intercept all communicating messages between the users,
the service provider servers Sk and control server CS.

Assumption 2. Due to the low entropy of IDi and PWi

selected by Ui, we assume an adversary is able to off-line
guess Ui’s identity IDi and password PWi individually.
However, he/she cannot off-line guess IDi and PWi si-
multaneously in polynomial time as pointed out by Sood
et al. [20].

Assumption 3. It can also be assumed that a valid user
can provide secret information of the control server CS to
an attacker or a valid user can acts as an attacker after
deriving secret information of the control server.

Under these assumptions, it can be explained various
attacks on Sood’s [19] scheme such as off-line identity
guessing attack, off-line password guessing attack, priv-
ileged insider attack, user impersonation attack, session
key recovery attack and many logged in users’ attack.

3.1 Off-line Identity Guessing Attack

User’s identity can be either name, phone number, birth-
day or some meaningful text which can be easily guessed
because of the low entropy. To successfully launch off-line
identity guessing attack, an attacker has to keep control
server’s secret information H2(x) and H(x) which can
easily obtain under Assumption 3. After that, off-line
identity guessing attack can be launched successfully as
follows.

Step 1. From login phase of the protocol, an attacker
can derives N1a = Mi ⊕H2(x);
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Step 2. Attacker computes Ta = Vi ⊕H(x) = yi ⊕ IDi.
So yi = Ta ⊕ IDi;

Step 3. Then, Attacker computes Za = CIDi⊕Vi⊕N1a

= yi ⊕H(yi) = Ta ⊕ IDi ⊕H(Ta ⊕ IDi);

Step 4. Now, attacker guess user’s identity IDguess
i sep-

arately and verifies the correctness Za = Ta ⊕
IDguess

i ⊕H(Ta ⊕ IDguess
i );

Step 5. Continue the above step until correct identity
is obtained. After some guessing attacker can easily
find the correct user identity. Thus, an attacker can
successfully launch off-line identity guessing attack.

3.2 Off-line Password Guessing Attack

After launching successfully off-line identity guessing at-
tack, an attacker can easily guess user’s password from
the smart card parameters Zi in following steps:

Step 1. Attacker chooses PW guess
i for the user Ui to find

the correct password PWi.

Step 2. Attacker then verifies the correctness of Zi =
H(IDi ‖ PW guess

i ) ⊕ H2(x) where H2(x) is known
parameter to the attacker.

Step 3. The above steps will continue until the correct
password obtained. After some guessing the attacker
can easily find out the correct password. Thus,
Sood’s scheme can not resists off-line password guess-
ing attack.

3.3 Privileged Insider Attack

Generally, many users use the same password for their
convenience of remembering and easy of use whenever re-
quired. However, if the system manager or privileged in-
sider of the server knows user’s password, he/she may
try to access user’s Ui other accounts in other server. In
Sood’s scheme, user Ui provides his/her password PW i to
the remote server. As a result, Sood’s scheme is insecure
against insider attack, because system manager or priv-
ileged insider of the server may try to access the user’s
other accounts in other server using password PW i.

3.4 User Impersonation Attack

To impersonate as a legitimate user, an attacker attempts
to make a forged login request message which can be au-
thenticated to a server. Under our assumption, Sood’s
scheme can not resist user impersonation attack as fol-
lows.

Step 1. Attacker can compute yi = Vi ⊕ IDi ⊕ H(x).
Then, attacker can easily compute H(yi).

Step 2. Now, Attacker generates a random number Na

and can easily compute login message CID∗
i =

Vi ⊕ yi ⊕ Na, M∗
i = H2(x) ⊕ Na and E∗

i = H(yi ‖

H(x) ‖ Na ‖ IDi ‖ SIDk). Then attacker sends
{CID∗

i ,M
∗
i , E∗

i } to the service provider server Sk to
proof himself as a valid user.

Step 3. It can be easily proved that the sending login
message by an attacker is valid to the service provider
server Sk. Then service provider server sends reply
messages Fi and Ti to the attacker by computing Fi

= H[H(Na ⊕ N2 ⊕ N3) ‖ IDi ‖ H(yi)] and Ti =
N2 ⊕ N3 ⊕ H(yi ‖ IDi ‖ H(x) ‖ Na), where N2

and N3 is random number chosen by service provider
server Sk and control server CS respectively.

Step 4. After receiving reply message from service
provider server Sk, attacker computes N2 ⊕ N3 =
Ti ⊕ H(yi ‖ IDi ‖ H(x) ‖ Na). Then, attacker and
service provider server agree on the valid session key
by computing SK = H(IDi ‖ (N1 ⊕ N2 ⊕ N3) ‖
H(yi)) which is used for secure communication.

3.5 Many Logged In Users’ Attack

Many logged in users’ attack can be successfully launched
after successful performance of off-line identity guessing
attack and off-line password guessing attack as described
in Section 3. After getting correct password of user Ui,
an attacker can easily compute the value yi which is dif-
ferent for all users. Then, attackers or non-registered user
can successfully access the service of the service provider
server Sk as follows.

Step 1. Attacker or non-registered user choose his/her
desired password PW a

i and computes Za
i = H(IDi ‖

PW a
i ) ⊕ H2(x), V a

i = yi ⊕ IDi ⊕ H(x) and Ba
i =

H(IDi ‖ PW a
i ) ⊕ Pi ⊕ yi, where IDi is the valid

user’s identity which remains unchanged.

Step 2. Then, attacker or non-registered users stores
{Za

i , V a
i , Ba

i ,H(·)} into memory of new smart card
and it can be used by many attackers or non-
registered users as a valid user.

The above attack proves that Sood’s scheme can not
be used for practical implementation in terms of security
because without stealing user’s smart card, many non-
registered users can act as a valid user.

3.6 Session Key Recovery Attack

In Sood’s scheme, user’s Ui, service provider server Sk and
control server CS agree on the common session key SK
which is based on the difficulty of cryptographic one-way
hash function. The Common secret session key SK de-
pends on the secret parameter IDi, yi and random nonce
N1, N2, N3. In the user impersonation attack in Section 3
shows that an attacker can easily obtain IDi, yi and ran-
dom nonce N1, N2, N3. So, after obtaining all these secret
parameters attacker can compute secret session key for ev-
ery transaction of user Ui. As a result, Sood’s scheme is
insecure against session key recovery attack.
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4 Brief Review of Li et al.’s
Scheme

This section presents brief description of Li et al.’s [13]
dynamic ID based remote user authentication scheme in
multi-server environment using smart card. Li et al.’s [13]
scheme consists of following phases: Registration phase,
Login phase, Authentication and Session Key Agreement
phase.

4.1 Registration Phase

Whenever a new user wants to get services from the re-
mote server, he/she must have to register with control
server CS as follows:

User Ui chose his/her desired identity IDi and pass-
word PWi and generates a random nonce b. Then, Ui

computes PWBi = H((IDi ‖ PWi) ⊕ b) and sends
IDi, PWBi to the control server CS through secure chan-
nel. After receiving registration messages from user Ui,
CS first verifies Ui’s personal information and credit and
if it is valid then computes TIDi = (Ti ‖ IDi), σi

= H(TIDi ‖ x) ⊕ H((IDi ‖ PWi) ⊕ b), where Ti is
the registration time of user Ui. Afterward, CS stores
{σi, H(TIDi), Ti,H(·)} into memory of the smart card
and issues it for the user Ui. After getting smart card,
user Ui stores b into memory of the smart card and keeps
it secret for personal use.

4.2 Login Phase

Whenever user Ui wants to get service from server Sk,
then user Ui inserts his/her smart card into the card
reader and submits IDi and password PWi and chooses
the identity of service provider server SIDk. Then, smart
card computes TID∗

i = (Ti ‖ IDi), PWBi = H((IDi ‖
PWi)⊕b) and checks whether TID∗

i = TIDi or not. If it
does not hold, the smart card terminates this login, oth-
erwise generates a random number N1 and computes α1

= σi⊕PWBi⊕N1, α2 = H((TIDi ‖ SIDk)⊕N1). Then,
sends {TIDi, α1, α2} to the service provider server Sk.

After receiving login messages {TIDi, α1, α2} from
user Ui, server Sk computes β1 = H(SIDk ‖ x)⊕N2 and
β2 = H((SIDk ‖ TIDi) ⊕N2), where N2 is the random
number generated by service provider server Sk. Then,
Sk sends {TIDi, α1, α2, SIDk, β1, β2} to the control
server CS through public channel.

4.3 Authentication and Session Key
Agreement Phase

After receiving login request messages {TIDi, α1, α2,
SIDk, β1, β2} from server Sk, control server CS checks
the validity of user’s TIDi and server’s SIDk. If both
does not hold, rejects the connection, otherwise CS com-
putes N∗

1 = α1 ⊕ H(TIDi ‖ x) and verifies the fresh-
ness of N∗

1 . If it does hold, CS further computes α∗2 =

H((TIDi ‖ SIDk)⊕N∗
1 ) and further compares with com-

puted α∗2 equals with received α2. if it is holds, then CS
believes that user Ui is authentic, otherwise terminates
the connection. Then, CS computes N∗

2 = β1⊕H(SIDk ‖
x) and checks the freshness of N∗

2 . If it does hold, CS
further computes β∗2 = H((SIDk ‖ TIDi) ⊕ N∗

2 ) and
further compares with computed β∗2 equals with received
β2. If it holds, then CS believes that service provider
server Sk is authentic, otherwise terminates the connec-
tion. CS generates a random number N3 and computes
α
′
= H(N∗

1 )⊕N∗
2 ⊕N3, γu = H(H(TIDi ‖ x)⊕SK), β

′

= H(N∗
2 ) ⊕N∗

1 ⊕N3 and γs = H(H(SIDk ‖ x) ⊕ SK),
where SK is a common secret session key which is con-
structed by computing SK = H(N∗

1 ⊕N∗
2 ⊕N3). Finally,

CS sends {α′ , γu, β
′
, γs} to service provider server Sk.

After receiving the message from CS, server Sk com-
putes β

′′
= β

′ ⊕ H(N2), SKs = H(β
′′ ⊕ N2), γ

′
s =

H(H(SIDk ‖ x)⊕SKs) and compares computed γ
′
s with

received γs. If it is invalid, server Sk terminates the con-
nection, otherwise server Sk believes that control server
CS is authentic and sends {α′ , γu} to the smart card user
Ui. It can be easily shown that SKs = SK common secret
session key between user Ui, server Sk and CS.

After receiving the response message from server Sk,
smart card computes α

′′
= α

′ ⊕H(N1), SKu = H(α
′′ ⊕

N1), γ
′
u = H(H(TIDi ‖ x) ⊕ SKu) and compares com-

puted γ
′
u with received γu. If it is not valid, terminates

the connection, otherwise user believes that server Sk

and control server CS is authentic participants. Finally,
three participants user, service provider server and con-
trol server agree with a common secret session key SK
= SKs = SKu which can be used in future for secure
communication.

5 Cryptanalysis of Li et al.’s
Scheme

In this section, the cryptanalysis of Li et al.’s [13] scheme
is presented. To analyze the security weaknesses of Li et
al.’s scheme, we assume Assumptions 1 and 2 which are
described in Section 3 of this paper.

5.1 Off-line Identity Guessing Attack

During the registration phase, user Ui usually chooses an
identity which is easily remembered for his/her conve-
nience. These easy to remember identities are low en-
tropy and thus attacker can easily guess user’s identity.
Generally user’s identity is static and often confined to a
predefined format, so it is more easily guessed by the at-
tacker than the password. Li et al.’s scheme suffers from
identity guessing attack as follows:

Step 1. An attacker extracts information H(TIDi), Ti

from the valid user’s smart card by monitoring power
consumption.



International Journal of Network Security, Vol.18, No.1, PP.172-181, Jan. 2016 177

Step 2. Then, attacker chooses user’s identity IDa
i and

verifies the correctness H(TIDi) = H(Ti ‖ IDa
i ).

Step 3. Continue step 2 until correct identity is ob-
tained. After some guessing, an attacker can find
out the correct user’s identity IDi.

Thus, Li et al.’s scheme is insecure against off-line identity
guessing attack.

5.2 Off-line Password Guessing Attack

In remote user authentication schemes, for the sake of
user-friendliness, a user is often allow to select his/her de-
sired password during the registration phase. Generally,
the user chooses his/her password which is easy to remem-
ber. But these easy to remember passwords are of low en-
tropy and an attacker can guess the user’s password. Af-
ter launching successfully off-line identity guessing attack,
an attacker can easily guess user’s valid password using
stored smart card’s parameters σi, b and service provider
server’s login message {TIDi, α1, α2, SIDk, β1, β2} as
follows:

Step 1. Attacker computes N1 = α1⊕σi⊕PWBi. Now,

α2 = H((TIDi ‖ SIDk)⊕N1)
= H((TIDi ‖ SIDk)⊕ α1 ⊕ σi ⊕ PWBi)
= H((TIDi ‖ SIDk)⊕ α1 ⊕ σi

⊕H((IDi ‖ PWi)⊕ b)).

Step 2. Now, Attacker chooses password PW guess
i for

user Ui to find the correct password PWi. Then,
attacker checks the correctness whether α2 =
H((TIDi ‖ SIDk)⊕α1⊕σi⊕H((IDi ‖ PW guess

i )⊕
b)), where IDi is the correct user identity by using
identity guessing attack and all other parameters of
α2 is known to the attacker except password PWi.

Step 3. An attacker then repeats the above process until
the correct password is obtained. After some guess-
ing, an attacker can find out the correct password.
Thus, Li et al.’s scheme is vulnerable to off-line pass-
word guessing attack.

5.3 User Impersonation Attack

To impersonate as a legitimate user, an attacker attempts
to make a forged login request message which can be au-
thenticated to a server. Under our assumption, Li et al.’s
scheme can not resist user impersonation attack as fol-
lows:

Step 1. Attacker can compute PWBa
i = H((IDi ‖

PWi) ⊕ b), where IDi, PWi is the user’s correct
identity and password by using off-line identity and
password guessing attack respectively. Attacker fur-
ther computes αa

1 = σi ⊕ PWB
′
i ⊕ Na

1 and αa
2 =

H((TIDi ‖ SIDk) ⊕ Na
1 ), where Na

1 is the ran-
dom number generated by the attacker and attacker

knows σi, b from user’s smart card memory by mon-
itoring power consumption.

Step 2. Then, attacker sends forged login message
{TIDi, αa

1 , αa
2} to the service provider server Sk.

It can be easily proved that the sending login mes-
sage by an attacker is valid to the service provider
server Sk. Then, service provider server Sk sends lo-
gin message {TIDi, αa

1 , αa
2 , SIDk, β1, β2} to the

control server CS after computing β1, β2.

Step 3. After receiving login message from service
provider server Sk, control server checks the validity
of user’s TIDi and server’s SIDk. If both hold, CS
computes, Na

1 = αa
1 ⊕ H(TIDi ‖ x) and checks the

freshness of N∗
1 . If it holds, CS further computes α∗2

= H((TIDi ‖ SIDk)⊕Na
1 ) and compares with com-

puted α∗2 equals with received αa
2 . If it holds, then

CS believes that the sending messages are authen-
tic, otherwise terminates the connection. Then, CS
sends α

′
, γu to the smart card user Ui through service

provider server Sk, where α
′
= H(Na

1 )⊕N∗
2 ⊕N3 and

γu = H(H(TIDi ‖ x)⊕ SK).

Step 4. After receiving α
′
, γu from CS through ser-

vice provider server Sk, attacker derives N∗
2 ⊕ N3

= H(Na
1 ) ⊕ α

′
and computes session key SKa =

H(N1 ⊕ N∗
2 ⊕ N3) which is used for secure commu-

nication. Thus, Li et al.’s scheme is insecure against
user impersonation attack.

5.4 Many Logged in Users’ Attack

Many logged in users’ attack can be successfully launched
after successful performance of off-line identity guessing
attack and off-line password guessing attack as described
in Section 5. After getting correct password and identity
of user Ui, attackers or non-registered user can success-
fully access the service of the server Sk as follows:

Step 1. Attacker can compute PWBa
i = H((IDi ‖

PWi)⊕b), where IDi, PWi is the user’s correct iden-
tity and password by using off-line identity and pass-
word guessing attack respectively. Then, computes
H(TIDi ‖ x) = σi ⊕ PWBa

i .

Step 2. Now, Attacker chooses password PW a
i and com-

putes σa
i = H(TIDi ‖ x) ⊕ H((IDi ‖ PW a

i ) ⊕ b),
where attacker keeps unchanged H(TIDi), Ti which
can be extracted from memory of smart card by mon-
itoring power consumption.

Step 3. Then, attacker or non-registered users stores
{σa

i ,H(TIDi), Ti,H(·)} into memory of the smart
card and it can be used by many attacker or non-
registered users as a valid user.

Above attack proves that Li et al.’s scheme can not be
used for practical implementation in terms of security. It
is because, without stealing user’s smart card, many non-
registered users can acts as valid users.
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6 Proposed Scheme

In this paper, We have shown that Sood’s scheme and Li
et al.’s scheme are insecure against various attacks. To
overcome these weaknesses, in this section, we proposed
an efficient dynamic identity based remote user authenti-
cation in multi-server environment using smart card. It
can be assumed that control server CS is a trusted author-
ity. The proposed scheme consists of four phases namely
registration phase, login phase, authentication and ses-
sion key agreement phase and password change phase.
All these proposed phases are discussed as below:

6.1 Registration Phase

This phase is divided into two sub-phases: Server Regis-
tration phase and User Registration phase.

Server Registration Phase. In this phase, service
provider server Sk selects his/her desired identity
SIDk and submits it to control server CS over a
secure channel. After receiving SIDk from Sk, CS
computes Pk = H(SIDk ‖ x) and sends it to the
server Sk through secure channel and Sk keeps it as
secret, where x is the secret key of control server CS.

User Registration Phase. Whenever a new user wants
to get services from the service provider server, first
he/she has to register with the control server CS.
So, the user chooses his/her desired identity IDi

and password PWi and generates a random nonce
b. Afterwards, user computes PWRi = H(PWi⊕ b),
where H(·) is the secure one-way hash function like
secure MD5 and sends IDi, PWRi to control server
through secure channel for the registration. Af-
ter receiving a registration message from user Ui,
CS generates a random nonce yi for each user Ui

and computes CIDi = H(IDi ⊕ yi ⊕ x) such that
CIDi will be unique for each user Ui like bank ac-
count number. So, after computing CIDi for user
Ui, CS checks whether the value of CIDi is exist
in CS’s database or not. If exists, CS chooses an-
other random nonce y∗i and computes again CIDi =
H(IDi ⊕ y∗i ⊕ x). CS again verifies whether CIDi

is exist or not in the database. If exists, then again
computes CIDi with the new random nonce until
CIDi will be unique, otherwise control server CS
computes REGi = H(IDi ‖ PWRi ‖ CIDi) and Ti

= H(CIDi ‖ x)⊕PWRi and issues a smart card for
Ui after storing {CIDi, REGi, Ti, yi, H(·)} into
memory of user’s smart card. After getting smart
card, user Ui stores b into memory of smart card and
uses it securely for taking services from Sk.

6.2 Login Phase

Whenever an existing user Ui wants to get the ser-
vice(s) from the server Sk, first inserts his/her smart card
into the card reader and submits ID∗

i and PW ∗
i ; and

chooses server identity SIDk. Then, card reader com-
putes PWR∗i = H(PW ∗

i ⊕ b) and REG∗i = H(ID∗
i ‖

PW ∗
i ‖ CIDi); and checks whether REG∗i equals stored

REGi holds or not. If the verification holds, it implies
ID∗

i = IDi and PW ∗
i = PW i. Then, smart card derives

L1 = Ti⊕PWR∗i and generates random numbers N1, N2

and further computes N3 = N1 ⊕N2, L2 = N2 ⊕ PWR∗i
and L3 = H(L1 ‖ SIDk ‖ N1 ‖ L2 ‖ N3) and sends lo-
gin request message {CIDi, SIDk, Ti, L3, L2, N3} to
control server CS.

6.3 Authentication Phase

After receiving the login request message {CIDi, SIDk,
Ti, L3, L2, N3}, control server first checks the format
of CIDi and SIDk. If it is valid then computes A1

= H(CIDi ‖ x) and derives PWR
′
i = Ti ⊕ A1, N

′
2 =

L2 ⊕ PWR
′
i and N

′
1 = N3 ⊕ N

′
2. Further computes L

′
3

= H(A1 ‖ SIDk ‖ N
′
1 ‖ L2 ‖ N3) and verifies whether

computed L
′
3 equals with received L3. If it does not hold,

CS terminates the session, otherwise CS believes that the
user Ui is authentic and also believes that SIDk is the
registered identity of service provider server Sk. Then,
control server generates a random number N4 and com-
putes A2 = H(SIDk ‖ x), A3 = A2⊕N4, N5 = N1

′⊕N4

and A4 = H(A2 ‖ N4 ‖ N1 ‖ CIDi). Then, CS sends
{CIDi, A4, A3, N5} to the service provider server Sk of
the corresponding identity SIDk through public channel.

After receiving messages {CIDi, A4, A3, N5} from
CS, server Sk derives N

′
4 = Pk ⊕ A3 and N

′
1 = N

′
4 ⊕ N5

and computes A
′
4 = H(Pk ‖ N

′
4 ‖ N

′
1 ‖ CIDi). Then,

server Sk compares A
′
4 with received A4. This equivalency

authenticates the legitimacy of the control server CS and
user Ui. Further, server Sk generates random number N6

and computes N7 = N
′
1 ⊕N6, SKs = H(SIDk ‖ CIDi ‖

N6 ‖ N
′
1), A5 = H(SKs ‖ N6) and sends {SIDk, A5, N7}

to the smart card user Ui through public channel.
After receiving messages {SIDk, A5, N7} from the

server Sk, the smart card derives N
′
6 = N7 ⊕ N1 and

computes SKu = H(SIDk ‖ CIDi ‖ N
′
6 ‖ N1), A

′
5 =

H(SKu ‖ N
′
6). Then, smart card compares computed A

′
5

equals with received A5. This equivalency authenticates
the legitimacy of the service provider server Sk. It can
be easily shown that SKu = SKs which is the common
secret session key between user Ui and service provider
server Sk.

6.4 Password Change Phase

This phase invokes when user Ui wants to change his/her
password. Ui inserts the smart card into the card reader
and submits ID∗

i and PW ∗
i . Then, card reader computes

PWR∗i = H(PW ∗
i ⊕ b) and REG∗i = H(ID∗

i ‖ PW ∗
i ‖

CIDi); and checks whether REG∗i equals stored REGi

holds or not. If it holds positively, Ui enters a new pass-
word PWnew

i . Then card reader computes PWRnew
i =

H(PWnew
i ⊕ b), REGnew

i = H(ID∗
i ‖ PWRnew

i ‖ CIDi)
and Tnew

i = Ti⊕PWR∗i ⊕PWRnew
i and stores REGnew

i
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and Tnew
i instead of REGi and Ti respectively into the

memory of the smart card. Thus, Ui can change the pass-
word without taking any assistance from control server or
service provider server Sk.

7 Cryptanalysis of The Proposed
Scheme

This section describes cryptanalysis of the proposed
scheme. To cryptanalyze the proposed scheme, it can be
assumed that an attacker could obtain the secret values
stored in the smart card by monitoring the power con-
sumption [12, 17] and can intercept all communicating
messages between the user, service providing server and
the control server. Under these assumption, we will show
that the proposed scheme resists different possible attacks
related to remote user authentication.

7.1 Off-line Identity Guessing Attack

After getting secret values {CIDi, REGi, Ti, yi, H(·)}
from user’s smart card memory and login request message
{CIDi, SIDk, Ti, L3, L2, N3}, an attacker attempts to
derive or guess user’s identity IDi. To obtain user’s cor-
rect identity IDi from CIDi, attacker has to guess x and
IDi simultaneously which is not possible in polynomial
time, where x is the secret key of the control server. So,
the proposed scheme resists off-line identity guessing at-
tack.

7.2 Off-line Password Guessing Attack

After getting secret values {CIDi, REGi, Ti, yi, H(·)}
from user’s smart card memory and login request message
{CIDi, SIDk, Ti, L3, L2, N3}, an attacker attempts to
derive or guess user’s password PW i in off-line mode. To
get user’s correct password, attackers has to guess either
two secret parameters at a time which is not possible in
polynomial time or has to solve inversion of cryptographic
hash function which is also computationally hard. So,
the proposed scheme is secure against off-line password
guessing attack.

7.3 Privileged Insider Attack

The proposed scheme is secure against privileged insider
attack because, user Ui provides PWRi which equals with
H(PW i⊕y) instead of PWi to the control server CS. As a
result, system manager or privileged insider of the server
can not derive valid user’s password. So, the proposed
scheme resists privileged insider attack.

7.4 User Impersonation Attack

To impersonate as a legitimate user, an attacker at-
tempts to make a forged login request message which

can be authenticated to a server. However, the at-
tacker cannot impersonate as the legitimate user by forg-
ing the login request message even if the attacker can
extract the secret values {CIDi, REGi, Ti, yi, H(·)}
stored in the users smart card, because the at-
tacker cannot compute the valid login request message
{CIDi, SIDk, Ti, L3, L2, N3} without knowing the se-
cret password PWi of valid user Ui, control server secret
key x and valid user identity IDi. If the attacker wants to
get these secret parameters, he/she must have to solve the
inversion of cryptographic hash function which is compu-
tationally hard. So, the proposed scheme is secure against
user impersonation attack.

7.5 Many Logged-in Users’ Attack

The proposed scheme is secure against many logged-in
users’ attack because even if an attacker gets user’s smart
card then he/she has no way to derive or guess user’s cor-
rect password PW i, user’s identity IDi and server secret
key x as described in Section 7. If the attacker wants to
get the control server secret key x, user’s password PW i

and user’s identity IDi, he/she must have to solve the
inversion of cryptographic one-way hash function which
is computationally hard. So the proposed scheme resists
many logged-in users’ attack.

7.6 Smart Card Stolen Attack

We assume that the user Ui has either lost his/her
smart card or stolen by an attacker. After getting the
smart card, an attacker can extract the secret informa-
tion {CIDi, REGi, Ti, yi, H(·)} from the user’s smart
card. We also assume that attacker stores the i − th lo-
gin message {CIDi, SIDk, Ti, L3, L2, N3} of the user
Ui. After getting all these parameters such as login mes-
sage and smart card parameters, it is hard to derive user’s
password PWi, identity IDi and server secret key x by the
attacker. As a result, attacker can not create the valid lo-
gin message even after getting the valid user’s smart card
parameters. So, the proposed scheme is secure against
smart card stolen attack.

7.7 Session Key Recovery Attack

In the proposed scheme, session key depends upon the
difficulty of cryptographic one-way hash function and the
random number N1 and N6. There is no way for an at-
tacker to compute random number N1 and N6 from the
known parameters that is from all communicating mes-
sage of the proposed scheme. So the proposed scheme
resists session key recovery attack.
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Table 2: Comparison of computation cost of proposed scheme with related schemes

[19] [13] Proposed protocol
Login Phase 4Th 3Th 3Th

Authentication Phase 17Th + 1Tm 15Th 9Th

Total 21Th + 1Tm 18Th 12Th

Table 3: Comparison of communication and storage cost of proposed scheme with related schemes

[19] [13] Proposed protocol
Storage Cost 512 bits 640 bits 768 bits

Communication Cost 1920 bits 1920 bits 1664 bits

Table 4: Security attack comparison of the proposed scheme with related schemes

[19] [13] Proposed protocol
Off-line Identity Guessing Attack YES YES NO

Off-line Password Guessing Attack YES YES NO
Privileged Insider Attack YES NO NO

User Impersonation Attack YES YES NO
Many Logged In Users’ Attack YES YES NO

Session Key Recovery Attack YES NO NO

8 Performance Analysis of the
Proposed Scheme

In this section, we evaluated the performance of proposed
scheme comparing with both the Sood’s scheme and Li.
et al’s scheme. We have compare login and authentica-
tion phases of proposed scheme with both Sood’s scheme
and Li et al’s scheme, because these phases are used fre-
quently. Table 2 shows the computation over head and
Table 3 shows the communication and storage cost of
proposed scheme and both the related [13, 19] scheme.
In Table 2, Th is the time required for hashing opera-
tion and Tm is the time required for multiplication op-
eration. Though, proposed scheme resists different pos-
sible attacks of both the related schemes, in spite of the
proposed scheme which provides better computation cost
than the related schemes.

It can be reasonably assumed that the length of IDi,
PW i, SIDj , h(·) and random nonce returns 128 bits.
The communication cost (capacity of transmitting mes-
sage) of proposed scheme, Sood’s [19] scheme and Li et
al.’s [13] scheme are 1664 bits = (13 × 128), 1920 bits =
(15×128) and 1920 bits = (15×128) respectively for each
transaction. Also the storage cost (stored into the mem-
ory of smart card) takes almost same bits of proposed
scheme and related schemes that is 768 bits, 512 bits and
512 bits respectively. Table 4 shows that their scheme is
insecure against different possible attacks. Further pro-
posed scheme provides strong authentication against dif-
ferent attacks described in Section 7. After resisting all
possible attacks of related scheme, the proposed scheme
provides low computational and communication cost than
others related schemes. Hence the proposed scheme is
more efficient and secure than both Sood’s scheme and
Li. et al’s scheme.

9 Conclusion

We have shown that both Sood’s [19] and Li et al.’s [13]
schemes have security weaknesses described in Section 3
and Section 5 respectively. To overcome these weaknesses,
we have proposed an Efficient Dynamic ID Based Remote
User Authentication Scheme in Multi-server Environment
using smart card. Further, we have shown that the pro-
posed scheme using smart card which is more efficient
in terms of computational and communication cost than
related schemes. Additionally, the proposed scheme pro-
vides password change phase without taking any assis-
tance of the control server and also provides strong mutual
authentication. Cryptanalysis of the proposed scheme
shows that the authentication system is more authentic,
secure and efficient than related schemes published ear-
lier. In future, we can incorporate biometric features with
password to provide high security system and also try to
analyze the security analysis of the proposed protocol us-
ing BAN logic.
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Abstract

Android, as a modern popular open source mobile plat-
form, makes its security issues more prominent, especially
in user privacy leakage. In this paper, we proposed a two-
step model which combines static and dynamic analysis
approaches. During the static analysis, permission com-
bination matrix is used to determine whether an appli-
cation has potential risks. For those suspicious applica-
tions, based on the reverse engineering, embed monitoring
Smali code for those sensitive APIs such as sending SMS,
accessing user location, device ID, phone number, etc.
From experiments, it shows that almost 26% applications
in Android market have privacy leakage risks. And our
proposed method is feasible and effective for monitoring
these kind of malicious behavior.

Keywords: Android security, malicious behavior monitor-
ing, permissions filtering, privacy leakage

1 Introduction

With the rapid development of network technology, the
mobile Internet has been the development trend of the
information age. According to the market research com-
pany Canalys released data, the global intelligent mo-
bile phone shipments in 2011 has outpaced PC, reached
487,700,000 [6]. About the proportional share of the
smartphone, Android OS has been in a rising trend.
The first quarter shipments report of smartphone from
Canalys showed that Android OS reached 75.6%, and
there has been some increase compared with 69.2% of
the previous quarter [5]. With the popularity and rapid
development of Android OS, its security issues are also
increasingly prominent. For instance, the security report
from NetQin Company shows that they detected more
than 65,227 new malware in 2012, a 263% increase over
2011. And the vast majority of malicious software is de-
signed to attack Android and Symbian devices. Moreover,
Android devices accounted for the number of devices be-

ing attacked 94.8%, and software for the purpose of steal-
ing user’s privacy data reached as high as 28%, ranking
first in all types of malicious behavior [18].

The main purpose of this paper is to analyze the An-
droid applications accurately and comprehensively based
on combining static and dynamic method to reveal the
malicious behaviors of applications leaking user’s privacy
data. Privacy leakage mentioned in this paper refers to
Android applications using sensitive permissions granted
by user during the installation to collect user’s privacy
data, including user’s device ID, IMEI, phone number,
contacts, call records, location information, etc., and send
user’s privacy data via SMS or network.

Currently, the method for detecting user privacy data
leakage in intelligent mobile phone platform mainly has
two categories, static and dynamic. Static analysis meth-
ods mainly focused on the control flow, data flow and
structural analysis [15]. But Android application mostly
written with Java, the program will inevitably exist a
large number of implicit function calls, and the static
analysis methods cannot effectively handle it. At the
same time, static method can obtain the concrete execu-
tion path of the application without executing the source
code, but it does not determine whether the path will
actually be performed, which can only be verified by dy-
namic method. Concerning about the dynamic method,
there are traditional sandbox and dynamic taint tracking
technology. Sandbox technology is a kind of isolated op-
erating mechanism, is currently widely used in software
testing, virus detection and other software security related
areas [2]. Some background research on Android security
is briefly introduced as follows.

Kui Luo proposed an byte code converter for malicious
code of leakage privacy, converting DVM (Dalvik Virtual
Machine ) byte code into Java code, and putting the Java
code into the Indus (a static analysis of Java code and slice
tool) to analyze [17]. Leonid Batyuk proposed a method
by decompiling sample applications, in the premise of not
affecting the program core function, through modifying
the binary code to separate the malcode [1]. Although
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this method can analyze the sample malcode effectively,
it is unsatisfactory when the target program has been ob-
fuscated. Enck implemented a Dalvik decompiler, DED,
by using the static analysis package tool. The tool use
Fortify SCA (a kind of white-box source code security
testing software) to analyze the application’s control flow,
data flow, structure and semantics [19]. Qian et al also
depends on Dalvik decompiling and gives a basic two-step-
famework for Android malware behavior monitoring [22].
ComDroid analyzes the DEX byte code disassembled by
Dedexer, and checks the Intent creation and transmis-
sion to identify the program broadcast hijacking vulnera-
bilities [7]. ScanDroid extracts the security specification
from configuration files of Android application and checks
the consistency between the application data flow and the
specification [10]. ScanDroid is based on the WALA anal-
ysis framework, can only evaluate the open source appli-
cations.

Static analysis method can help to identify Android
applications that applied unnecessary extra permissions
or opened some interfaces for outer access without any
protection. However, this method is easily confused by a
variety of technologies, for instance obfuscation. While
dynamic technology can make up for this. Enck pro-
posed TaintDroid [8], which is a tracking framework to
detect privacy leakage using dynamic taint. It modified
the DVM layer of Android to complete the function of
tainting data, and add Hooks to API interface of tainted
sources to achieve infecting the private data accessed by
applications, and finally got private data leakage through
monitoring the socket of the network interface. In [3], it
places a LKM module (Loadable Kernel Module) in the
Android simulator, builds a sandbox system, intercepts
and records all the underlying system calls from the ker-
nel layer. However, modifying Linux kernel will lead to
the Android emulator running extremely unstable, and
the paper only uses automatic tools to simulate user in-
teractions, not used in actual environment. Isohara uses a
kernel based behavior analysis which depends on a log col-
lector in the Linux layer of Android device and logs anal-
ysis application deployed on remote server [16]. However,
the behavior understandability based on kernel level log
is not good. Also, the server side uses regular expressions
based signatures to detect the malware, but the signature
maintenance and definition are difficult. Similarly, Peng
et al. analyzes Binder IPC data from the server side to
identify behaviors of different applications. By calculat-
ing the TP (threat point) value of different applications to
evaluate whether an application is a malware or not [21].
However, Binder IPC based monitoring is a kernel based
method and the TP threshold is hard to pre-defined. Asaf
Shabtai designs SELinux [24] and deploys in Android sys-
tem, which makes up for the defects of high level process
and the experiments in HTC G1 show the feasibility of
running SELinux in Android. However, SELinux policy
maintenance is relatively cumbersome, and mobile phones
with limited computing and storage capacity are not very
suitable for deploying this kind of system.

Android RuntimeLibraries

OpenGL | ES

Media Framework

SQLite

Core Libraries

DVM

Application Framework

Linux Kernel(Drivers)

Applications

Figure 1: A brief architecture of Android system

The organization of the paper are as follows: Section 2
is about the Android basic framework and its security is-
sues. Section 3 is the security analysis mechanism we pro-
posed for android applications. Experiments are shown in
Section 4. Section 5 summarizes the whole paper includ-
ing the contributions and some future work.

2 Android Security Related Issues

2.1 Android Basic Architecture

Android, as a mobile operating system platform based on
Linux kernel, was developed by the Google Open Handset
Alliance [12]. Android has a layered architecture, includ-
ing the Linux kernel layer, middleware layer and appli-
cation layer, which can provide a uniform service for the
upper layer, masks the differences of the current lay and
lower layer [12]. The core functions of a smartphone are
provided by the middleware layer, implemented by Java
or C/C++. Applications running on Android are written
in Java, and then multiple .class files are converted to
.dex format by the Android DX tool. Each Android ap-
plication is as a separate instance to run in DVM, and has
a unique process identification number. Figure 1 gives a
brief architecture of an Android system.

Among different components of Android, DVM [4], is
the core part of Android platform. It can support Java
applications, which are converted to .dex (Dalvik Exe-
cutable) format. The .dex format is designed for a com-
pressed format of Dalvik, suitable for memory and proces-
sor speed limited system. Dalvik is responsible for process
isolation and threads management. Each Android appli-
cation corresponds to a separate instance of Dalvik virtual
machine, and can be executed in a virtual machine under
its interpretation.

2.2 Android Security Mechanisms

Android security mechanisms are similar to Linux [13].
Android itself provides a series of mechanisms for the
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protection of privacy data. The core of Android security
mechanism mainly includes the sandbox, application sig-
nature and permission mechanism. The permission mech-
anism limits applications to access user’s privacy data (i.e.
telephone numbers, contacts etc.), resources (i.e. log files)
and system interface (i.e. Internet, GPS etc.). In per-
mission mechanism, the phone’s resources are organized
by different categories, and each category corresponds to
one kind of accessed resource. If an application requires
access to certain resources, it needs to have the corre-
sponding permissions. Android permission mechanism is
coarse-grained and belongs to a kind of stated permissions
before installing. Although this mechanism is simple, it
also has some defects that cannot protect the user’s pri-
vacy information adequately. Early in the conference of
the ACSAC in 2009, Ontang et al questioned Android se-
curity model, and pointed out that the current Android
permissions model cannot meet certain security require-
ments [20]. Enck proposed Kirin [9], a detection tool,
to enhance existing Android permissions model. Based
on a set of policy, Kirin is used to determine whether
to grant the requested permissions to applications, and
through the analysis of the Android application’s Mani-
fest file to ensure the granted permission in accordance
with system strategy. Android permissions mechanism
is coarse-grained and inflexible [13]. The application re-
quired permissions must be granted all before installed
and cannot be changed after installation. This permis-
sion model leads to certain potential security threats. On
the one hand, permissions to access private data will be
decided by users. For those non-security awareness users,
the permission granting process is casual and blind. Dur-
ing the installation phase, if the program obtains permis-
sions to access privacy information, then can be arbitrary
abuse of user privacy sensitive data at any time; On the
other hand, the mechanism cannot effectively prevent per-
mission elevation attacks. Applications can take advan-
tage of a combination of permissions to steal the user’s
sensitive data.

In order to reveal Android apps leaking user privacy
information behavior, according to the Android OS secu-
rity mechanism, this paper proposed a malicious behavior
analysis model combining the dynamic and static method,
which will be discussed in detail in the next sections.

3 Android Malicious Behavior
Analysis Framework

Generally speaking, methods for malware analysis mainly
include static and dynamic approach. Static analysis is a
kind of method based on program’s source code. It has
the advantages of being wide coverage and can analyze
the source code comprehensively. However static method
is based on source code. And if we cannot get the target
source code, through decompiling or reverse engineering,
it is hard to analyze the program accurately, especially
in the occasion that the target program has been obfus-

APK

APK Static 

Decompiler

AndroidManifest.xmlSmali Files

Permission Filter 

Module

Match Security Policies ?

Dynamic Monitoring 

Module

Monitoring 

Report
DDMS Logs

Manual Analysis

YES

Figure 2: Malicious behavior analysis framework for an-
droid App

cated. Dynamic analysis refers to the tracking and mon-
itoring its run-time behavior through running the pro-
gram. This kind of method is more accurate for capturing
the actual malicious program behavior. Meanwhile, the
dynamic method has its own disadvantages because of its
limited execution coverage, that is to say we cannot guar-
antee all of the running paths have been trigged during
the test.

In this paper, we present a combination of static and
dynamic security analysis model that can make up for
their shortcomings with each other, enable the analysis of
malicious behavior more comprehensively and accurately.
Figure 2 shows the whole steps.

Before analyzing the Android application, APK (an-
droid application package) needs to be statically de-
compiled to get the corresponding configuration and
Smali [14] files. Among them, the configuration file with
the format of AndroidManifest.xml is mainly used for per-
missions filtering stage, and the Smali files are mainly
applied to dynamic monitoring module. First of all, we
choose those suspicious applications with great potential
to leak user’s privacy. Then if a program is suspicious,
enter into the dynamic monitoring module, where input
the target Smali codes, embed some tracking code, re-
package and re-sign the APK. In future, once the APK
is running, we can dynamically monitor the behavior of
privacy leakage and give immediate alarm for users. And
those alerts or logs can be used for further detailed anal-
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ysis manually or automatically. Next, we will discuss the
three core components of the framework: APK Static
Decompiler, Permission Filtering Module and Dynamic
Monitoring Module.

3.1 APK Static Decompiler

Before permission filtering and dynamic monitoring, we
need to extract the Android application’s AndroidMan-
ifest.xml file and Smali files corresponding to the target
APK. The Android application is an installation package
ended with suffix .apk (an acronym for Android Package).
APK is similar to .exe executable file in PC, after installed
can be executed in Android OS immediately. APK is ac-
tually a compressed file compliance with the ZIP format,
which can be extracted by popular .zip compatible decom-
pression tools. In addition, it must be noted that most
applications are code-obfuscated, and the unzipped file is
not able to analyze directly. It should be decompiled to
extract its resource, permissions, the intermediate repre-
sentation files. In this paper, we use the apktool [23] for
decompiling. The file structure of Android application
after decompiled is shown in Table 1.

Table 1: The file structure after APK decompiled

Directory/File Description

res
Application’s resource file, in-
cluding pictures, sound, video
and etc.

smali
Dalvik register bytecode files
of APK

AndroidManifest.xml

The global configuration file
of APK including the pack-
age name, permissions, refer-
enced libraries and other re-
lated information of the ap-
plication.

Apktool.yml
The configuration file of Ap-
ktool

3.2 Permission Filtering Module

Some permissions may not exist risks by itself, but if there
are some permissions combined there may exist a security
risk. For example, an application applies for permissions
to read phone state and sending messages, then there may
exist the threat of sending the phone number or IMEI out.
Permissions filtering module is based on a set of security
policies to determine whether an application has some
special risk permission combinations. For Android per-
missions, there are four different security levels. Those are
Normal,Dangerous, SignatureandSignatureOrSystem.

• Normal lower-risk permissions that present minimal
risk to Android apps and will be granted automat-

AndroidManifest.xml Permission set

Violate security 

policies?

Security 

matrix

Security 

policies

Figure 3: The procedure of permissions filtering module

ically by the Android platform without asking for
user’s explicit approval.

• Dangerous higher-risk permissions that would give
access to the user’s personal sensitive data and even
control over the phone device that can negatively
impact the user. Applications requesting dangerous
permissions can only be granted if the user approves
the permission explicitly.

• Signature permissions that the system grants only
if the requesting application is signed with the same
certificate as the application declared the permission.
Signature permissions are automatically grant with-
out user explicit approval if the certificates match.

• SignatureOrSystem permissions are only granted
to applications that are in the Android system image
or are signed with the same certificate as the appli-
cation that declared the permission. Permissions in
this category are used for certain special situation
where multiple vendors have applications built into
a system image and need to share specific features
explicitly because they are being built together.

From the above four permission levels, we mainly con-
cern the Dangerous level which has great potential risks
for leaking user privacy data. Moreover, through ana-
lyzing the malware samples, we find the process of pri-
vacy leakage has two steps: read the privacy informa-
tion and send out. Accordingly, the potential causing
privacy leakage permissions are also divided into two cat-
egories. One is mainly used to read the privacy data,
such as android.permission.READ PHONE STATE,
which allows to read phone state, such as SIM card, phone
numbers, phone’s IMEI (International Mobile Equip-
ment Identity) and some others. The other is mainly
used to send out privacy information. At present, we
are only focused on two leakage ways, one is SMS
(Short Message Service), and the other is network trans-
mission, namely android.permission.SEND SMS and
android.permission.INTERNET . Figure 3 shows the
procedure of permission filtering module.

In Figure 3, the security policy is the core part, where
each security policy is a cross combination of the above
two kinds of permission set. The first one is READ P =
{a 1, a 2, ..., a n}, n ∈ N and the second one SEND P =
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{b 1, b 2, ..., b n}, n ∈ N . The security policy is S i =
{a i, b i}, i ∈ N . The set of all security policies are
SECURITY P = {S 1, S 2, ..., S n}, n ∈ N . After the
first step of static decompile, we can extract the applica-
tion permissions set APP P = {p 1, p 2, ..., p n}, n ∈ N
from the App’s configuration file AndroidManifest.xml.
We define a permission matrix, the column for accessing
privacy data permissions and the row for sending permis-
sions. Through the values of matrix we can determine
whether some risky combination of two permissions ex-
ists. Matrix model can represent a combination of per-
missions, not only can reflect the presence or absence of
permissions, but also can demonstrate the relationship
between permissions in detail. Matrix model is shown in
Table 2.

Table 2: An example of permissions matrix model

Read Permission
Send Permission

SEND SMS INTERNET

ACCESS FINE LOCATION 1 0
READ CALENDAR 0 0
READ PHONE STATE 0 1
READ OWNER DATA

READ SMS

... ... ...

During the static decompiling phase, we extract the
permissions set APP P form AndroidManifest.xml,
and then classify APP P into two categories, read and
send defined above. We assume that if APP P set on
matrix has a valid value (here is 1), that is to say, the
APK requested permissions have the higher-risk, and then
the app can be regarded as suspicious. For example,
the second row of table 2, “0” means that the applica-
tion did not violate the security policy of leaking user
calendar data risk because there are no permission com-
binations of (READ CALENDAR,SEND SMS) and
(READ CALENDAR,SEND INTERNET ). Con-
versely, “1” indicates that the APP P set of an appli-
cation holds the risk of phone state and user location
leakage.

3.3 Dynamic Monitoring Module

This module is to monitor the call information of sensitive
APIs in APK. We implement dynamic real-time monitor-
ing by inserting monitoring code to the decompiled APK.
The Android developers write the application in Java,
compiles it into Java bytecode, and finally transfers to the
Dalvik bytecode which can be executed in DVM. So it is
straightforward to do the monitoring reversely by convert-
ing the Dalvik bytecode to Java bytecode, then rewrite
the Java bytecode, and finally convert the rewritten Java
bytecode back to Dalvik bytecode. However, this kind
of approach sometimes does not work. First of all, there

Smali files

Smali files

APK Compiling Module

Running logs and 

Monitoring reports

Embeding Monitoring 

Smali bytecode module

LIBRARIES

Smali bytecode library 

of sensitive APIs

Monitoring bytecode 

library of APIs call 
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Figure 4: The procedure of dynamic monitoring module

are several important differences between JVM(Java Vir-
tual Machine) and DVM. The most obvious one is that
JVM is based on stack whereas DVM is register based.
Several tools, such as dex2jar [14] and ded [19], attempt
to convert Dalvik bytecode back to Java bytecode. How-
ever this is not a lossless converting, that is to say, some
information from the Java bytecode is lost when being
converted to Dalvik. These tools try to infer the missing
details based on the context, but sometimes the inference
is unreliable (as described by Reynaud et al. [23]). Even
though these errors may not prevent static analysis on
the converted Java bytecode, in our experience they of-
ten lead to invalid Java bytecode or later invalid Dalvik
bytecode. In other words, after we converted an applica-
tion’s Dalvik bytecode to Java bytecode (e.g. dex2jar)
and then back to Dalvik bytecode, the resulting applica-
tion sometimes failed to run. So the feasible way is to
directly use the Dalvik bytecode.

Smali and baksmali are an assembler and disassembler
respectively for the dex format used by the DVM. Its syn-
tax is loosely based on Jasmin’s syntax [11]. Smali is an
intermediate representation of Dalvik bytecode. Smali
can fully realized all the features of dex format (an-
notations, debug information, thread information, etc.).
Moreover, dex and Smali can convert lossless between
each other. So, in this paper in order to avoid the differ-
ences between JVM and DVM, we try to directly rewrite
Dalvik bytecode, insert the monitoring Smali bytecode
into the decompiled Smali files. The procedure of dy-
namic monitoring module is shown in Figure 4.

In Figure 4, we can obtain Smali files from the static
decompiling. Then locate the concrete position of the
sensitive API, and embed monitoring Smali bytecode to
each different sensitive API. After that we use apktool to
repackage the modified Smali bytecode to create a new
APK and use the signature tool to re-sign it. Running
the new APK on Android emulator, we can use logcat
to view the runtime logs. It can generate a log on SD
card which records the detailed call information of those



International Journal of Network Security, Vol.18, No.1, PP.182-192, Jan. 2016 187

Table 3: Descriptoin of Smali syntax

Type Syntax Meaning

Primitive Types

V void
Z boolean
B byte
S short
C char
I int
J long (64 bits)
F float
D double (64 bits)

Reference Object Lpackage/name/ObjectName Package.name.ObjectName

types Array [primitive type signature [I, represents a array of int, like int[] in java

Array of Objects Lpackage/name/ObjectName [Ljava/lang/String, represents a array of String Objects

sensitive APIs.

1) Smali Bytecode. Smali [11] is an Intermediate
Representation(IR) for Dalvik Bytecode. Smali code
is a kind of register based language which can shield
the source code level differences. For instance, mal-
ware sometimes use source code obfuscation to avoid
detection. But in Smali code, the core sensitive APIs
are inevitably exposed. So, we can monitor these sen-
sitive APIs to track the behavior of those suspicious
programs.

In DVM, although all the register is 32 bits, it can
support any data types. In order to represent a
64 bits type (Long/Double), it uses two registers.
Dalvik bytecode has two types, primitive types and
reference types. Reference types are only Objects
and Arrays. The Smali syntax is indicated briefly in
Table 3.

Objects take the form Lpackage/name/ObjectName,
where the leading L indicates that it is an Ob-
ject type, package/name is the package that the
object is in, ObjectName is the name of the ob-
ject. For example, Ljava/lang/String; is equivalent
to java.lang.String. Arrays take the form [I, i.e. int[]
in java. Methods take the form as below:

Lpackage/name/ObjectName;→
MethodsName(III)Z.

In this example, MethodsName is obviously the
name of the method. (III)Z is the signature
of the method. III are the parameters (in this
case, three integers), and Z is the return type .
For example, method(I; [[II; Ljava/lang/String;
[Ljava/lang/Object;) Ljava/lang/String; is equiv-
alent to a string method(int, int[·][·], String,
Object[·]) in java.

2) Smali bytecode library for sensitive APIs. The
Smali bytecode library stores sensitive APIs and their

corresponding Smali bytecode. The main function
of the library is to locate the detailed position of
sensitive APIs in Smali files after the target APK was
decompiled. According to the typical sensitive APIs
that malwares often used for leaking Android user’s
privacy data, we choose five and their class name,
function name, and Smali bytecode are indicated in
Table 4.

3) Monitoring bytecode library for Sensitive
APIs. The monitoring bytecode library is to store
the sensitive APIs calling information when the APK
is running. For different APIs, monitoring infor-
mation to be recorded are different. Such as SMS
sending text messages, we need to record the mes-
sage recipients as well as the content of the message.
The unique part of each API is its input and output.
According to API’s function prototypes and register
naming principles in Smali syntax, we can obtain the
Smali register number of each API parameters. Ac-
cording to Smali syntax, there are two ways to deter-
mine a method that how many registers are available,
which can be shown in Table 5 .

When a method is invoked, its parameters will be
placed in the last N available registers. For exam-
ple, supposing a method has two parameters and
five available registers (v0 v v4), then the param-
eters will be placed in the last two registers (v3 and
v4). Moreover, the first argument of the non-static
method is always the object which call the method,
and for static methods except there is no implicit
this parameter, others are the same. For example,
the method for sending text messages is as follows:

public sendTextMessage (String destinationAd-
dress, String scAddress, String text, PendingIntent
sentIntent, PendingIntent deliveryIntent).

The above method has 5 parameters, defined as
“public” which means it is a non-static method and
the first register v0 is the object used to call the
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Table 4: Smali bytecode library for sensitive API

Class Name Function Name Description Smali Bytecode
android. telephony.

SmsManager

sendTextMessage

(String, String, String,

PendingIntent, Pending-

Intent)

Send mes-

sages

Landroid/telephony/SmsManager;

→sendTextMessage(Ljava/lang/String;

Ljava/lang/String;Ljava/lang/String;

Landroid/app/PendingIntent;

Landroid/app/PendingIntent; )V

android.location. Lo-

cationManager

getLastKnownLocation

(String)

Get location Landroid/location/LocationManager; → getLast-

KnownLocation(Ljava/lang/String)

android. telephony.

TelephonyManager

getDeviceId() Get ID, IMEI

of phone

Landroid/telephony/TelephonyManager; → get-

DeviceId()Ljava/lang/String

android.location. Lo-

cationManager

getSimSerialNumber() Get SIM se-

rial Number

Landroid/telephony/TelephonyManager; → get-

SimSerialNumber () Ljava/lang/String

android.telephony.

TelephonyManager

getLine1Number() Get phone

Number

Landroid/telephony/TelephonyManager; → get-

Line1Number () Ljava/lang/String

method, namely, it stores “this” parameter. Mean-
while, for sendTextMessage we need to record the
SMS destination address (corresponding to the desti-
nationAddress parameter) and the SMS content (text
parameter). According to the principle of register
allocation in Smali syntax, the first parameter des-
tinationAddress stored in registers v1 and the third
parameter text stored in the register v3.

For other sensitive APIs, sometimes we need to
record the return value of the method. And the in-
struction for the return value is the last instruction in
the method. The basic bytecode for return instruc-
tion is return and there are four return instructions
in total, which are shown in Table 6.

Table 5: Dalvik bytecode for registers

Instruction Description

.registers
Specifies the total number of registers
in a method

.locals
Indicates the number of nonparameter
register in a method, which appears in
the first line of the method

After we have got the syntax of Smali, the monitoring
code for sensitive APIs in Table 4 can be provided in
Table 7.

So far, we have introduced the mechanisms of our
static-dynamic analysis method. Next, detailed ex-
periments will show how it works.

4 Experiments

Before experiment, some necessary tools such as Eclipse,
JDK6, JRE6, Android SDK, Python2.7, and other tools
will be installed. APK static decompiler and permissions

Table 6: Dalvik bytecode for return value

Instruction Description
return-void Return from a void method

return vAA
Return a 32-bit non-object value
and the return value register is
an 8-bit register, vAA

return-wide vAA
Return a 64-bit non-object value
and the return value register is
an 8-bit register, vAA

return-object vAA
Return a Object value and the
return value register is an 8-bit
register, vAA

Table 7: Monitoring code for sensitive APIs of Table 4

Return
type

Function Name Register

void

sendTextMessage(String desti-

nationAddress, String scAd-

dress, String text, PendingIn-

tent sentIntent, PendingIntent

deliveryIntent)

v1,v3

Location
getLastKnownLocation(String

provider)

vAA

string getDeviceId() vAA
string getSimSerialNumber() vAA
string getLine1Number() vAA
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filtering module were implemented with Java. Among
them, APK static compiling module is to call apktool [23].
Permissions filtering module mainly implements security
policy settings, extract permissions features from An-
droidmanifest.xml that generated by static decompiling
module. Dynamic monitoring module is to scan the Smali
files generated by APK static decompiling module, embed
monitoring bytecode, repackage and re-sign the Smali files
to generate a new APK. Then we run the new APK in
Android emulator, it will generate some running logs or
monitoring report to show what has happened.

4.1 Android Markets Sensitive API
Analysis

To illustrate Android users facing the growing threat of
information leakage, we choose 642 popular applications
to conduct experiments in the permissions filtering mod-
ule. These 642 applications mainly come from Android
online markets such as shouji.com.cn, appchina.com, mar-
ket.goapk.com, and eoemarket.com. APK samples chose
in this paper are popular applications coming from differ-
ent app markets, and they mostly have more than half of
Android users.

Meanwhile, in these experiments we only concern user’s
privacy data including: Location, SMS, Contacts, Ad-
dress book, phone Number, IMEI (International Mobile
Equipment Identity) and ICCID (Integer Circuit Card
Identity). Leakage ways includes sending messages and
network. We handled 642 APK samples by permissions
filtering module and found that almost 26% apps have se-
curity risks for leakage user’s sensitive data. Here, reveal-
ing user’s privacy information refers to the app handled
by permissions filtering, and it is considered to be suspi-
cious. The specific statistical data is shown in Table 8.

Table 8: Analysis of suspicious Apps

Market App
Number

Suspicious
Number

Ratio
(%)

shouji.com.cn 59 6 10.17
appchina.com 283 53 18.73
market.goapk.com 66 25 37.89
eoemarket.com 234 85 36.32
Total 642 169 26.32

Then we analyze the permissions requested by APK
through permissions filtering module. According to the
security policies matrix proposed in section 3, we count
the number of applications corresponding to each type of
privacy information. The specific statistical results are
shown in Table 9.

From Table 9, the security policy violated by most of
those 642 apps is about IMEI permission combinations.
Namely, the most common information leakage is IMEI.
The reason may be the IMEI can determine phone type

Table 9: Analysis of privacy information leakage

Leakage corresponding
to security policies

App
amounts

Ratio(%)

Location 15 2.34
SMS text 1 -
Contacts 17 2.64
PhoneNumber 61 9.50
IMEI 199 31.01
ICCID 7 1.09

and device parameters, and can provide accurate user
identity information for developers and advertisers. The
next is phone Number, Contacts, and Location. If these
sensitive information are used illegally, it will possibly
bring huge losses to users.

4.2 Sensitive API Monitoring

To verify effectiveness and feasibility of dynamic monitor-
ing module, we did experiments on the Android emulator
in Windows7. Android source code version is Android
2.3.4 r1, and the kernel is Linux kernel 2.6.29 goldfish.
The monitoring report generated by dynamic monitoring
module is TXT, and the output position is in Android em-
ulator SD card. We designed an APK, showLog.apk (also
can use message box or phone ringing), to show the mon-
itoring log. We chose an APK, SendSMS example.apk,
that will automatically send text message in the back-
ground. showLog.apk and SendSMS example.apk suc-
cessfully installed in Android emulator are shown in Fig-
ure 5.

For different sensitive API, through context we need to
find its relative registers, the return value and then call
different log functions to record the information while the
app runs. For send text message API, sendTextMessage,
the Smali code is shown in Figure 6.

From Figure 6, it shows the sendTextMessage func-
tion has 5 parameters. Among them we only focus on the
recipient number and the message contents. From the
context, it is obvious that register v1 stores the recipient
number and v3 stores the message contents. The other 3
registers v2, v4, v5 are null. So, we just need to pass the v1
and v3 to log function (Smali format) to record the SMS
information while it runs. After embedding the log mon-
itoring bytecode, we again used the apktool to repackage
the modified Smali files, and then call signapk.jar to re-
sign the new APK. The monitoring report was stored in
external SD card. In order to view the log, we designed
showLog.apk to show the recipient number, messages con-
tents and timestamps. An example of detailed monitoring
report on Android emulator is shown in Figure 7.

The above experiments show that the dynamic moni-
toring module was successfully embedded into the Smali
files of original APK. The log records the detailed infor-
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Figure 5: Running interface of installed showLog.apk and
SendSMS example.apk

 

iget-object v1, p0, 

Lcom/example/sendsms_example/SendSMS_ExampleMainActivity; 
->phoneNumber:Ljava/lang/String; 

iget-object v3, p0, 

Lcom/example/sendsms_example/SendSMS_ExampleMainActivity; 
->SMSContext:Ljava/lang/String; 

move-object v4, v2 

move-object v5, v2 
invoke-virtual/range {v0 .. v5}, Landroid/telephony/SmsManager; 

->sendTextMessage(Ljava/lang/String;Ljava/lang/String;Ljava/lang/

String;Landroid/app/PendingIntent;Landroid/app/PendingIntent;)V 

Figure 6: An example of Smali code for sendTextMessage

 

Figure 7: An Example of monitoring log for sendTextMes-
sage

mation related to the sensitive API. Once we have found
the suspicious behavior of an app, any further deep anal-
ysis, such as DDMS (Dalvik Debug Monitor Server), can
analyze it more accurately and comprehensively.

5 Conclusion

A two-step malicious Android application detection
method was proposed in this paper. First of all, we use
permission combination matrix to discover those potential
risk applications. And then those suspicious applications
are further sent into the dynamic monitoring module to
track the call information of the sensitive APIs while it
is running. As a conclusion, it shows some advantages of
our approach:

1) Using Smali bytecode, it is based on intermediate
language, which shows some advantages over Java
source code method and it possesses anti-obfuscation
to a certain degree.

2) The method is simple, just insert some monitoring
Smali bytecode, and the performance influence can
be ignored.

3) This method can be used in a wide scale, which can
deploy remotely and provide monitoring service au-
tomatically.

Further research directions include considering more
sensitive APIs and provide a real App on Android market
for fans to use. Also, we need integrate others malware
detection method, such as dynamic taint analysis to con-
duct some cross-field deep research.
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Abstract

Media independent information service is one of the im-
portant parts of the IEEE 802.21 standard to optimize
vertical handover in wireless heterogeneous networks. In
this paper, an anonymous network information acquire-
ment protocol is proposed for a mobile user, which can
be used to establish a secure channel between the mo-
bile user and the information server. Security and perfor-
mance analysis shows that the proposed protocol is very
suitable for mobile environments.

Keywords: Anonymity, heterogeneous network, media in-
dependent information service

1 Introduction

Communication in next generation wireless networks will
use multiple access technologies, creating a heterogeneous
network environment. Practically, a single network can-
not cater for all different user needs or provide all services.
Nowadays the availability of multimode mobile devices
capable of connecting to different wireless technologies
provides users with the possibility to switch their net-
work interfaces to different types of networks. Vertical
handovers among heterogeneous networks should be sup-
ported to guarantee the service continuity. To achieve a
seamless handover, a mobile user needs to obtain infor-
mation of existing networks nearby, in order that he can
choose a suitable target network and do some prepara-
tions for possible handover. However, the neighbor infor-
mation discovery is the most time-consuming phase in the
handover process [15].

The IEEE 802.21 working group defines the Media In-
dependent Handover (MIH) services [4] to facilitate han-
dover between heterogeneous networks. Media Indepen-

dent Information Service (MIIS) is a very important part
of MIH services, which specifies information about nearby
networks and the query/response mechanism that allows
mobile nodes to get that information from information
servers. MIH messages will be exchanged over various
wireless media between mobile nodes and access networks
in future heterogeneous networks. Thus the MIH services
may be a new target to attackers, which will be the main
concerns for equipment vendors and service providers.
Some typical threats about MIIS are listed in [9], which in-
cludes identity spoofing, tampering, replay attack, denial
of service and information disclosure. Note that an at-
tacker may be able to trace a user’s movements or predict
future movements by inspecting MIIS messages. Thus, it
is desirable to hide the roaming user’s identity and move-
ments from eavesdroppers. However, security mechanisms
are not within the scope of the IEEE 802.21 standard.

IEEE 802.21a task group was set up to address se-
curity issues of MIH services. As to MIH security, two
frameworks about MIH service access control were pro-
posed [5, 8]: (i) 3-party case, the access control is ap-
plied through EAP process (for instance, EAP-TLS [13])
with an EAP server, where the information server plays a
part of authenticator; (ii) 2-party case, the access control
is based on a pre-shared key or public key certification,
where the user and the information server execute a mu-
tual authentication and key establishment procedure like
TLS [2]. Saadat et al. [11] describe the main technical
requirements to establish a secure channel between the
user and the information server. They also propose that
the user should be authenticated by an authentication
server and a shared key between the user and the infor-
mation server should be generated by the authentication
server. However, the specific authentication method is
not referred. Saha et al. [12] propose a PLA-MIH scheme
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to transport 802.21 messages over a secure network layer
protocol in a hop-by-hop manner. It has the advantage
that ensures very strong security of the signaling frame-
work. However, it adds much overhead to all entities in-
volved, for it needs every packet in MIH signaling to be
signed. Won et al. propose another secure MIH message
transport solution called MIHSec [14], which computes
the MIH keys by utilizing the keys generated from the
data link layer authentication procedure. Though MIHsec
has a good performance for MIH message transportation,
it introduces other issues. First, it is closely integrated
with date link layer authentication, thus it is not media
independent. Second, the access router may know the key
for MIH messages encryption, which degrades the level of
security.

We note that user anonymity is not addressed in all
above schemes. It is very important for a roaming user
to keep his identity secret and movements untraceable.
In [7], we propose an access authentication scheme with
user anonymity. The scheme provides an anonymous ac-
cess authentication of MIIS considering that the access
control for information is applied through an access au-
thentication controller. The protocol can be used to es-
tablish a secure channel between the mobile node and the
information server. The solution has the advantages of
lightweight computation and easy implementation, How-
ever, it has the following weak points: first, it needs the
mobile user to require a service ticket from his home server
every time before accessing MIIS, which may take a long
time if the user is far away from his home network; second,
the home server has to be always online and available, so
it is easy for the home server to become the bottleneck.

In order to achieve an efficient network information
discovery process with more security properties, this pa-
per proposes a new Anonymous Network Information Ac-
quirement (ANIA) protocol using an Schnorr like ID-
based signature scheme [3]. The anonymous authentica-
tion process does not involve the home server, which re-
sulting a very short authentication latency. We also give
a rigorous formal analysis of its security using a modular
approach.

Our contribution mainly includes:

• Quick mutual authentication with user anonymity
between the user and the information server;

• A shared session key established for MIIS informa-
tion secure transmitting;

• Lightweight computation and low communication
cost in the proposed protocol.

The rest of this paper is organized as follows. Section 2
gives a quick review of eCK model. In Section 3 we
present our new approach in detail. Section 4 gives a for-
mal security proof of our protocol under the ECK model.
Section 5 includes performance analysis. Finally, conclu-
sions are drawn in Section 6.

2 Related Work

The extended Canetti-Krawczyk (eCK) model [6] is de-
scribed as an experiment between an adversary ∆ and a
challenger Σ. Initially, ∆ selects the identities of n honest
parties, for whom Σ generates static private key/public
key pairs.

Execution of an Authenticated Key Exchange (AKE)
protocol by one of these parties is called an AKE session.
A session identifier sid is defined as

sid = (role, Φ, Ψ, comm),
where role = {I, R} is the role (initiator/responder) of

the owner of the session, Φ is the identity of the owner,
Ψ is the identity of the other party in the session, and
comm is the concatenation of communication messages
between the two parties. Two sessions sid = (role, Φ,
Ψ, comm1) and sid* = (role, Φ, Ψ, comm2) are matching
sessions if role is the complement of role* and comm1 =
comm2. A protocol execution between Φ and Ψ without
the intervention of an adversary produces two matching
sessions.

In the experiment, ∆ controls all communications be-
tween the parties, and can reveal the static private key of
a party, the ephemeral private key in a session, and the
session key of a session. ∆ can make any sequence of the
following queries, which Σ needs to answer accordingly:

• Send(Φ, Ψ, comm). ∆ sends a message comm to Φ
on behalf of Ψ. Σ returns Φ’s response.

• StaticKeyReveal(Φ). Σ returns the static private key
of Φ.

• EphemeralKeyReveal(sid). Σ returns the ephemeral
private key of the session sid.

• SessionKeyReveal(sid). Σ returns the session key of
the session sid.

• Establish(Φ). Using this query, the adversary regis-
ters an arbitrary public key on behalf of an adversary
controlled party Φ. Σ only checks the validity of the
public key, but does not need to check the possession
of the corresponding private key.

A session sid (role, Φ, Ψ, comm) is fresh if the fol-
lowing conditions hold:

• Both Φ and Ψ are honest parties.

• ∆ did not query the session key of sid or its matching
session sid* (if the matching session exists).

• ∆ did not query both the static private key of Φ and
the ephemeral private key of Φ in this session.

• If sid* exists, then ∆ did not query both the static
private key of Ψ and the ephemeral private key of Ψ
in this session.

• If sid* does not exist, then ∆ did not query the static
private key of Ψ.
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Security of an AKE is defined as follows. In an eCK
experiment, ∆ issues Send, StaticKeyReveal, Ephemer-
alKeyReveal, SessionKeyReveal, and Establish queries
polynomial times (in a security parameter) in any se-
quence. Then ∆ selects a completed session sid, and
makes a query Test(sid). To answer Test(sid), Σ chooses
a bit b∈ {0, 1}uniformly at random. If b = 1, then Σ
sets the session key of sid as K. Otherwise, Σ selects
K from the key space uniformly at random. Σ then
returns K as the answer of Test(sid). ∆ continues to
query Send, StaticKeyReveal, EphemeralKeyReveal, Ses-
sionKeyReveal, and Establish polynomial times. At last,
∆ outputs a bit b∗, and terminates the game. If the se-
lected test session is fresh and b∗ = b,then ∆ wins the
game.

The advantage of the adversary ∆ in the eCK
experiment with AKE protocol Π is defined as
ADVΠ(Ω) = Pr{∆ wins}−1/2.

eCK Security

An AKE protocol is secure (in the eCK model) if no
efficient adversary ∆ has more than a negligible advan-
tage in winning the above experiment, i.e., ADVΠ(∆) <
1/Q(µ) for any polynomial Q(·) when µ sufficiently large.

3 Network Information Acquire-
ment Protocol with User
Anonymity

This section focuses on a new proposal for anonymous net-
work information acquirement using an efficient Schnorr
like ID-based signature scheme [3].

3.1 Network Initialization

We consider a network model as depicted in Figure 1. A
mobile user (MU) roams into a visited network (V) and
he wants to get network information nearby for possible
handover. We assume the MU registers with a home au-
thentication server (HAS) in his home network (H) and
has a long term shared key kMH with the HAS. The MIIS
is provided by an information server (IS) in the Internet.
Suppose there is an agreement between the IS and the
HAS for MUs using MIIS to optimize handover. We also
assume there is a time synchronization mechanism in the
system.

In this phase, the HAS runs a setup algorithm and
generates the system parameters, including a master se-
cret key (s), and the corresponding master public key
(PKHAS), by using a security parameter k. The HAS
performs the following steps:

1) Specifies q, p, E/F p , P and G where q is a large
prime number and p is the field size, E/F p is an
elliptic curve E over a finite field F p , P is a base point
of order q on the curve E and G is a cyclic group of

Figure 1: Network model

order q under the point addition “+” generated by
P.

2) For the randomly chosen master secret key s∈ Z∗
q ,

computes PKHAS as sP.

3) Chooses two hash function H 1: {0,1}∗ −→ Z∗
q , H 2:

{0,1}∗×G×{0,1}∗ −→ Z∗
q .

4) Chooses one key derivation function f : G−→{0,1}k.

5) Outputs system parameters {q, p, E/F p , P, G,
PKHAS , H, f }, and keeps s secret.

Later, the HAS computes the private keys of all users
and the IS. This algorithm takes the master secret key
s and an identifier (ID) as input and generates a private
key corresponding to that ID. In order to achieve MIIS
access anonymity, the HAS selects a pseudo-ID (PID) for
each MU and based on the PID a private key is gener-
ated. The HAS works as follows for each MU with identi-
fier PIDMU . It chooses at random rMU ∈R Z∗

q ,compute
RMU = rMU P and hMU = H 1(PIDMU , RMU ). Then it
computes sMU = rMU+hMU s. The MU’s private key is
the tuple (sMU , RMU ) and is transmitted to the MU via
a secure channel, namely encrypted by the key shared
between the HAS and the MU. The MU’s public key
is defined as PKMU =sMU P, which can also be com-
puted with RMU , PIDMU , and PKHAS from the equa-
tion: PKMU=RMU+H 1(PIDMU , RMU )PKHAS . The
HAS also generates a private key for the IS as above proce-
dure using IDIS . The private key and public key of the IS
are denoted as (sIS , RIS ) and PK IS=sISP, respectively.

3.2 Anonymous Secure Channel Estab-
lishment

When a MU moves to a new place, it should contact the
IS to get information about neighbor networks. Suppose
that the MU is now in coverage area of network V and he
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is already connected with the network. Then an anony-
mous authentication and key establishment process will
be conducted between the MU and the IS. The flow chart
of our scheme is depicted in Figure 2.

1) MIIS Authentication Request (MU−→IS):

PIDMU , A, tMU , σ.

The MU selects a random number a ∈ Z∗
q , and

computes A = aP . He sends a MIIS authentica-
tion request message to the IS. The message con-
tent is as the following, {PIDMU , A, tMU , σ}, where
tMU is the timestamp of the MU, and σ is a sig-
nature generated by the schnorr like ID-based sig-
nature using sMU . Denote {PIDMU , A, tMU , σ}as
m, then σ is generated as follows [3]: The MU se-
lects a random number x ∈ Z∗

q ,and computes xP,
y=x+sMU H 2(PIDMU , xP, m), then he outputs the
signature σ={xP, y, RMU }.

2) MIIS Authentication Response (IS−→MU)

IDIS , RIS , B, A, c, MAC.

Upon receiving the request message from the MU,
first the IS checks the time stamp tMU . If it is fresh,
the IS computes the MU’s public key by the equation
PKMU = H 1(PIDMU , RMU ) PKHAS+RMU (Note
RMU can be extracted from σ). Then the IS verifies
the signature σ using PKMU by checking the follow-
ing equation: yP=xP+ H 2(PIDMU , xP, m)PKMU .
Successful signature verification implies the message
is actually sent by a valid user of the HAS. Hence,
the IS accepts the message. Otherwise the proto-
col is terminated at this stage. Next the IS selects
a random number b ∈ Z∗

q , and computes B = bP .
Then it computes the shared secret k IM as follows:
K IM =(b+sIS )(PKMU +A), k IM =f (K IM , PIDMU ,
IDIS ). The IS randomly chooses a temporary ID
(TIDMU ) for the MU and stores an item {TIDMU ,
PIDMU , RMU }. The IS generates a ciphertext c
by encrypting TIDMU using k IM and a symmetric
cryptographic algorithm. Later it sends a MIIS au-
thentication response message to the MU. The mes-
sage content is as the following, {IDIS , RIS , B, A,
c, MAC}, where MAC is a value computed using
a secure message authentication function λ by the
equation MAC =λ(IDIS , RIS , B, A, c, k IM ).

On receiving the response message from the IS, the MU
computes as bellow.
PKIS = H1(IDIS , RIS)PKHAS + RIS ; KMI = (a +

sMU )(PKIS + B). Then the shared session key kMI is
derived from the equation: kMI =f (KMI , PIDMU , IDIS ).

Next the MU checks whether the MAC equals to
σ(IDIS , RIS , B, A, c, kMI ). If it does not hold, the
IS fails to pass the authentication. Otherwise, the IS
passes the authentication and a secure channel between
the IS and the MU is established using the shared key.
The MU decrypts c and stores TIDMU . Then neighbor
network information of the MU can be acquired from the

IS through the secure channel.

Notes.
The MU authentication is achieved by verifying the

signature of the user. On the other side, the MU authen-
ticates the IS by MAC generated using the shared key. It
is easy to see that KMI =K IM .

Later, if the MU moves to another place and wants
to access the IS again, the MU will uses TIDMU as his
identity. The ANIA protocol will be performed except
that the message sent in Step (1) consists of {TIDMU ,
A, tMU , xP, y}. Note that RMU (a part of the MU’s
signature σ composed of {xP, y, RMU }) is not sent in the
message, since the PIDMU and RMU are stored in the IS.
The IS identifies the MU by the TIDMU , and it generates
a new temporary identity TID∗

MU for the MU during the
authentication procedure.

4 Security Analysis

We assume that the cryptography suites employed in our
protocol are all secure, such as, hash function, message
authentication function and ID-based signature scheme.
Then our protocol is secure under the extended Canetti-
Krawczyk (eCK) model [6].

Computational Diffie-Hellman (CDH) Assumption.

Let G be a cyclic group generated by P, whose order
is a prime q. View G as an additive group. The
CDH assumption states that, given (P, aP, bP),
for randomly chosen a, b∈{0, 1, 2, . . . , q-1}, it is
computationally intractable to compute the value
abP [6].

Theorem 1. Under the CDH assumption in the cyclic
group G of prime order q, using a signature scheme sig
and a message authentication function λ that are both
existentially unforgeable under adaptively chosen-message
attacks, the ANIA protocol is a secure authenticated key-
exchange protocol with respect to the eCK model, when
hash functions H1, H2 and key derivation function f are
modeled as random oracles.

Proof. Let ∆ be any adversary against the ANIA proto-
col. We start by observing that since the session key sk is
computed as sk=f (θ) for some 3-tuple θ, the adversary ∆
has only two ways to distinguish sk from a random string:

1) Forging attack. At some point ∆ queries f on the
same 3-tuple θ.

2) Key-replication attack. ∆ succeeds in forcing the es-
tablishment of another session that has the same ses-
sion key as the test session.

If random oracles produce no collisions, the key-
replication attack is impossible as equality of session keys
implies equality of the corresponding 3-tuples (which are
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Figure 2: Anonymous authentication and key establishment with IS for MU

used to produce session keys). In turn, distinct key ex-
change sessions must have distinct 3-tuples. Therefore, if
random oracles produce no collisions, ∆ must perform a
forging attack.

Case 1: Active attack. The adversary could break the
security of the protocol via insertion of a message of
its choice. In this case we will construct an adversary
Ξ against the signature scheme sig or the message
authentication function λ.

We only take the adversary against sig for example.
The construction of attacker against λ is very similar.
The input to Ξ consists of the parameters of the sig-
nature scheme, which includes access to a signature
oracle. Ξ selects at random one party as MU. For
session executed by MU, instead of using the MU’s
private key to compute the signatures, Ξ will make
use of the signature oracle that it has access to in
the signature security game that Ξ is simultaneously
playing. Therefore, if the active attack occurs, Ξ
succeeds in breaking the unforgeability of sig. By
assumption forging a valid signature can only occur
with negligible probability, the protocol is resilient
against active attacks.

Case 2: Passive attack. In this case, the Test session
has a matching session owned by another honest
party. We show that if the adversary performs a
successful forging attack, the CDH problem could
be solved by a solver Ξ. The input to the Ξ is a
CDH problem instance (U = uP, V = vP), where u,
v∈ Z∗

q and U, V∈ G. The goal of Ξ is to compute
CDH(U,V ) = uvP. For simplicity, we use γ, ω and Γ,
Ω denote the static secret keys sMU , sIS and public
keys PKMU , PK IS respectively.

The adversary ∆ is allowed to reveal a subset of (γ,

a, ω, b), but it is not allowed to reveal both (γ, a) or
both (ω, b). We only take the subcase for example
that (γ, b) is revealed by ∆. Other subcases are
similar.

Ξ selects random matching sessions executed by MU
and IS, and modifies the experiment as follows. Ξ
sets the ephemeral public keys of MU in the test
session to be U, and sets the static public key of
IS in the matching session to be V (namely, A=U,
Ω = V ). If ∆ wins the game, it must queries f
on the same 3-tuple θ, thus it successfully forges
K =(γ+u)(v+b)P. Then Ξ can solve the CDH prob-
lem as below: CDH(U,V )=K−γbP−γV−bU. With
the hardness of the CDH assumption, the adversary
could not win the experiment and hence the protocol
is secure.

In the following, we further discuss some security prop-
erties of our protocol.

User Anonymity. In our scheme, the pseudo ID, in-
stead of the MU’s real identity, is used in access MIIS
for privacy protection.

Key Freshness. The session key kMI is computed from
a function using random numbers from the MU and
the IS respectively, which assures the freshness of ses-
sion key.

Forward Secrecy. The random numbers used in session
key generation are unpredictable for any party except
the MU or the IS. Even if the intruder attacks long
term secret information of the MU and the IS, he
can not compromise the past random numbers and
the past session keys.
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Resistance to Replay Attack. Replay attack involves
the passive capture of data and its subsequent re-
transmission to produce an unauthorized effect. A
replay attack can be prevented by checking the times-
tamp or the MAC.

5 Performance Analysis

Computation and communication overheads are consid-
ered as two important metrics of authentication proto-
cols. We present performance comparison of 802.21a pro-
posal [5], SAM protocol [7], and ANIA protocol according
to the metrics.

The computation overhead is the time cost of all
the cryptography operations. Since the MU is always
resource-constraints, we primarily take the MU’s compu-
tation overhead into account. We take EAP-TLS [13] and
TLS [2] as 802.21a proposal instances for 3-party case
and 2-party case respectively. Here, TLS handshake is
based on public key certificate and Diffie-Hellman key ex-
change. And public key related algorithms of 802.21a and
SAM are all considered based on ECC, where ECDSA and
ECDH for 802.21a, and ECDH for SAM.

To evaluate computation overhead of the mobile node,
we implemented all cryptographic operations required in
the two schemes using the Crypto++ Library (version
5.6.2) [1]. The cryptographic experiments were executed
on a laptop with PIII 1.0 GHz CPU and 128MB RAM.
Here the key length of the ECC system is set as 160 bits.
In the experiment, SHA-160(or its variation) is introduced
to implement hash functions and key derivation function,
and AES-128 is introduced as the symmetric cipher used
in the protocols. The mainly results are listed in Table 1.

Table 1: Mainly cryptographic operations and computa-
tion costs

Computation operations Notation
Time
(ms)

point multiplication TPM 1.532
random number generation TRG 0.072

symmetric encryption TSE 0.106
symmetric decryption TSD 0.106

hash value computation THC 0.031
key derivation TKD 0.031

Table 2 shows the MU’s computation costs of the four
schemes during the handover authentication procedure.
In the ANIA protocol, the MU needs: 1THC and 1TPM for
computing the IS’s public key; 1THC , 1TRG, and 1TPM

for message signature; 1TRG, 2TPM , 1TKD for key ex-
change; 1THC for MAC verification; 1TSD for TID. From
the table, we can conclude that the ANIA protocol is
more efficient than 802.21a proposal, since 3 costly point
multiplication operations are saved; and it is a little more

complex than the SAM protocol because of one additional
costly point multiplication operation.

As to communication performance, the HAS is not in-
volved during the authentication between the MU and the
IS in both 802.21a proposal 2-party case and the ANIA
scheme. The SAM protocol and 802.21a proposal 3-party
case both need the HAS to acts as an anchor for trust
establishment. Since the MU now roams to a visited net-
work which may be far away from his home network, com-
munication between the MU and the HAS could take a
long latency. Table 3 shows the message numbers needed
between the related entities. From Table 3, we can see
that ANIA performs better than other schemes.

We carried out some simulation experiments of the four
schemes using OPNET 10.5 [10] to verify analysis above.
For simplicity, only 2 WLANs (denoted as H and V) are
used as the access network in the topology, and two ASs
and one IS are deployed, where the servers are connected
to the Internet as in Figure 1. The simulations run with
20˜100MUs and 10 APs uniformly distributed in each
WLAN area for 5 minutes of simulation time. For the
MIIS authentication request pattern, assume 20 percents
of the MUs in one WLAN move into the other WLAN, and
each roaming MU makes 10 requests randomly distributed
over the whole simulation period. The simulation param-
eters are listed in Table 4. Here we mainly focus on the
measurements of average authentication latency and the
number of messages delivered in the network. The com-
putation costs of MUs are considered in the simulation,
while the computation costs of the servers are neglected
because of their powerful processing abilities.

Figure 3 shows the average authentication latency of
the four schemes as the number of MUs changes. We
can see that the average authentication latency of those
schemes become larger as the number of MUs increases.
The reason is that the number of packets generated in the
network increases as the number of MUs increases, which
makes packets collision and retransmission happen more
often. The ANIA protocol gets the shortest average au-
thentication latency among those protocols in all scenar-
ios. This suggests that the ANIA protocol is highly effec-
tive in authentication latency. Figure 4 shows the changes
of the number of messages delivered in the network when
the number of MUs changes. As we can see from the
results, the number of messages delivered of 802.21a-3
increases sharply while that of other protocols increases
smoothly as the number of MUs increases. It shows that
the ANIA protocol delivers the smallest messages in the
network in all scenarios. The simulation results indicate
that the ANIA protocol has advantages in communication
performance compared with other protocols.

6 Conclusion

In this paper, we focus specifically on security of MIIS,
and propose a new anonymous access authentication pro-
tocol for MIIS. We apply an identity-based Schnorr like
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Table 2: Message numbers between the related entities

Computation costs
802.21a
(2-party)

802.21a
(3-party)

SAM ANIA

3THC + 7TPM

+1TRG + 1TKD

3THC + 7TPM

+1TRG + 1TKD

4THC + 3TPM + 1TRG

+1TKD + 1TSE + 1TSD

3THC + 4TPM + 2TRG

+1TKD + 1TSD

Total (ms) 10.917 10.917 5.101 6.502

Table 3: MUs computation costs of the four schemes

Message numbers
802.21a
(2-party)

802.21a
(3-party)

SAM ANIA

Between MU and HAS 0 6 2 0
Between MU and IS 4 9 2 2

Table 4: Simulation parameters

WLAN area
The number of APs in each WLAN
Coverage of AP
The number of MUs in each WLAN
The number of MIIS request for each MU
Simulation time

300m∗300m
10
100m
20∼ 100
10
5 minutes
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signature for user authentication with a PID. The secu-
rity and performance analysis shows that the proposed
scheme has excellent performance. We will further ana-
lyze the performance of the proposed scheme in the future.
Now we are making an effort to put up a real test-bed to
evaluate performance of our protocol.
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