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Abstract

Wireless Sensor Network is a collection of autonomous
sensor nodes placed spatially. Unlike wired networks the
sensor nodes here are subject to resource constraints such
as memory, power and computation constraints. Key
management and Security are the area of research in
WSN. To ensure high level security encryption is neces-
sary. The strength of any encryption algorithm depends
upon the key used. So Key Management plays a signifi-
cant role. The proposed KMS using LLT matrix achieves
both Node-to-Node communication and Group communi-
cation. The main objective of the scheme is to strengthen
the data transferring security mechanisms and also to en-
sure efficient key generation and management along with
authentication. The main feature of this proposed sys-
tem is 100% Local-connectivity; efficient node revocation
methodology, perfect resilience; three-level authentication
cum key generation and the most importantly reduced the
storage. The scheme and its detailed performance analy-
sis are discussed in this paper.

Keywords: Cholesky decomposition, key connectivity, re-
silience, WSN

1 Introduction

WSN [12] is a collection of nodes from hundreds to thou-
sands. Each node has processing units, sensing unit and
power source usually the battery. Sensor nodes are re-
source constrained in terms of computation, memory. Be-
cause of its transmission nature and also because of its
deployment in hostile environments, security mechanisms
available for wired ad-hoc networks are not applicable
for WSN. So new security mechanisms [9] should be in-
troduced but satisfy the security requirements such as
authentication, confidentiality, integrity and availability.

Though many cryptographic algorithms are available, but
the strength of the algorithm purely depends on the key
used. For eg. If AES is incorporated, whoever involved
in building up the security mechanisms knows about the
AES. So the importance will be on key and also the size
of the key. If 128 bit key is used, a possible set of key will
be in 2128. So to establish a secure communication key
management plays a vital role. Key management includes
key generation, distribution and storage of keys. The at-
tackers usually made an attack on the key management
level rather than cryptographic algorithm level. Since the
sensor node is resource constrained designing a key man-
agement scheme for WSN is challenging issue. In recent
years, many key management schemes are proposed. Key
management schemes are broadly classified into three cat-
egories: key pre-distribution, arbitrated key mechanisms
and self-enforcing mechanisms. Arbitrated keying mech-
anisms depend upon trusted third party agent. Of that
if the node gets compromised all information about the
network will get revealed. Self-enforcing mechanism is a
public key cryptography method. Since sensor nodes are
resource constraining this method is not preferable.
Almost all key management schemes [1, 2, 3, 6, 7, 10,
16] are based on key pre-distribution method in which
keys are loaded into sensor nodes before deployment. De-
signing a suitable key management scheme for all kinds
of WSN organization such as hierarchical or distributed is
another challenging issue. Based upon applications and
architecture used KMS has to be defined. Once after de-
signing the KMS, the metrics [12] to be evaluated against
KMS is security (Authentication, resilience, node revoca-
tion), efficiency (memory, processing, bandwidth, energy,
key connectivity) and flexibility (deployment knowledge,
scalability). Satisfying all the metrics in a single key man-
agement scheme is difficult. If suppose group key commu-
nication is incorporated, periodic updating of group key
is necessary. This increases expenses on rekeying. Thus
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in this situation key connectivity is not an issue rather
rekeying is. The evaluation metrics are mainly based on
the architecture and keying mechanism used.

2 Related Works

Some schemes follows partial pairwise key methodol-
ogy [5]. For a network with n nodes, it is not necessary
to store n-1 keys in each node to achieve a connected
graph. The degree of each node is determined by the
probability of connectivity. Usually it is expected to be
high. Basic Scheme [9], Q-composite [3] are based on
this method. These schemes undergo three steps: Key
Pre-Distribution phase; shared-key phase and path key
establishment phase. Bloms [1] scheme; Du-et-al [6] mul-
tiple space, LU [12] schemes are also pair-wise schemes.
Instead of storing the keys directly [18], corresponding
rows and columns of the matrix are stored [14] and pair-
wise key is generated using vector multiplication when-
ever two nodes want to communicate. Most of the hier-
archical network schemes [8] use group key mechanisms.
Resilience and node revocation becomes an issue. Many
schemes [17] are introduced without deployment knowl-
edge. As a result, the probability to nodes to be within
each others communication is less. Thus the connectiv-
ity is less. Considering all these factors, the PROPOSED
scheme is a mixture of pairwise, group, matrix-based, hi-
erarchical network with deployment knowledge.

3 Our Contribution

The proposed scheme is a matrix based scheme. A sym-
metric matrix is decomposed into two matrices using
CHOLESKY factorization. It is almost similar to LU
scheme. The reason for choosing CHOLESKY factoriza-
tion is that: the two matrices are lower triangular matrix
and its transpose. This reduces STORAGE, COMPU-
TATION and COMMUNICATION overhead to a large
extent. It is enough to store only the row values unlike
LU Scheme where in row and corresponding columns are
stored. This reduces the MEMORY CONSUMPTION to
half of that consumed in LU [12, 16] scheme.

The proposed scheme uses the HIERARACHICAL
NETWORK STRUCTURE to enhance DIVISION OF
LABOUR. Processing and work decrease down the group.
This gives a clear idea of what type of nodes to be used
at which level. Two types of keys used in the proposed
scheme: pairwise key [3, 5, 10] and the other Group key.
Group key is mainly used for commenting purposes. Pair-
wise keys serve two purposes. Firstly, they are used
in message passing then its for node revocation. The
corresponding group head will initiate the node revoca-
tion. This involves deleting records pertaining to the
captured node and replacing the old group row with new
one. This cannot be multi-cast because even the cap-
tured node will receive the message. Thus the pairwise
key between a node and the group head is used for it.
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Figure 1: Layered clustered architecture - WSN

Proposed scheme also uses message passing efficiently by
providing three level authentications cum key generation
mechanism within three steps.

4 The Proposed Scheme

4.1 Architecture

The four layered clustered architecture comprises of Base
station at the top level, Cluster heads at the second level,
High end sensors as the group head in the third level and
Low end sensor nodes at the bottom level (see Figure 1).

The main advantage of a multi-layered clustered archi-
tecture [11] is that the number of keys loaded in each sen-
sor nodes will be appreciably less compared to distributed
sensor networks. The hierarchical architecture enhances
the scalability of the system. Further it provides Division
of Labor system where in each node is loaded with opti-
mal work it can perform [7]. Thus, hierarchical clustered
architecture [13] gives a clear idea of what type of nodes to
be used at different levels. The main objective in WSN is
to achieve 100% connectivity at low power consumption.
To achieve maximum communication range the node con-
sumes maximum transmission power and thus the range
of communication is traded-off with energy consumption.
Typically, WSN nodes are expected to work efficiently
at low power consumption. Hence decreasing the power
consumption cuts down the communication range.

The nodes communicate with other nodes without any
nodes intervention without regarding the transmission
power of communication [15]. The main advantage of this
is the security which is 100%, further; the data received is
a primary data. Also there is minimal possibility of data
loss. But still this is not welcomed in WSN because of its
high energy consumption. Here for 100% connectivity all
the nodes should be in the communication range of other
nodes, this limits the network coverage.

These multi-hop techniques are used. The communi-
cation range of a node is reduced subject to the energy
consumption constraint. In order to achieve 100% con-
nectivity it is not necessary for all nodes to be within the
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Figure 2: Direct and multi hop communication - WSN

communication range of nodes (see Figure 2).

It can be achieved using multi-hopping where in the
two nodes, which are out of their communication range,
communicated via the nodes present within the range.
The identification of such nodes leads to path establish-
ment phase. The main disadvantage of this is data loss
and insecurity. Since the communication range [17] of a
node is reduced keeping in mind the power consumption,
multi-hop techniques are used for long range communi-
cation. Here low end sensor nodes are grouped under
High end Group heads (nodes). If one node in a group
wants to communicate with the node in the other group
multi-hopping is done via their respective group heads.
By doing this data is more secure as the receiving node
knows the source of the message, also always there exist
exactly two nodes (the respective group heads) in between
the sender and the receiver. Thus the proposed scheme
uses the optimized connectivity with minimal power con-
sumption as the criterion for grouping nodes. The same
criterion is followed for clustering group heads under pow-
erful cluster heads. The cluster heads communicates di-
rectly with the base station. The proposed multi-layered
clustered architecture is hence the best architecture.

4.2 Communication Flow

Base Station: Full duplex communication between base
station and cluster heads.

Cluster Head: Full duplex communication between
cluster heads (inter), base station and group heads
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(intra).

Group Head: Full duplex communication between
group heads (inter), cluster head and sensor nodes
(intra).

Sensor Nodes: Full duplex communication between
nodes and group heads (within a group) [13, 14, 15,
18).

4.3 Outline of the Scheme

All the sensor nodes are loaded with the programs and
data before deployment. Based on the locality of deploy-
ment, the sensor nodes are grouped under High end sensor
nodes. Further the groups are clustered (depending upon
the structure of deployment) under cluster head. Thus the
knowledge about the locality of sensor nodes is known in
advance. The base station is fed with the details of all
sensor nodes, group as well as cluster heads such as Num-
ber and IDs of all nodes belonging to a group; Number
and IDs of all group head belonging to a cluster; Number
of clusters and ID of each cluster head. Lower Triangular
matrices decomposed from a symmetric matrices form the
basis of key generation. The symmetric decomposition is
done using CHOLESKY decomposition [15].

Assume there are ¢ clusters, g groups, and n nodes.
Thus ¢ X ¢ symmetric matrix is allotted for inter-cluster
communication along with the base; c¢(g X g) symmet-
ric matrices for inter grout (intra cluster) communication
within a cluster; g(n x n) symmetric matrices for inter
node (intra group) communication. The trick of the trade
is that the values of the order of the symmetric matrices
are kept as large as possible. This is done to achieve bet-
ter scalability. Using separate sets of matrices for different
layers of architecture, different sets of keys are generated
for each layer. Each layer is a completed graph with m
nodes (m is appreciably less than the order of the symmet-
ric matrix allotted to it). For commanding purpose say
from base station to cluster heads or from cluster heads to
its group heads or from group heads to its nodes a unique
key is generated at each level. A key array consisting
of possible keys with which a node can communicate is
stored in its memory. This ensures authenticated com-
munication between nodes. A Common hashing array for
generating indices is used for encrypting the message. Pe-
riodically checks are made by the respective heads to test
whether a node is alive or dead.

4.4 System Components and Functional-
ities

Base Station. This is the master node of the network.

It is at the topmost level of the architecture [18].

It commands and controls all its co-ordinate nodes.

It receives the aggregated data from various cluster

heads and processes it [7, 18]. It stores cluster IDs,

group IDs, number of clusters, number of groups in a
cluster, number of nodes in a group along with their
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IDs. Further it stores one row of the ¢ x ¢ matrix for
establishing pairwise key between cluster heads for
inter cluster communication; one common row from
the ¢ x ¢ matrix for broadcasting. It also stores Key
pool, hashing array [11].

Cluster Head. This node serves two purposes: one is
that it reduces the burden of the base station by
performing data aggregation and distribution of mes-
sages from/to various group heads; the other is that it
aids inter-group communication by acting as a medi-
ator [7, 18]. Moreover it initiates group head revoca-
tion. It stores Cluster IDs, Group IDs, and number of
groups under its control. One row of ¢ X ¢ matrix for
inter cluster communication; one row from the allot-
ted GXG matrix for intra- cluster (inter-group) com-
munication; the common row stored in base station
(to receive message broadcasted by the base station)
and one common row of g X g matrix for broadcasting
(to group heads) purpose. Further it also stores the
hashing array and key pool list.

High End Sensor Nodes/Group Heads. This node
plays the role of cluster heads at this level, i.e., it
performs data aggregation and distribution of mes-
sages from/to its nodes. This also takes the role of
initiating node revocation [7, 18]. It stores IDs of
node belonging to it, IDs of group heads belonging to
same cluster. One row of GXG matrix for inter group
communications; one row of NXN matrix for intra-
group (inter-node) communication; the common row
of GXG matrix stored in its cluster head (to receive
the message broadcasted by cluster head); one com-
mon row of NXN matrix for broadcasting (to nodes)
purpose. Further it also stores the hashing array and
key pool list [4, 13].

Low End Sensor Nodes (simple called nodes).
This is the working node of the system, which senses
and transmits sensed data to its group heads. Group
ID, one row of the n x n matrix for communicating
with group head; the common row stored in its
group head (to receive the message broadcasted by
it). Further it also holds the hashing array and a
key list with two elements one the key value for
communicating to group head and the other for
receiving the broadcasted message [4, 13].

NOTE: Different sets of matrices are dedicated to dif-
ferent cluster heads. Though the hashing array stored
in the nodes is same for all, the key pool list varies in
accordance with the matrices allotted to it.

4.5 Key Management
4.5.1 Symmetric Matrix Decomposition

The methodologies used in this scheme are listed as fol-
lows:
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Cholesky factorization. LU decomposition constructs
both lower and upper triangular factors L and U
Cholesky decomposition constructs a lower triangu-
lar matrix L whose transpose LT itself an upper tri-
angular matrix such that A=LL”.

Cholesky Factorization Algorithm. If the order of
the A matrix is N then,

1) Set k = 1;
2) Repeat the following until £k <= N;
3) For K* N x N Matrix:

a. apk = \/Qkk;

b. Gr41:Nk = Qht1:N.k/ 0k k;
C. Uk41:N,K+1 k *

Ak+1,k>

= Qkg+1:N,K+1 — Qk+1:N,
d. Ar42:N k42 = Qkt2:N k+2 — Ok+2:N,k *Ok+2, K
and so on;

e. Increment k by 1.

4.5.2 Pre-deployment Phase

All the parameters that are mentioned in the system and
component phase are loaded to the appropriate nodes.

4.5.3 Key-establishment Phase

After successful deployment of nodes establishing connec-
tivity is the crucial step. This is done using keys. In
simple words two nodes can communicate if and only if
they share a common key.

4.5.4 Pair-wise Key Establishment

Steps involved in pair-wise key establishment [10] between
two nodes:

1) The sender node A sends its row R, in format I
node to the receiver node B.
Message Format I: NodeIDg || row_values || hash-
ing_index (base) || hashing_index (shift) || NodeID 4.

2) Node B receiver the messages and retrieves the row
values of A. It computes the Key K 4p and checks it
presence in the Key pool. If it is present then Node B
sends its row, checked bet, hash of the key in format
2 to A.

Message Format II: NodelD, || row._values ||
hash(key) || checked_bht || hashing index(base) ||
hashing_index(shift) || NodeIDp.

3) Node A receives the message and retrieves row values
R,y of B, key value K 4p and computes the key value,
Kpa using R,, and R,;. Then it checks whether
Kpa is present in its key pool and also r.4 matches
with Kap. If it matches node A sends the message
to B using shh computed key.
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4.5.5 Group Key Establishment

Group key are mainly used for commanding and control-
ling the nodes. There is only one group key at any level.
Here broadcasting technique is followed.

Steps involved in group key establishment:

1) The group head broadcasts the message to all its
nodes using message format I mentioned below.
Message Format I: Group ID || row_values || hash
on key || cipher message || hashing_index (base) ||
hashing_index (shift).

2) Appropriate nodes receive the message and retrieve
the necessary command.

The process of decryption is as same as the process
depicted above in pair wise key establishment.

4.5.6 Cluster Key Establishment

This process is similar to that of group key establishment.

5 Performance Analysis

The following are the factors (affecting performance of the
system) that are analyzed in this phase. These are (1)
Key connectivity; (2) Efficiency (Computation, Storage,
Communication); (3) Scalability.

5.1 Key Connectivity

It is a measure of the possibility of communication be-
tween two nodes in a network; this is usually referred to
as local connectivity [1, 3, 6]. Global connectivity is a
measure of connected components in the entire network.
For system with high performance key connectivity should
be high. This is because with high connectivity probabil-
ity of multi-hopping reduces. This reduces unnecessary
intermediate communications which in turn reduce the
transmission power. Thus battery power (power source
of sensor nodes) is reserved for processing and hence per-
formance increases with key connectivity.

In the proposed scheme, 100% Key connectivity is
achieved at each tier of the hierarchy, i.e., the network
is a completely connected graph at each level of hier-
archy (completely pairwise) as shown in Figure 3. The
proposed network (structure) is a connected (not a fully
connected) graph. As mentioned the connected compo-
nents of the graph are fully connected. Generally, a lot
of communication happens only within nodes of the same
level, i.e., the number of intra-level communications is
more when compared to inter-level communication. Thus
it is enough if 100% key connectivity is assured within a
level and inter-level communication can be achieved us-
ing secondary or ternary neighbors. The proposed scheme
uses this strategy.

Random pairwise scheme: In order to reduce the
Key storage when compared to EG [9] scheme, the entire
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graph is divided into several overlapping connected com-
ponents (nodes). Though this scheme does not support
100% connectivity but ensures the network is connected.
Since all the nodes perform the same tasks, frequent com-
munication between them is required. Thus for two nodes,
which are far apart, to communicate lots of hopping has
to be done, this increases communication overhead. Thus
high key connectivity is achieved at the expense of trans-
mission Power.

For RP scheme the key Connectivity will be p = (1/n)x*
m where p denotes a probability of connectivity; n denotes
number of nodes; m denotes a degree of each node. The
key connectivity for RP scheme is shown in Figure 4.

Asymmetric Pre-distribution scheme: The key
connectivity is not 100% initially. Whenever two non-
connected nodes want to communicate, they first establish
a pair-wise key between them with their first degree H
sensor node. Thus Key connectivity gradually reaches
100% at the expense of memory, i.e., the storage memory
in L sensor nodes inner-cases.

The Key connectivity for AP scheme is 1—((p—m)!(p—
DY/pl(p — m —1)!)) where p = pool size; e = number of
keys in H - Sensor node; 1 = number of keys in L- Sensor
node. In the proposed scheme 100% key connectivity is
achieved between primary neighbors, unlike AP scheme
as shown in Figure 5. Thus a balance is stroked between
Key connectivity and Key storage.
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5.2 Efficiency
5.2.1 Storage

A typical node is subject to memory constraints for bet-
ter performance, i.e., a maximum storage capacity of a
node is generally small. Also high end nodes have bet-
ter storage capacity compared to low end sensor nodes.
The proposed scheme uses this fact and stores data ac-
cordingly, i.e., the storage decreases down the hierarchy.
Matrix generation and other major storing activities are
limited with the top level itself.

Proposed scheme: The Storage will be (z/2)(z + 1)
where z is the number of Nodes and the respective graph
is shown in Figure 6. In LU [10] Decomposition each and
every node stores one row of Lower Triangular matrix and
corresponding column of upper matrix to generate keys by
matrix multiplication. In the proposed scheme the upper
triangular Is the transpose of the lower triangular ma-
trix (U = LT). This reduces the number of rows to be
stored in each node to one. Let minimum size of one row
be on an average 4 bytes and say there are 5000 nodes
(as in a typical network); LU utilizes 40000 (2*4*5000)
bytes whereas the proposed scheme consumes only half
the above value, i.e., 20000 bytes (4*5000). The remain-
ing reserved memory is efficiently for authentication and
computational purposes.

The storage for LU will be x*(x+1) whereas in LL” it
will be (x/2)(x + 1) where x be the number of nodes (see
Figure 7).

In Random Pairwise [10] scheme the voting keys, that
are stored in low end sensor nodes, used for node revoca-
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tion increases the storage in the nodes. In the proposed
scheme any node revocation within a group or a cluster
is initiated and taken care by their corresponding group
heads of cluster heads, imposing no additional memory
consumption. Head nodes being a high end sensor node
can store additional information. Thus the network objec-
tives are achieved subject to memory constraints without
any degradation in performance.

In Du et al. scheme 7 distinct keys spaces from the pos-
sible choices (say w) are randomly loaded into the nodes.
The size of one row is A+1, thus for each node (A +1) 7
units are required.In the Proposed scheme many entries
in lower triangular matrix are zero thus size of one row is
far less than that used in Du et al. scheme. This strategy
helps to reduce memory consumption to a large extent.

In LEAP each and every node is loaded with individual
key, pairwise key, group key and cluster key to achieve
high connectivity between different levels of hierarchy.
The proposed scheme uses only pairwise key and group
key to achieve the connectivity that LEAP achieves. This
reduces the memory consumption to almost half of that
in LEAP (see Figure 8).

5.2.2 Computation

Computation is done at the expense of power consump-
tion. Since a node is expected to work with minimal power
consumption too much computation degrades nodes per-
formance. The proposed scheme basically involves three
computations multiplication, one-level base conversion,
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shifting. Multiplication is done for key generation. The
base for conversion is chosen in such a way that it ter-
minates at one level itself, thus restricting the number of
divisions to one. Shifting being a bit twiddling operation
does not consume much power. Thus the computational
power consumption is relatively less compared to many
schemes and also the proposed scheme does not perform
any computation for node authentication. Also since most
of the row entries are zero computation becomes simple.

In Polynomial based scheme the nodes are supposed
to compute their key using n-degree polynomial functions
with two variables which involve computing exponential
powers of those variables and their summation. This con-
sumes a lot power. Proposed scheme limits the number
of arithmetic computations to one or two and mainly per-
forms simple bit twiddling operations and hence consumes
relatively less power. In Blom [10] and Du et al. scheme
the nodes compute keys by multiplying rows and columns.
To reduce storage on each node, only the seed of the col-
umn (Vander monde matrix with seed s) is stored. But
this imposes computational overhead in generating the
column which happens at the expense of power consump-
tion. The proposed scheme has no such overhead in gen-
erating column as only rows are stored.

5.2.3 Communication

Communication is directly related to transmission power.
Thus for high performance unnecessary communications
should be avoided. In the proposed scheme the nodes
are loaded with all the possible keys with which it can
communicate, keeping in mind the transmission power,
before deployment. Many schemes have shared-Key dis-
covery phase and path-key establishment phase. This in-
volves a lot of communication between nodes. The pro-
posed scheme being completely pre-deployed does not in-
volve any communication of this type. Thus saving a lot
of transmission power. Further the proposed scheme in-
volves only two communications for key generation and
node authentication.

In the AP scheme [7], Du et al. matrix scheme,
Blundo, Liu and Ning scheme, g-composite scheme in-
volves both shared key establishment And path key es-
tablishment phase which increase communication. In LU
scheme the key computation involves three steps whereas
proposed scheme uses only two steps, hence 33% transmis-
sion power is saved. Also in LU if there is a key mismatch
then the authentication mechanism (y TESLA) is initi-
ated which consumes computation power. The proposed
scheme does node authentication and key establishment
within the two steps and hence is efficient.

5.3 Scalability

This measures the performance of the network in addi-
tion of new nodes. For a typical network the performance
should not be affected while adding new nodes. In the
proposed scheme the order of the matrix is set to the max-
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imum having a futuristic view on the scalability. When
a node is added to a particular group, unused row of the
allotted matrix is loaded into it along with all other re-
maining necessary data before deployment. The strategy
used here for accommodating a large number of new nodes
is to group them under new group. This strategy handles
scalability to a large extent.

In Hierarchical LU the rows and columns are ran-
domly loaded into the nodes. When more and more new
nodes are added the possibility of two nodes having same
rows increases. Thus probability of link compromising in-
creases. In RP scheme each node is loaded with m iden-
tifiers in its vicinity. When a new node is added, its key
identity must be updated in that connected component of
the network. This imposes communication overhead.

6 Security Analysis

6.1 Resilience

A network should be secure enough so that the entire
message passing is done secretly. This ensures no data
leakage. Thus a malicious user cannot hack the infor-
mation from the nodes in the network. Resilience is a
measure of how quickly the system recovers upon node
capturing. The recovery depends on the impact of node
capturing on the system, i.e., it indirectly measures how
much remaining nodes and links get compromised on node
capturing. A good wireless sensor network must definitely
be resilient, otherwise, the entire system will be attacked
and all the data can be hacked out of it.

6.2 Message Interception

This is a situation where malicious users intercept mes-
sages (brute force attacks) in the network by snoops, traf-
fic analysis, modification, masquerading, repudiation, re-
playing, and denial of service and many other security
threats and attacks. A good network is supposed to en-
sure high data integrity, confidentiality and availability.

The proposed scheme produces cipher messages which
are highly encrypted. Thus any malicious user will not
be able to retrieve any information from it. By doing this
the proposed scheme overcomes the traffic analysis and
spoofing threats. Here the node ID and the computed key
values which are checked against a key pool list acts as
the digital signature to provide authentication. Further,
the proposed scheme uses encipherment and thus ensures
data integrity and overcomes masquerading, modification,
etc.

Assuming the awkward situation where in the attacker
retrieved the content of the message and found the key.
In the proposed scheme each and every node has a unique
pairwise key with each node within a level. The attacker
remains helpless with one key as he will not be able to
masquerade with other nodes. Thus no link gets com-
promised. The only link that gets compromised is the
link from which the attacker retrieved the information.
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In such a situation the corresponding group or cluster
head initiates node recovery mechanism after identifying
malicious network interfaces. Heads replace the row val-
ues and key pool list of all the nodes in the vicinity of the
alien interface with new rows from its allotted matrix and
a corresponding key pool list. This is done by unicasting
all this information to respective nodes.

6.3 Node Compromising

Here the attacker uses any physical attacks to directly
capture nodes. On capturing a node the attacker will get
to know about all the information that is stored in it.

Considering an awkward situation where in a node in
the proposed network is captured physically and all the
information that is stored in it are known to the attacker.
Using this node the attacker can easily communicate with
all the other nodes in its communication range. If the
node is a group head then the attacker will be able to re-
trieve information from the entire cluster in which it be-
longs. In the proposed scheme the respective group head
or cluster head immediately initiates recovery mechanism
after identifying the attacked node, giving no room for the
attacker to extract information from other nodes. Once
the attacked node is known by the group head it initi-
ates node revocation mechanism. Its first and foremost
task is to transmit the node ID of the attacked node to
all the remaining nodes in the cluster. This is done by
unicasting to the nearest node, the attacked node ID, the
new row for group communication and change in hashing
index in hashing format (mentioned above). The nearest
node retrieves all the necessary information and performs
three basic operations. Firstly it passes this message to
its neighbor node which is not the attacked one. Secondly,
it deletes the attacked node ID and its corresponding key
value from the list it stores. It then changes the row for
group communication and updates the old key value for
group communication in the key list with the new com-
puted group key. Thirdly, the node changes the range of
base and shifting number generated by the pseudo ran-
dom generator. Thus though the attacker who knows the
message format can’t hack it because he doesn’t know to
what number the index is referring to. All the other nodes
also do the same. Further this ensures resilient property
in the network.

In the AP scheme, Hierarchical LU scheme, Du et
al. [17] matrix scheme the probability of using the same
key to establish links between different nodes are more be-
cause the rows are randomly loaded into the nodes, i.e.,
two or more nodes may have same row values for shared
key establishment. Thus when one link gets compromised
it will also affect all the other links which used the same
row for generations. In RP scheme the voting keys play a
crucial role in node revocation. This increases storage in
every node. Thus resilience is achieved at the expense of
storage. Also voting leads to communication overhead.

In LU scheme [16] the probability of two nodes to have
same row value increases with an increase in the number
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of nodes and number of keys chosen for the scheme. Thus
number of link compromising increases with increase in
the number of keys in a node as shown in Figure 9. strat-
egy helps to reduce memory consumption to a large ex-
tent.

6.4 Node Authentication

Authentication [13, 14] ensures that both the parties at
the ends of the communication are authenticated. In
the proposed scheme, no additional authentication mech-
anism, like p-Tesla, is used. Instead a part of the key
generation mechanism is used for authenticating. First
the receiver node that extracts the ID from the message
checks with its node ID. If it matches then it is confirmed
that the message is from authenticated node. Further
confirmation is done by checking the computed key value
with the key pool list it possesses. If there is a match then
authenticated communication takes place between them.
In cases of Mismatch in either of the steps, the corre-
sponding group or cluster head is alerted by the node in
which mismatch occurred. The heads probe into this is-
sue and finds whether mismatch is due to loss of data or
due to malpractices. Thus two level authentications cum
key generation reduces communication to a large extent.

In many schemes such as g-composite scheme, SHELL,
the keys are directly deployed in the nodes. The nodes
there directly send messages using those keys. In order
to authenticate nodes some additional mechanisms are
needed. But only a few schemes incorporate such mecha-
nisms. Thus attacking such networks with less or authen-
tication is simple. Authentication ensures data integrity
and confidentiality in a network.

7 Summary and Conclusion

An Efficient Key Management scheme for WSN with
multi-tier and multi clustered architecture using LLT is
discussed LLT matrix will play a vital role to achieve
FULL local key connectivity with less communication and
less computation overhead. This Proposed protocol is an
efficient, secured, scalable and multilevel authenticated
between nodes, nodes to group head, group head to clus-
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ter head and cluster head to cluster head. In this ar-
chitecture, Choleskey decomposition constructs a lower
triangular matrix L, whose transpose LT itself an upper
triangular matrix such that A=rL”". Using this technique
pairwise key establishment phase, Group key establish-
ment phase, cluster key establishment phase is achieved.
Performance analyzes in terms of key connectivity, effi-
ciency, scalability are done and the results are noted. The
security analysis are made related to resilience and node
authentication and the results are noted finally the com-
parison is made between proposed scheme with an existing
key management scheme in terms of performance and se-
curity analysis. The summary of the results is discussed in
Table 1. The results indicate that the proposed scheme is
well suited for dynamic homogeneous and heterogeneous
sensor networks.

Table 1: Summary and result

Metrics Achievements

Key Connectivity | 100% Local key Connectivity

Storage Less Storage;

Communication No shared key and path key
establishment phase

Computation Bit twiddling operation re-
duces computation overhead

Scalability Unused rows from the matrix
is loaded

Resilience Changing the range of base
and shift number

Authentication Multi-Tier authentication,
where node ID’s acts as a
digital signature
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Abstract

Oblivious transfer with access control is a protocol where
data in the database server are protected with access
control policies and users with credentials satisfying the
access policies are allowed to access them, whereas the
database server learns nothing about the data accessed
by users or about her credentials.Our scheme has the
advantages as follows: First, our scheme maintains the
privacy property of oblivious transfer and offers access
control mechanism. Second, it allows the expressive ac-
cess control polices that directly supports AND, OR and
Threshold gates. Third, the communication complexity
in our scheme is constant in the numbers of records which
have been accessed. Fourth, our scheme is constructed in
prime order bilinear group.

Keywords: Access control, bilinear maps, ciphertext policy
attribute based encryption, linear secret sharing, oblivious
transfer, standard model

1 Introduction

With the advent of cloud computing, more and more or-
ganizations plan to adopt the cloud computing service.
However, the concerns for the security and privacy make
them hesitate to adopt this service. While the encryp-
tion techniques can be employed to protect the outsourced
data, the cloud service providers can still collect the sen-
sitive information on who accesses the outsourced data,
and how she accesses them. To address the problem, re-
searchers proposed to employ the oblivious transfer (0T,
for short) [7] primitive to preserve the users privacy. How-
ever, oblivious transfer in its basic form has no access
control functionality, that is, the users can obtain any
files chosen by them without any restrictions. To distin-

guish the authorized users from the unauthorized users,
access control mechanisms are introduced in such a way
that only the authorized users are allowed to access data,
whereas the unauthorized users cannot. However, tradi-
tional access control mechanisms assume the items being
requested are knowledgeable.

To preserve the users’ privacy and let access con-
trol mechanism be enforced by the service provider
(database), researchers proposed oblivious transfer with
access control mechanism which, for each record of the
database, defines an access control policy that deter-
mines the attributes, roles and rights which the user needs
to possess to access this record. To meet the require-
ments for the maximal amount of privacy, this mechanism
should provide guarantees as follows:

1) The record can be accessed by only the authorized
users.

2) Which record the user has accessed is not learned by
the database provider.

3) The database provider does not learn which at-
tributes the user possesses when the database is ac-
cessed by her.

4) Access control mechanism should be flexible enough
to enforce different expressive access control policies.

An encryption scheme is employed to securely share
data among users. The symmetric cryptography and tra-
ditional public key cryptography are suitable for the set-
ting in which a user securely share data with another user
that is known to her in advance, that is, the communi-
cation model is one-to-one.Furthermore,access to the en-
crypted data is all or nothing-a user is either able to de-
crypt and obtain the entire plaintext or she does not learn
anything at all about the plaintext except for its length.
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With the advent of cloud computing, where there exist
a large number of users, the traditional cryptosystem is
insufficient. For instance, the data provider may want to
share data according to some policy based on the recip-
ient’s credentials or attributes and only the data users
satisfying the policy can decrypt. The traditional public
key cryptosystem cannot handle such tasks.

Sahai and Waters [17] first proposed the Attribute
Based Encryption (ABE) scheme to handle the afore-
mentioned problem. In their scheme, the private keys
and ciphertexts are associated with attribute sets, and
a private key can decrypt a ciphertext iff there exists a
match between the attributes of the private key and those
of the ciphertext. Decryption is enabled only if at least
d attributes overlap between a ciphertext and a private
key. Their scheme is useful for error-tolerant encryption
with biometrics, while their scheme is limited to handling
threshold access structure. Since the Attribute Based En-
cryption scheme is proposed, different ABE schemes and
their applications [15, 12, 6] are presented in terms of flex-
ibility, efficiency, and security. Existing ABE schemes are
classified as Key Policy ABE (KP-ABE) schemes [10, 16]
and Ciphertext Policy ABE (CP-ABE) schemes [2]. In
KP-ABE schemes, keys are associated with access poli-
cies, and ciphertexts are identified with attribute sets.Iff
the keys associated with access policies satisfied by the
attributes associated with the ciphertexts are able to de-
crypt the ciphertexts. In CP-ABE schemes, access poli-
cies are associated with the ciphertexts and keys are asso-
ciated with attributes. If and only if keys associated with
attributes satisfying the access policy associated with the
ciphertext are able to decrypt it.

In the CP-ABE schemes, the data are protected with ac-
cess polices, and only those users whose attributes satisfy
the access policies are able to decrypt to access them.BSW
scheme [2] are the first to implement CP-ABE scheme
which is expressive and efficient attribute based encryp-
tion scheme. However,security proof of their scheme are
based on the generic group model which assumes that
an adversary needs to access an oracle to perform any
group operations. To achieve ciphertext policy attribute
based encryption scheme in the standard model, work
has been done as follows: Cheung and Newport [5] pro-
posed a CP-ABE scheme which construct a policy with
an AND gate under the bilinear Diffie-Hellman assump-
tions.However, their scheme requires that the number of
system attributes be fixed at setup and the access struc-
ture of their scheme only support an AND gate. These
two drawbacks make it less expressive. To enhance the
expressiveness, Goyal, Jain, Pandey, and Sahai [9] pro-
posed Bounded CP-ABE scheme in the standard model.
However, the encryption and decryption complexity blows
up by an n34? factor in the worst case, which limits its
usefulness in practice.Lewko et al. [13] proposed a CP-
ABE scheme in the standard model which is expressive,
and adaptively secure. However, their scheme is based
on composite order bilinear group which incurs some
efficiency loss and assumption is non-standard assump-
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tion.To overcome this problem, Waters [19] present a CP-
ABE scheme which is both expressive and is proven secure
under a standard assumption in the standard model.Our
scheme builds on this scheme.

We propose blind expressive ciphertext policy attribute
based encryption scheme to achieve fine grained access
control over the encrypted data. Our scheme has the
advantages as follows: First, our scheme maintains the
privacy property of oblivious transfer and offers access
control mechanism.Second,it allows the expressive access
control polices that directly supports AND, OR and
Threshold gates.Third, the communication complexity
in our scheme is constant in the numbers of records which
have been accessed.Fourth, our scheme is constructed in
prime order bilinear group.

The remainders of our paper are organized as follows:
We discuss related work in Section 2. We introduce pre-
liminaries in Section 3. We present scheme definition,
security game and Blind CP-ABE scheme in Section 4.
We present the scheme construction in Section 5. Blind
Private Key Generation Protocol is presented Section 6.
We propose fully simulatable oblivious transfer with fine
grained access control in Section 7. The performance of
our scheme is evaluated in Section 8. We conclude and
specify the future work in Section 9.

2 Related Work

Coully et al. [7] presented a scheme based on state graphs
where users obtain credentials binding them to a partic-
ular state in the graph. This scheme limits the possi-
ble transitions between states to enforce access control.
Their scheme has the advantages as follows: (1) It can
be applied to different oblivious transfer schemes; (2) It
permits the access control policies to be changed without
changing the database. Unfortunately, their scheme has
the two following drawbacks: (1) Each time users access
the database, they have to obtain a new credential. (2)
This scheme cannot efficiently express a large class of ac-
cess policies based on state graphs. Camenisch et al. [3]
presented an oblivious transfer with access control mecha-
nism in which each user can obtain a credential certifying
whether she possesses some attributes used to describe
each record of data. A user can access the record as long
as she possesses these attributes, which makes access poli-
cies only support AND condition. To support access policy
in disjunctive form, database server needs to duplicate the
record, which increases the size of database. To directly
support access policy in disjunctive form, Zhang et al. [20]
present oblivious transfer with access control which real-
izes disjunction without duplication.Their scheme builds
on fully secure attribute based encryption scheme pro-
posed by Lewko et al. [13]. However, their scheme is based
on composite order bilinear group which results in some
efficiency loss. Furthermore, their scheme does not per-
form key sanity check and ciphertext sanity check. In case
the issuer and the database are malicious, the two users
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which possess the same attributes may decrypt the same
encrypted record to different plaintext record, which does
not guarantee anonymity of the users.

3 Preliminaries

3.1 Bilinear Map

Let G and Gp denote two cyclic groups whose order is

prime order p, and g, u are a generator of G, respectively.

e is a bilinear map e : G xG — G that has the properties

as follows:

Bilinearity. for any a,b € Z,, e(g%,u®) = e(g, u)®.

Nondegenerate. e(g,g) # lg,, (g, g) is a generator of
Gr. If the group operation on G and on the bilinear
map e : G x G — Gp are efficiently computable,
then G is a bilinear group. Our scheme employs
the symmetric bilinear map such that: e(g?,ub) =
e(g,u)® = e(g®, u®).

3.2 Access Structure

Let S be the universe of attributes. An access structure [1]
on S is a collection A of non-empty subsets of attributes,
ie, A C 25\ {}. We call the sets in A the authorized
attribute sets, and the sets not in A the unauthorized at-
tribute sets. Specifically, an access structure is monotone
if VB,C: if B € A and B C C, then C € A. In this
scheme, only monotone access structure is handled.

3.3 Linear Secret Sharing Scheme

A secret sharing scheme [1, 4, 18] II over the attribute set
is called linear over Z, if (1) The shares for each attribute
of a secret form a vector over Z,. (2) There is a matrix M
with h rows and n columns for II. Forany j =1,--- , h, let
the function ¢ defined the attribute that labels the 5 row
as ¢(j). Given the column vector ¥ = (s, 22, -+ ,x,)7
in which T is the transpose of the vector 7, s is the secret
that will be shared, and z3,- -+ , 2, € Z, are uniformly at
random picked, then M 7 is the vector of h shares of the
secret s based on II. The share (M?)] belongs to the
attribute (j).

Let attribute set S € AA S € S be any authorized
attribute set, and let J = {j|j € {1,--- ,h} A p(j) € S}.
Then, there exist constants {n; € Z,},;c; such that, if
{s;} et are valid shares of a secret s according to II, then
HjG.]anj = S.

3

3.4 Commitment Scheme

A commitment scheme comprises the three algorithms as
follows:

Setup (1%) — CP. This algorithm takes in a security pa-
rameter k, and it outputs the commitment parame-
ters CP.
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Commit (CP,m) — (C,D). This algorithm takes in the
commitment parameters CP and a message m, and
it outputs a pair (C, D).

Decommit (CP, m, C, D) — {0,1}. This algorithm
takes in CPP, m, C, D, and it outputs 1 if D opens C
to m, else 0.

We employ the Pedersen commitment scheme [14],
where the commitment parameters are a group whose or-
der is prime order p, and random generators (ho, - - , hy),
where )\ is a positive integer. In order to commit to the
values (a1, -+ ,ay) € Zg, select a random w € Z, and set

C=hZTIL, h% and D = w.

3.5 Zero Knowledge Proof

We employ definitions from [8]. A pair of algorithms (P,
V) which interact with each other is a proof of knowledge
(POK) for a relation R = {(v,d)} € {0,1}* x {0,1}*,
where knowledge error is A € [0,1] if (1) For all (,6) € R,
V() accepts a conversation with P(§) with probability 1;
(2) There is an expected PPT algorithm KE, called the
knowledge extractor, such that if a cheating prover P has
probability € of convincing V to accept v, the KE, when
given rewindable black box access to P, outputs a witness
0 for v with probability € — A.

A proof system (P, V) is perfect zero-knowledge if there
is a PPT algorithm Sim, the simulator, such that for any
PPT cheating verifier V and for any (y,0) € R, the output

of ‘7(7) after interacting with P(0) and that of Sim" ()
are identically distributed.

3.6 Our Scheme Overview

An oblivious transfer with fine grained access control
from ciphertext policy attribute based encryption is run
between the parties as follows: one credential issuer I,
one database DB, and one or many users Uy,---,Uz,
where Z is a positive integer. DB hosts a database
((m1,A1), -+, (mn,AN)), where my(Il = 1,--- ,N) is pro-
tected by access structure A;(I = 1,---, N). Each access
structure A; describes the attribute set that a user must
possess to access m;. Each user U possesses attribute set
Sy, and she can access messages m; if and only if her Sy
satisfies access structure A;. A credential issuer I certifies
whether user U possesses attribute set Sy.

The proposed scheme divides the interaction between
parties into three phases as follows: A credential issuing
phase, an initialization phase, and a transfer phase. In
the credential issuing phase, a user U asks I to certify she
has the attribute set Sy. If certification succeeds, I issues
U a credential on attributes Sy. In the initialization phase,

DB encrypts messages my(l = 1,--- , N) under the corre-
sponding access structure A;(l =1,--- | N), sends cipher-
text (Cq,--+,Cn) to each user U. In the transfer phase,

the user U proves in zero-knowledge proof possession of
a credential on her attribute set Sy to DB, and gets a
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private key PriKeyg, associated to her attribute set Sy
from DB. If her Sy satisfies access structure A;, she can
decrypt all the ciphertexts Cy(I = 1,--- ,N) to recover
plaintext messages m;(Il =1,--- , N).

DB employs a ciphertext policy attribute based en-
cryption scheme [19] to encrypt plaintext messages
(m;)(I=1,---,N) under the corresponding access struc-
ture Aj(l =1,---,N). In a CP-ABE scheme, a ciphertext
C' is associated with access structure A, whereas a private
key PriKeyg is associated with the user’s attribute set
S. If the attribute set S satisfies the access structure A,
then the private key PriKeyg can decrypt the ciphertext
C to recover plaintext message m.

In the transfer phase, the user U who possesses at-
tribute set Sy can obtain a private key PriKeygs of the
CP-ABE scheme from the database DB. In traditional
CP-ABE schemes, the Private Key Generator (PKG, for
short) needs to learn the attribute set Sy to calculate a
private key. Whereas the privacy properties in our scheme
require the database acting as PKG should not learn the
attribute set Sy. Furthermore, DB assures that the user
U only obtains the private keys associated with the at-
tribute set Sy. To handle these problems, we propose the
expressive CP-ABE scheme with a blind key generation,
where the user U proves in zero-knowledge proof posses-
sion of a credential on her attributes Sy to DB, and then
she obtains a private key associated with Sy in a blind
manner, such that DB does not learn Sy.

We require authenticated communication between a
user U and the issuer I, whereas communication between
DB and U should be anonymous.

3.7 Credential Signature Scheme

The signature scheme comprises the following algorithms:

1) KeyGen (1%). The key generation algorithm takes in a
security parameter x, and outputs a keypair (sk, vk).

2) Sign (sk,mgq,---,my).The signing algorithm takes
in a private signing key sk and one or more messages
mi, -+ ,mpy, and outputs the signature «.

3) Verify (vk, «, my,---,mpy). The verifica-
tion algorithm takes in a signature,messages(s)

pair(a,(mq,--+ ,my)) and verification key vk, and
outputs 1 if the signature verification is valid, 0 oth-
erwise.

We extend a signature scheme with two protocols to
achieve a credential scheme.First, a user U and a cre-
dential issuer I engage in an issuing protocol Issue by
means of which U obtains a signature from I on a com-
mitted message C,,, = Commit (CP, m;, Decommit), where
l=1,---,N. Second, a protocol Show allows U to prove
possession of a signature by I on a committed messages
Cm, to a verifier. To prevent users from colluding their
credentials and to securely realize any credential scheme,
we employ an ideal functionality F . edentiar as follows:
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* On receiving (issue, att) from U,(z = 1,---,2),
where Z is a positive integer, and att € S, where
S is the universe of attributes, it sends (issue, U, att)
to I that sends back a bit 5. If g = 1, then att is
added to Sy,, and [ is sent to U,; else [ is simply
sent to U,.

On receiving (Show, S*) from U,, in which the cardi-
nality of attribute set S* is ¢, where ¢ is a positive
integer, if S* C Sy, (verify, valid, ¢) is sent to U,
and to the verifier; else, (verify, invalid, ¢) is sent
to U, and to the verifier.

3.8 k-out-of-N Oblivious Transfer

An oblivious transfer scheme [3, 11] comprises four algo-
rithms (S;, Ry, Sz, Ry). In the initialization phase, an
interactive protocol is run by the sender and the receiver.
A state value Sy is obtained by the sender via running
S;r (ma, - ,my), and a state value Ry is obtained by
the receiver via running R;. Then, during the transfer
phase, the sender and receiver interactively conduct Sr,
Rr, respectively, k times as follows:

1) In the adaptive OTY, , case, where 1 < [ < k, the
I*" transfer proceeds as follows: the state value S
is obtained by the sender via running S¢(S5;-1), and
the receiver runs Ry (R;—1,0;) in which 1 < oy < N is
the index of the message to be received. The receiver
obtains state information R; and the message m}, or
1 which indicates protocol failure.

2) In the non-adaptive OT,]CV case, the parties conduct
the protocol as in the aforementioned case. However,
for each round ! < k,the algorithm Rp(R;—1,0;) does
not return a message. At the end of the k" transfer,
Ry (Ry_1,0k) returns the messages (m} ,---,m} )
in which for [ = 1,--- , N, each m}, is a valid mes-
sage or the symbol L which indicates protocol failure.
Our scheme employs k-out-of-N oblivious transfer re-
alizing the ideal functionality For. The functionality
For performs as follows:

* On receiving (Initialize, (my,Ar)=1,.. n)
from DB, it sets DB <« (my, Ar)j=1,... N-

On receiving (transfer, o1, -+ ,0x) from U, it
proceeds as follows: It sends (receive, k) to DB.
If DB is honest, For sets {8 = 1}}_,, else, DB
sends back (transfer, {8;}F_,). For I =1 to k,
if 8 = 1, For sets mg, = Mg,; else For sends
back L. For returns (transfer, m} ,---,m} )
to U,.
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4 Blind Expressive Ciphertext
Policy Attribute Based Encryp-
tion

4.1 Scheme Definition

Definition 1. Ciphertext Policy Attribute Based Encryp-
tion (CP-ABE) scheme [19] comprises the four algorithms
as follows:

ABE.Setup(1¥) — (M S, PP): . It takes in a security pa-
rameter k. It outputs a master secret MS employed
to generate the users’ private keys and the public pa-
rameters PP defining system attribute sets S which
are employed by all parties in the scheme.

ABE.Encrypt(PP,A,m) — CTy. It takes in the public
parameters PP, the plaintext message m and the ac-
cess structure A over a set of attributes specifying
which users are able to decrypt to recover the plain-
text message. It outputs the ciphertext C'Ty associ-
ated with access structure A.

ABE.PriKeyGen(MS,S) — PriKeyg. It takes in the
master secret MS, and the attribute set of user
S C S. It outputs the private key of user PriKeygs
associated with the attribute set of user S.

ABE.Decrypt(CTy, PriKeys) — M. It takes in the
CTy and the private key PriKeys. It outputs the
plaintext message m if attribute set S satisfies the
access structures A, else it returns L.

Correctness. A CP-ABE scheme is correct when
for all security parameters k, all messages m,
all sets of attributes S, access structures A, all
master secrets MS and public parameters PP
output by ABE.Setup algorithm, all private keys
PriKeys output by ABE.PriKeyGen algorithm,

all ciphertexts CTy output by ABE.Encrypt
algorithm, if a set of attributes S satisfies
access  structure A, the following proposition

holds: ABE.Decrypt(ABE.Encrypt(PP, A, m),
PriKeys) = m.

4.2 Security Model for Ciphertext Policy
Attribute Based Encryption Scheme

We describe a security model for CP-ABE scheme using
a security game between a challenger and an attacker as
follows:

Setup. The challenger runs the ABE.Setup algorithm
which generates (MS, PP) and gives the attacker
PP.

Phase 1. The attacker makes repeated private keys asso-
ciated with attribute sets S1,--- , S@,, respectively.
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Challenge. The attacker submits two plaintext messages
mo and my with |mg| = |m| and a challenge ac-
cess structure A* to the challenger with the restric-
tion that none of the attribute sets Sy, ---,Sq, from
Phase 1 satisfy the access structure A*. The chal-
lenger flips a random coin 3, and encrypts mg under
A*. The resulting ciphertext CT* is given to the at-
tacker.

Phase 2. Phase 1 is repeated with the restriction that
none of the attribute sets Sq, 41, ,Sg satisfy the
access structure A* in the challenge phase.

Guess. The attacker outputs a guess g* € {0,1} of 3, if
B* = B, the attacker wins.

Definition 2. A CP-ABE scheme is secure against cho-
sen plaintext attacks (CPA) if no probabilistic polyno-
mial time attackers have non-negligible advantage in the
aforementioned game, where the advantage is defined as

|Prig* = 8] — 3.

4.3 Blind Expressive Ciphertext Policy
Attribute Based Encryption with
Fine Grained Access Control

In the proposed oblivious transfer with fine grained access
control (AC-OT) scheme, the database DB acts as PKG.
When a user U who possesses attribute set Sy makes a
request for DB, DB will check whether U possesses the
credential of Sy, if so, calculates PriKeyg,.

In traditional CP-ABE scheme due to [19], when a user
U asks a private key associated with her attribute set Sy,
PKG will learn Sy to check whether U possesses the at-
tributes Sy, and calculate the private key PriKeys, by
running ABE.PriKeyGen algorithm. Whereas, in the
proposed scheme, DB will accomplish the tasks without
learning Sy. To handle the problem, we extend tradi-
tional CP-ABE scheme with a blind private key generation
protocol ABE.BlindPriKeyGen.

Definition 3. If the wunderlying CP-ABE scheme
(ABE.Setup, ABE.PriKeyGen, ABE.Encrypt,
ASE.Decrypt) is secure and ABE.BlindPriKeyGen
can be securely realized, then a blind CP-ABE scheme
(ABE.Setup, ABE.BlindPriKeyGen, ABE.Encrypt,
ABE.Decrypt) is secure.

4.4 Additional Properties for a Blind CP-
ABE Scheme

We employ blind CP-ABE scheme as a tool for constructing
oblivious transfer with fine-grained access control.

Efficient POK for master secret. Our AC-0T con-
structions require an efficient zero-knowledge proof
of knowledge protocol for the statement POK{(msk) :
(PP,msk) € Setup(1%)}.
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Committing CP-ABE scheme. To construct AC-0T
protocols, we require our blind CP-ABE scheme
should be committing.

The committing property requires that, given a cipher-
text CT associated with an access structure A, two dif-
ferent private keys associated with two different attribute
sets satisfying A will yield a same plaintext message when
the ciphertext C'T is decrypted, which prevents a mali-
cious database DB from calculating mal-formed cipher-
texts, which makes the anonymity of the user be guaran-
teed. Two algorithms are defined as follows:

ABE.KeySanityCheck. This is a private key sanity
check algorithm. It takes in public parameters PP,
attribute set S, and private key PriKeys associated
with S, and it outputs Valid if checks pass, else
Invalid.

ABE.CiphertextSanityCheck. This is a ciphertext san-
ity check algorithm. It takes in public parameters
PP and the ciphertext C'T, and it outputs Valid if
PP and the ciphertext CT are honestly generated,
else Invalid.

Definition 4. (Committing CP-ABE Scheme.) A
(blind) CP-ABE scheme is committing if and only if:
(1) It is secure according to Definition 1; (2) Each
PPT attacker A has a negligible advantage in Kk in
the game as follows: First, A outputs public pa-
rameters PP, a ciphertext CT associated with ac-
cess structure A and two different attribute sets S
and S* satisfying A. If ABE.CiphertextSanityCheck
outputs Invalid, then aborts, else the challenger
runs the ABE.BlindPriKeyGen protocol with the at-
tacker A twice on input (PP, S) and (PP, S*)
to obtain PriKeys and PriKey:. The challenger
runs ABE.KeySanityCheck(PP, S, PriKeys) and
ABE.KeySanityCheck(PP, S*, PriKeys~) and aborts
if the output of any of them is Invalid. The attacker
A’s advantage is defined to be: |Pr[ABE.Decrypt(CTy, S,
PriKeys) # Pr[ABE.Decrypt(CTy, S*, PriKeys+)]|.

5 Scheme Construction

Blind expressive ciphertext policy attribute based encryp-
tion scheme employed to enforce fine-grained access con-
trol on the encrypted data is constructed as follows:

ABE.Setup(1¥) — (M S, PP). The setup algorithm calls
the group generator algorithm G(1*) and obtains the
descriptions of the two groups G and G and the bi-
linear map D = (p,G,Gr,g,¢e), in which p is the
prime order of the cyclic groups G and G, g is a
generator of G and e is a bilinear map. The universe
of system attributes are S = {atty,atts,--- , att|g},
where [S| is the cardinality of the universe S of
system attributes. It selects the random expo-
nents t1,le, -+ ,tig,0,u € Zy. For each attribute
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atty € S(1 < d < |§]), it selects a correspond-
ing tq € Z, and sets Ty = g'(1 < d < [S]).
The public parameters are published as: PP =

(D, g,e(g,9)", 9%, {Ta}t1<a<s|); where e(g, g)* can be
pre-computed. The master secret is MS = g*.

ABE.Encrypt(PP, (M, ), m) — CT(a,,)- The encryp-
tion algorithm encrypts a message m € Gp under
the access structure A = (M, ¢), employing the pub-
lic parameters PP. Let access matrix M be an ma-
trix with h rows and n columns. The algorithm se-
lects the column vector ¥ = (s,xa, -+ ,x,)7 € Zy,
where T is the transpose of the vector 7, To, -+, Ty
are uniformly at random chosen and T is employed
to share the secret encryption exponent s. For any
j=1,---,h,thens; = Mj7 is j*" share of the secret
s according to II, where M; is the vector correspond-
ing to the j** row of M. Furthermore, the algorithm

selects random elements ¢; € Zp(j = 1,--- ,h). The
resulting ciphertext is constructed and calculated as
follows:
CT(M,(p) = ((M,@),Eb,E, {Ej’Fj}j:L'“»h)'
E, = ¢°
E = m-e(g,g)*
B = g5
Fj = gcj .

PriKeyGen(MS,S) — PriKeys. The private key gen-
eration algorithm takes in the master secret M .S and
the attribute set of the user S C S. For every user,
it selects a random r € Z; employed to prevent col-
lusion attacks through which the different users can
pool their attributes to decrypt the ciphertext that
they cannot decrypt individually and calculates the
private key PriKeyg as follows:

PriKeys = (Kp, Dy, {Ki}tacs)-
K, = g"tor
D, = g¢"
K, Ty.

ABE.Decrypt(CT{1,y), PriKeys) — m. The  decryp-
tion algorithm takes in CT(y ) and PriKeys. If
attribute set S satisfies the access structure (M, ),
and let J ={j:7€{1l,---,h} Ap(j) € S}. Then,
there exist constants {n; € Z,};ec; such that, if
{sj}jes are valid shares of a secret s according to
M, then Il;eyn;s; = s. The decryption algorithm
performs as follows:
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calculates

[ ((e(E), Do)e(Fy, Kyiiy))™

jeJ

= [l 1,59
jeJ

- 6(979)2]-6,97“8]%

= e(g,g)"r e o

Ors

Step 1. It

i =

)e(g7, T ))™

e(9,9)

Step 2. It calculates

Va e(Ey, Kp)/V1
= e(g®,9""")/e(g,9)"*

e(g, 9)"*.

Step 3. It calculates

E/Va = m-e(g,9)"*/e(g,9)"*

This scheme is provided with a zero-knowledge
proof of knowledge of the statement POK{(MS) :
(PP,MS) € Setup(1®)} that is given by
POK{(0,9") : g” Ne(g,9")}-

We prove that this CP-ABE scheme is committing
as follows:

ABE.KeySanityCheck(PP, S, PriKeys). Parse
PriKeys as (Ky, Dp,{Ka}aes)), and checks
whether e(Ky,g) = e(g’, Dy) - e(g,g)* and for any
attribute d € S, e(g, Kq) = e(Dy, Ty) holds. If so, it
outputs Valid, else Invalid.

ABE.CiphertextSanityCheck(PP,CT{y,,). Parse
CT(M,L,O) as ((M,@),Eb = gs7E = m:- 6(979);13,

{E; = gGSjT;(%,Fj = g% }j=1,...n). Check whether

Hga(j)ES e(Ej, 9)" = ng(j)es e(Fy, T;(;))nj '6(997 Ey)
holds. If so, output Valid; if not, output Invalid.

6 Blind Private Key Generation
Protocol

A blind private key generation protocol is employed to
extend CP-ABE scheme to enforce fine-grained access
control on the encrypted data. Assuming database
DB and credential issuer I operate on a universe S of
attribute. U obtains a credential certifying that U has
attribute set S from I. U and I engage in the credential
issuing protocol as follows.

Issue():
1) U obtains Sy « Sy U {att} and sends Sy to I.
2) I checks Sy.

PP.661-671, Nov. 2015

667

3) I generates a credential for Sy, i.e. Cred(Sy), and
sends it to U.

4) U obtains Cred(Sy).

We employ full simulatable k-out-of-N oblivious trans-
fer scheme and the credential scheme.I runs KeyGen(1%)
of the credential scheme to generate (PriKeyr, PKy).
DB runs ABE.Setup(1¥) to generate PP, MS. U
have both PK; and PP. A blind private key gener-
ation protocol for CP-ABE scheme is depicted as follows.

BlindPriKeyGen():

1) U calculates commitments {(Com;, Decom;) =
Commit(i) }ies and sends {Com;}ies to DB.

2) U proves in zero-knowledge possession of credential
Cred(Sy) to DB.

3) If the proof fails, abort.

4) DB runs PriKeyGen(MS,S) — PriKeys to gen-
erate PriKeys = (K, = g"t%". Dy, = ¢g",{K; =
T7}aes). DB as a sender and U as a receiver runs a
full simulatable k-out-of-IN oblivious transfer proto-
col.

5) U inputs S as selection values.

6) DB inputs commitments {com;}ics and {Kg}qes as
messages to be received.

U obtains {Kg}aes-
DB returns nothing.
DB sends Ky, Dy, to U.

U sets PriKeys = (K, = g"t?", Dy = g", {K4
= T)}aes) and calls ABE.KeySanityCheck(PP,
S, PriKeyg), if the output is Valid, U obtains
PriKeyyg.

As a result, U obtains a private key associated with S
and DB does not learn anything about S.

Theorem 1. This Blind Private Key Generation protocol
can securely realize Fppig.

Proof. We define a simulator Simgpx which runs A as
a subroutine and interacts with Fppxg. Given a real
world attacker A, we construct an ideal world attacker
A* such that no environment E can distinguish between
the real and the ideal world. Security is proved under a
secure credential scheme and a secure oblivious transfer
scheme. The secure credential scheme implies a simulator
SiMcredential Which interacts with Foyegentiar @and E such
that E cannot distinguish between the real and the ideal
world. The secure oblivious transfer scheme implies a
simulator Simor which interacts with For and E such
that E cannot distinguish the real world from the ideal
world.
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The cases are not considered as follows: All parties are
honest, all parties are dishonest, the issuer is the only
honest party, or the issuer is the only dishonest party,
since theses cases have no real practical interest.

For the remaining each case, we define a sequence of
games to prove the indistinguishability between the real
and ideal worlds. Let Adv[Game I] denotes the advantage
that E distinguishes between the ensemble of Game I and
that of the real execution. We consider the four cases as
follows. O

Case 1. When attacker A corrupts the issuer I and the
database DB, the ensembles REAL, g and IDEAL,- g
are computationally indistinguishable provided that the
credential scheme is secure and the oblivious transfer
scheme 1is secure.

Proof. By applying all the changes represented in
SiMcredential, the environment E cannot distinguish be-
tween the real world and the ideal world provided that the
credential scheme is secure. By applying all the changes
represented in Simor, the environment E cannot distin-
guish between the real world and the ideal world, provided
that the oblivious transfer scheme is secure. Therefore,
this distribution is identical to that of Simppkqa. O

Case 2. When attacker A corrupts the database DB, the
ensembles REAL, g and IDEAL,- g are computationally
indistinguishable provided that the credential scheme is se-
cure and the oblivious transfer scheme is secure.

Proof. The proof is similar to that of Case 1. O

Case 3. When attacker A corrupts some users, the en-
sembles REAL,r and IDEAL,- g are computationally
indistinguishable, provided that the credential scheme is
secure,the oblivious transfer scheme is secure and the
commitment scheme is binding.

Proof. By applying all the changes represented in
SiMcredential, the environment E cannot distinguish be-
tween the real world and the ideal world, provided that
the credential scheme is secure. By applying all the
changes represented in Simor, the environment E cannot
distinguish between the real world and the ideal world,
provided that the oblivious transfer scheme is secure. If
the selection values o1, - - - , 0% generated by Simor is dif-
ferent from attribute sets S generated by Simor, it means
that A can de-commit any of the commitments to two dif-
ferent values, which happens with negligible probability
since the commitment scheme is binding. Therefore, this
distribution is identical to that of Simppkq. O

Case 4. When attacker A corrupts the issuer I and some
users U, the ensembles REAL,r and IDEAL,- g are
computationally indistinguishable provided that the cre-
dential scheme is secure, the oblivious transfer scheme is
secure and the commitment scheme is binding.

Proof. The proof is similar to that of Case 3. O
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7 Fully Simulatable Oblivious
Transfer with Fine Grained

Access Control

Definition 5. (Functionality Fsorraac) Functionality
Fsorrgac performs as follows:

* On receiving (issue, att) from U,, in which att € S,
it sends (issue, U, att) to I that sends back a bit (5.
If B =1, then att is added to Sy, and B is sent to
U,; else B is simply sent to U,.

* On receiving (initialize, (my,A;)i=1,.. n) from
DB, it sets DB <+ (ml,Al)l:L.“,N.

* On receiving (transfer, S) from U,, it proceeds as
follows: If DB # 1, it sends transfer to DB that
returns a bit 5. If 8 =0 or DB = L, it sends L to
U.. If B =1 and S satisfies access structures Ay, it
sends (m3,--- ,my) to U,.

7.1 Construction

Our construction employs the blind CP-ABE scheme to
certify the attributes of users and to enforce fine grained
access control. Here, my,---,my € {0,1}", and hash
functions H : m — {0,1}"™ are modelled as a random
oracle. Credential Issuing phase is depicted in Section 6.
Initialization phase is depicted as follows:

1) DBjy: Select (PP, MS) «+ ABE.Setup(1¥).

2) DBy: Select random values W; € Gr, and for | =
1,--- , N set:
A; = ABE.Encrypt(PP,A;,W))
Bl H(Wl) @ my
C, = (4,B).
3) DBy: Execute PoK{(MS): (PP,MS) €
ABE.Setup(1¥)}.
4) DBy: Send {PP,C4,--- ,Cn} to U.
5) Ur: If the proof does mnot verify, or
ABE.CiphertextSanityCheck returns Invalid,

these ciphertexts are rejected.
6) U[Z Ro = (PP, (Cl,-“ ,CN)).
7) DBj: Return Sy = (PP, MS).

In the I*" transfer, BlindPriKeyGen() is run, and U
obtains PriKeyg. Transfer phase is depicted as follows:

1) Up: If BlindPriKeyGen() fails, then m; = L.

2) Ur: Else for I = 1 to N, Ur checks whether S sat-
isfies the access structure A;. If so, U runs W,, =
ABE.Decrypt(PP, Ay,, PriKeys), and obtains the
messages m;, = H(W,,) @ Bo,; otherwise, m}; = L.
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3) Ur: Return Ry = (Rj—1, m% , 5).

o
4) DByp: Return S; = (S;-1).

The encryption technique employed is secure in the ran-
dom oracle model.

7.2 Proof of Security

Theorem 2. Fsorrgac is securely realized by fully sim-
ulatable oblivious transfer with fine grained access control.

Proof. Given a real world attacker A, we construct an
ideal world attacker A* such that no environment E can
distinguish between the real and the ideal world.The cases
are not considered as follows: all parties are honest, all
parties are dishonest, the issuer is the only honest party,
or the issuer is the only dishonest party, since theses cases
have no real practical interest.

For the remaining each case, we define a sequence of
games to prove the indistinguishability between the real
world and the ideal world. Let Adv[Game I| denotes the
advantage that E distinguishes between the ensemble of
Game I and that of the real execution. We define some
set of negligible functions in which v, () denotes the n'"
function. We consider the four cases as follows. O

Case 1. When the real world attacker A corrupts I and
DB, the ensembles REAL, g and IDEAL,- g are compu-
tationally indistinguishable provided that proofs of knowl-
edge are extractable, the CP-ABE is committing and se-
cure is the blind private key generation with access control
in the random oracle model.

Proof.

Game 0. In this game, the dishonest real world DB
and I interacts with the real world honest users U, .
Hence, Adv[Game0] = 0.

Game 1. This game is the same as Game 0, except that
the knowledge extractor is employed to extract M.S
from the proof of knowledge POK{M S : (PP, MS) €
ABE.Setup(1¥)}.  Since this extractor succeeds
with all but negligible probability, Adv[Game 1] —
Adv[Game 0] < vy(k).

Game 2. This game is the same as Game 1, except
that all ill-formed ciphertexts detected by running
ABE.CiphertextSanityCheck are rejected. The
committing CP-ABE scheme ensures that if a cipher-
text is valid via ABE.CiphertextSanityCheck, then
it decrypts to the same message by employing any
valid private key.Hence, Adv[Game 2]—Adv[Game 1] =
0.

Game 3. This game is the same as Game 2, except
that it carries out all the changes depicted in
Simpprg. Since the blind private key generation
with fine grained access control is secure, it holds
that Adv[Game 3] — Adv[Game 2] < v3(k).
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By summation, it holds that Adv[Game 3]—Adv[Game 0] =
Adv[Game 3] is negligible. O

Case 2. When the real world attacker A corrupts DB, the
ensembles REAL, g and IDEAL,- g are computationally
indistinguishable provided that secure is the blind private
key gemeration with access control in the random oracle
model,proofs of knowledge are extractable, and the CP-
ABE is committing.

Proof. This proof is similar to that of Case 1. O

Case 3. When the real world attacker A corrupts some
users U,, the ensembles REAL, g and IDEAL, 5 are
computationally indistinguishable provided that secure is
the blind private key generation with access control in the
random oracle model, proofs of knowledge are zero knowl-
edge, and the CP-ABE scheme is secure.

Proof.

Game 0. In this game, the honest real world DB and I
interacts with the real world cheating user U . Hence,
Adv[Game0] = 0.

Game 1. This game is the same as Game 0, except
that a simulated proof is employed to replace
the proof of knowledge POK{MS : (PP,MS) €
ABE.Setup(1¥)}. Based on the zero-knowledge
property of the zero-knowledge proof, it holds that
Adv[Game 1] — Adv[Game 0] < v1(k).

Game 2. This game is the same as Game 1, except that
we employ all the changes presented in Simppka.
The secure blind private key generation with access
control protocol implies that protocol execution in
the real world is indistinguishable from the inter-
action between Simpprxe and Fpprxaac. Hence,
Adv[Game 2] — Adv[Game 1] < va(K).

Game 3. This game is the same as Game 2, except that
random values are employed to replace By, -, By.
We construct an algorithm A which breaks the se-
curity of the CP-ABE with non-negligible advantage.
The challenger of the security game of the CP-ABE
gives the public parameters of the CP-ABE to A. For
[ =1 to N, A selects a random Py,sets P, = A;
and sends (FPy, P;) to the challenger. The challenger
tosses a fairly binary coin S and sends back a chal-
lenge ciphertext A; = ABE.Encrypt(PP, A, Pg). A
continues the simulation. On receiving a query, if it
is not equal to Py, or P; then A returns L. If it is
Py, A sets * = 0, else, A sets f* = 1. A sends *
to the challenger. The distribution in Game 3 is the
same as that of the simulation. Hence, it holds that
Adv([Game 3] — Adv[Game 2] < v3(k).

By summation, it holds that Adv[Game 3]—Adv[Game 0] =
Adv[Game 3] is negligible. O
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Case 4. When the real world attacker A corrupts some
users U and I, the ensembles REAL, g and IDEAL,- g
are computationally indistinguishable provided that secure
is the blind private key generation with access control in
the random oracle model, proofs of knowledge are zero
knowledge, and the CP-ABE scheme is secure.

Proof. The proof of Case 4 is similar with that of Case 3.
O

8 Performance Evaluation

As depicted in Table 1 where cat denotes category and ||
denotes the cardinality of the set: for access policy, CDN
scheme supports conjunction, and disjunction via duplica-
tion, whereas our scheme supports conjunction, disjunc-
tion and threshold directly. For the encrypted record size,
given a conjunction normal form (f;1V---V Iy )A---A
(InaV---VI,,, ), we represent it by employing an access
tree whose internal nodes are OR gates and AND gates, and
leaf nodes denote attributes; in our scheme, the encrypted
record size is Z;;l yi, whereas, in CDN scheme, the en-
crypted record size is [[_, y; due to disjunction via du-
plication. By directly supporting disjunction, our scheme
greatly reduces the size of encrypted database. For cre-
dential issuing phase, both schemes have communication
complexity linear in the number of attributes possessed
by some user. For initialization phase, both schemes have
computation complexity linear in the number N of mes-
sages. For transfer phase, our scheme have communica-
tion complexity linear in the cardinality of the attribute
universe, whereas that of CDN scheme is linear in the at-
tribute number possessed by some user;however, in the
CDN scheme, user U only obtains a record, whereas our
scheme U obtains all the records which she is authorized
to access. Hence, when fine grained access control needs
to be enforced or the number of records authorized to ac-
cess is larger, our scheme is more efficient than the CDN
scheme.

9 Conclusion and Future Work

In this work, we propose an oblivious transfer scheme
with fine grained access control from ciphertext policy at-
tribute based encryption which greatly enhances expres-
siveness for access policies, and reduces the size of en-
crypted database. Furthermore, the communication com-
plexity in the transfer phase of our scheme is constant in
the number of records accessed. In the future work, we
will design a scheme where access policies are hidden to
furthermore enhance privacy.

10 Acknowledgments

This work was supported by the National Science Foun-
dation of China (No. 61402376). The authors gratefully

670

acknowledge the anonymous reviewers for their valuable
comments.

References

[1] A. Beimel, Secure Schemes for Secret Sharing and
Key Distribution, Ph.D Thesis, Israel Institute of
Technology, Technion, Haifa, Israel, 1996.

[2] J. Bethencourt, A. Sahai, and B. Waters,
“Ciphertext-policy  attribute-based encryption,”
in IEEE Symposium on Security and Privacy,
pp- 321-334, 2007.

[3] J. Camenisch, M. Dubovitskaya, and G. Neven,
“Oblivious transfer with access control,” in Proceed-
ings of the 16th ACM Conference on Computer and
Communications Security, pp. 131-140, 2009.

[4] T. Y. Chang and W. P. Yang M. S. Hwang, “An
improved multi-stage secret sharing scheme based on
the factorization problem,” Information Technology
and Control, vol. 40, pp. 246251, 2011.

[5] L. Cheung and C. C. Newport, “Provably secure ci-
phertext policy ABE,” in ACM Conference on Com-
puter and Communications Security, pp. 456—465,
2007.

[6] P.S. Chung, C. W. Liu, and M. S. Hwang, “A study
of attribute-based proxy re-encryption scheme in
cloud environments,” International Journal of Net-
work Security, vol. 16, no. 1, pp. 1-13, Jan. 2014.

[7] S. Coully, M. Green, and S. Hohenberger, “Con-
trolling access to an oblivious database using state-
ful anonymous credentials,” in Cryptology ePrint
Archive, Report 2008/474, 2008.

[8] R. Cramer, I. Damgard, and P. D. MacKenzie,
“Efficient zero-knowledge proofs of knowledge with-
out intractability assumptions,” in 3rd International
Workshop on Theory and Practice in Public Key
Cryptography (PKC’00), LNCS 1751, pp. 354-372,
Melbourne, Victoria, Australia, Jan. 2000.

[9] V. Goyal, A. Jain, O. Pandey, and A. Sahai,

“Bounded ciphertext policy attribute-based encryp-

tion,” in Proceedings of 35th International Collo-

quium (ICALP’08), pp. 579-591, Reykjavik, Iceland,

July 7-11, 2008.

V. Goyal, O. Pandey, A. Sahai, and B. Waters,

“Attribute-based encryption for fine-grained access

control of encrypted data,” in Proceedings of the 15th

ACM Conference on Computer and Communications

Security, pp. 89-98, 2006.

M. Green and S. Hohenberger, “Blind identity-based

encryption and simulatable oblivious transfer,” in

Advances in Cryptology (ASIACRYPT’07), LNCS

4833, pp. 265-282, 2007.

C. C. Lee, P. S. Chung, and M. S. Hwang, “A sur-

vey on attribute-based encryption schemes of access

control in cloud environments,” International Jour-

nal of Network Security, vol. 15, no. 4, pp. 231-240,

July 2013.

[10]



International Journal of Network Security, Vol.17, No.6, PP.661-671, Nov. 2015

[13]

[14]

[15]

[16]

[19]

[20]

671

Table 1: Comparison of our scheme with CDN scheme

References | Access Policy | Encrypted | Credential | Initialization Transfer
Record Issuing Phase Phase
Size Phase
CDN conjunction I, v O(|cat|) O(N) O(|cat]|)
Scheme [3] and disjunction
via duplication
Our Scheme | conjunction, i i O(]S)) O(N) o(S))
disjunction and
threshold

A. Lewko, T. Okamoto, A. Sahai, and K. Takashima,
“Fully secure functional encryption: Attribute-
based encryption and (hierarchical) inner product
encryption,” in Advances in Cryptology (EURO-
CRYPT’10), LNCS 6110, pp. 62-91, 2010.

T. Pedersen, “Non-interactive and information-
theoretic secure verifiable secret sharing,” in Ad-
vances in Cryptology (CRYPTO’91), LNCS 576,
pp- 129-140, Heidelberg, 1991.

M. Pirretti, P. Traynor, P. McDaniel, and B. Wa-
ters, “Secure attribute-based systems,” in ACM Con-
ference on Computer and Communications Security,
pp- 99-112, 2006.

A. S. R. Ostrovsky and B. Waters, “Attribute-based
encryption with non-monotonic access structures,” in
ACM Conference on Computer and Communications
Security, pp. 195-203, 2007.

A. Sahai and B. Waters, “Fuzzy identity based en-
cryption,” in Advances in Cryptology (Eurocrypt’05),
LNCS 3494, pp. 457-473, 2005.

Subba Rao Y V and Chakravarthy Bhagvati, “CRT
based threshold multi secret sharing scheme,” Inter-
national Journal of Network Security, vol. 16, no. 4,
pp- 249-255, 2014.

B. Waters, “Ciphertext-policy attribute-based en-
cryption: An expressive, efficient, and provably
secure realization,” in Public Key Cryptography
(PKC’11), LNCS 6571, pp. 53-70, 2011.

Ye Zhang, M. Ho Au, D. S. Wong, Q. Huang, N.
Mamoulis, D. W. Cheung, and S. M. Yiu, “Oblivi-
ous transfer with access control: Realizing disjunc-
tion without duplication,” Pairing-Based Cryptogra-
phy (Pairing’10), LNCS 6487, pp. 96-115, 2010.

Xingbing Fu is a lecturer, he received his M.S.
degree from Southwest University in 2007. He is cur-
rently a PhD Candidate in the School of Computer
Science and Engineering, University of Electronic Sci-
ence and Technology of China. His research interests are
information security, cloud computing, and cryptography.

Shengke Zeng is a lecturer at the School of Mathemat-
ics and Computer Engineering, Xihua University. She
received her Ph.D. degree from University of Electronic
Science and Technology of China in 2013. Her research
interests include: Cryptography and Network Security.

Fagen Li received the Ph.D. degree in Cryptography
from Xidian University, Xi’an, P.R. China in 2007. His
research interests include cryptography and network se-
curity.



International Journal of Network Security, Vol.17, No.6, PP.672-677, Nov. 2015

672

Anomaly Detection Using an MMPP-based
GLRT

Chris Scheper! and William J. J. Roberts?
(Corresponding author: Chris Scheper)

AthenaHealth, Inc.!
311 Arsenal Street, Watertown, MA 02472, USA
(Email: cjscheper@gmail.com)
Opera Solutions, LLC?
12230 El Camino Real, San Diego, CA 92116, USA
(Received Apr. 3, 2013; revised and accepted Jan. 10 & Mar. 13, 2014)

Abstract

Detection of anomalous network traffic is accomplished
using a generalized likelihood ratio test (GLRT) applied
to traffic arrival times. The network traffic arrival times
are modelled using a Markov modulated Poisson pro-
cess (MMPP). The GLRT is implemented using an es-
timate of the MMPP parameter obtained from train-
ing data that is not anomalous. MMPP parameter
estimation is accomplished using Rydén’s expectation-
maximization (EM) approach. Using data from the 1999
DARPA intrusion detection evaluation, the performance
of a GLRT using an MMPP, a Poisson process, and a
mixture of exponentials is compared. The MMPP-based
GLRT has the best performance and the largest compu-
tational requirements.

Keywords: Anomaly detection, generalized likelihood ratio
test, markov-modulated Poisson process

1 Introduction

Anomaly detection using network packet arrival times
is a binary hypothesis testing problem. Let H; denote
the hypothesis that the network is receiving packets with
anomalous arrival times. Let Hy denote the hypothe-
sis that network packet arrival times are not anomalous.
If the probability density functions (pdfs) of the arrival
times under the two hypotheses are known, then optimum
decision rule in the Neyman-Pearson sense is given by the
likelihood ratio test (pp. 32, Theorem 1) [14]. The true
pdfs, however, are not generally known. In the “plug-in”
approach, a parametric form for the pdfs is prescribed,
the parameters are estimated from training signals, and
the resulting pdfs are used in the likelihood ratio test as
if they were the true pdfs. For network anomaly detec-
tion, although training signals for Hy may be available,
appropriate training signals for H; are generally difficult

to obtain for a number of reasons. Anomalies are gen-
erally difficult to characterize. An intruder attempting
to gain unauthorized network access may enjoy greater
success using an approach that is unknown to network
security systems. In this paper, we apply the generalized
likelihood ratio test (GLRT) [26] to anomaly detection.
The GLRT does not require an explicit pdf for Hy. In-
stead, a parametric form for this pdf is assumed and the
parameter is estimated from the test signal. The GLRT
is widely applied in signal classification problems, see e.g.
[1, 13, 25]. Optimality of the GLRT is discussed in [28].
Discussions of the characterization of normal behvavior
Hj can be found in [12, 29].

The Markov modulated Poisson process (MMPP) con-
stitutes the pdf we prescribe for network arrival times.
The MMPP is a conditional Poisson process whose inten-
sity is controlled by a Markov chain. A summary of the
properties of MMPPs can be found in [3]. Other MMPP
applications include modeling rainfall, pollution, minke
whale observations, photon arrivals due to fluorescence,
financial defaults, fraud in banking, and target tracking,
see, e.g., [27] and the references therein. Heffes [7] in 1980
and Heffes and Lucantoni [8] in 1986 established that the
MMPP faithfully models key properties of Internet traf-
fic, including the mean arrival rate and the variance-to-
mean ratio. The MMPP has subsequently become well
established as a model for Internet traffic with numerous
references in the literature, see, e.g., [9, 17, 23] for re-
cent examples. Studies of anomaly detection in network
traffic using other models can be found in [4, 15, 24].
As Internet applications can involve very large amounts
of data, and due to its desirable asymptotic properties,
we aim for a maximum likelihood (ML) estimate of the
MMPP parameter. There is no explicit form for the ML
MMPP parameter estimate. Instead, a number of ex-
pectation maximization (EM) approaches have been pro-
posed. In [21], Rydén developed an EM algorithm that,
in contrast to previous algorithms [2], had explicit ex-
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pectation steps and maximization steps. Computational
aspects of Rydén’s algorithm were improved by [19].

The MMPP has been previously applied to anomaly
detection, but not, to our knowledge, as part of a GLRT.
Detection of fraudulent intrusions on a telephone network
was investigated by Scott [22] using an 2-state MMPP
where one state represented a valid call and the other
state represented a fraudulent call. Gibbs sampling was
applied for parameter estimation. An anomaly was de-
clared if the posterior probability of the fraud state was
greater than a threshold. Thler, Hutchins, and Smyth [11]
applied an MMPP to anomalous event detection in free-
way traffic and in building entry data. The MMPP pa-
rameter was estimated using Markov chain Monte-Carlo
techniques and events were detected using their posterior
probability. Pawling et al. [18] investigated detection of
emergencies and natural disasters using the Kolmogorov-
Smirnov test to compare simulated MMPP data to real
cellular communication data. The MMPP parameter was
estimated using a clustering algorithm.

The remainder of this paper is organized as follows.
In Section 2, we formulate the GLRT for anomaly detec-
tion. In Section 3, we describe Rydén’s EM algorithm for
MMPP parameter estimation with the computational im-
provements of [19]. In Section 4, we describe numerical
experiments performed using data from the 1999 DARPA
intrusion detection evaluation [6]. In Section 5, we pro-
vide some concluding comments.

2 Binary Hypothesis Testing

Let Y™ = {Y1,...,Y,} denote a sequence of n posi-
tive random variables representing network packet inter-
arrival times. Let y™ = {y1,...yn} denote a realization of
Y™, Let p(y™; ¢) denote an assumed parametric form of
the pdf of Y, where ¢ is the parameter. Let ¢y denote
the parameter corresponding to network traffic that is not
anomalous. Anomaly detection is to chose which of the
following two hypotheses is true

H()Z
H12

y" ~py"; do),
y" ~p(y"; ¢) where ¢ # ¢o.

In statistical parlance, this is a classification problem for
one simple and one composite hypothesis [14]. A hypoth-
esis is called simple if the signal is described by a known
pdf. A hypothesis is called composite if the pdf of the
signal is only known to be a member of a family of pdfs.
If ¢ is assumed random with a known pdf, the composite
hypothesis can be represented as a simple hypothesis us-
ing a Bayesian approach, see, e.g., [20]. Here we adopt
an approach based on the GLRT [26]. In this form of the
GLRT, the unknown parameter of the process under the
composite hypothesis is estimated in ML sense from the
test signal, and used as if it were the correct parameter.
The GLRT test statistic is given by

P(yn§ ¢0)

d(y"; do) = m,

(1)
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and the decision is made according to

Hy
21
Hy

% log 6(y™; o) (2)

where 7 is a threshold. The GLRT does not require knowl-
edge of the parameter corresponding to Hy. It does, how-
ever, require an explicit ¢y which may be estimated from
training signals obtained when the network is not under
attack.

Asymptotic optimality of a GLRT in the Neyman-
Pearson sense was shown for independent identically dis-
tributed (iid) sources [10] and Markov chain sources of
any given order [5, 28, 30]. Optimality of an extension of
the GLRT to model order estimation was shown in [16].
Although optimality of the GLRT has not been shown for
the processes we consider, the GLRT is widely applied in
other applications, see e.g. [1, 13, 25], where optimality
also cannot be shown.

There are two events useful for characterizing perfor-
mance of the GLRT: a false alarm, i.e., choosing H; when
Hj is true and a detection, i.e., choosing H; when H; is
true. The loci of the probabilities of these events for var-
ious thresholds 7 is termed a receiver operator character-
istic (ROC) curve. Generally, it is the relative frequencies
of these events obtained from known test signals that are
plotted.

3 MMPP Description and Esti-
mation

An MMPP is a conditional Poisson process whose in-
tensity is determined by an underlying continuous-time
Markov chain. Let {N(t),¢ > 0} denote the observed
conditional Poisson process and let {X (¢),t > 0} denote
the underlying continuous-time Markov chain with a state
space {1,...,7}. Let the r X r matrix @ denote the gen-
erator matrix of X (¢). Let 7 denote a 1 X r vector of
initial state probabilities of X (). Let the intensity of
the conditional Poisson process at time ¢ be given by \;
when X (t) = 4. Let A be the r x r diagonal matrix with
diagonal elements given by {\;}. Generally, the expres-
sions that we consider involve the sequence of event inter-
arrival times Y™, so that the event count N (¢) is given by
N(t) =max{j | >]_,Y; < t}, where ¥y = 0. Generically,
the role of m diminishes as ¢t — co. Therefore, we define
the MMPP parameter of interest as ¢ = {Q, A}.

Let 1 denote a r x 1 vector of ones. The MMPP pdf is
given by

py";¢) =7 [ flus o)1,
t=1

where f(y:; @) represents the MMPP transition density
matrix

f(ye; ¢) = exp((Q — A)ys)A.

Considering y™ as training signals, we aim to find an ML
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estimate

¢ = arg(inaxp(y”; )

There is no explicit form for the ML estimate, therefore
we resort to Rydén’s MMPP EM algorithm using compu-
tational improvements suggested in [19]. Here we pro-
vide only the details necessary for implementation; the
full derivations are available in [19, 21]. Let ¢ = {Q, A}
denote an existing parameter estimate. The first step is
to recursively calculate the 1 x r vectors of forward densi-
ties {L(t)} and r x 1 vectors of backward densities { R(¢)}.
Define L(0) = 7 and R(k+ 1) = 1. The scaled recursions
are given by

R(ey— JOORE D).

Ct Ct

(3)
where the scaling factor ¢; is given by

ce = Lt —1)f(y:)1. (4)

The log-likelihood of y™ can be readily calculated using

logp(y"; ¢) = > _logcr. (5)
t=1

Given the forward and backward densities, we can then
calculate the r x 1 vector M and the 27 x 2r matrices {C;}
given by

n
M=) L(t) ®R(t+ 1),
t=1

where ® denotes element-wise multiplication and

o | @A ARE+1)L(t-1)
= 0 Q—-A

Denote by Z; the upper-right 7 X r block of the matrix ex-
ponential €“*¥t, and let m = Q® "}, T, /c; The updated
estimates ¢ = {Q, A} are calculated using

5 = QiiMi,
Mg
n Qi M4 . .
qij = - ”7 i # .
mi;

The diagonal elements of Q are set so the rows of Q sum
to zero. Let {¢F} = {(QF, A¥)} denote a sequence of esti-
mates resulting from the iteration of this procedure. The
EM algorithm guarantees that p(y™; %) > p(y™; ¢*~1).
The EM algorithm is terminated when the following con-
vergence criterion is satisfied

log p(y™; o*) — log p(y™; ") < e (6)

for € > 0.
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4 Numerical Results

Performance of the MMPP-based GLRT applied is mea-
sured using an intrusion detection evaluation data set [6]
developed in 1999 by the Massachusetts Institute of Tech-
nology, Lincoln Laboratories under the sponsorship of the
Defense Advanced Research Projects Agency (DARPA)
and the Air Force Research Laboratory. Henceforth, this
data set is referred to as the DARPA data set. This data
set consists of five weeks of simulated network traffic,
generated using statistics obtained from a real network
located on a United States Air Force base. Of the five
weeks, we use data from weeks 1-3: weeks 1 and 3 have
no attacks, week 2 contains labeled attacks and weeks 4
and 5 contain unlabeled data. We used the portion of the
database corresponding to packets resulting from commu-
nications between external and internal computers. EM
estimation and GLRT classification algorithms were im-
plemented in Matlab on a machine with a 2.93 GHz Intel
Xeon X7350 processor.

4.1 Estimation of ¢,

Let y™ denote the training signal used to estimate ¢q
consisting of all week 1 packet inter-arrival times, with
n = 7293600. We conducted numerical experiments as-
suming three parametric forms for p(y™;¢): an MMPP,
a mixture of exponentials, and a Poisson process, i.e., an
MMPP with r = 1.

4.1.1 Poisson Process

The Poisson process is parameterized only by the inten-
sity A, thus ¢ = X. The pdf is given by p(y™;¢) =
[T;-; Nexp(—Ay:). Let X denote the ML estimate of X
given by A\ = n/ Yo, yr = 18.418. The estimation of
A took 0.05 seconds using the computing configuration
specified above.

4.1.2 Mixture of Exponentials
A mixture of r exponentials has pdf

Py ) =Y a(i)A(i)e v,
i=1
where {a(i)} are the mixture
{A(@)} are the exponential rates. Thus ¢ =
{A1),...A(r),a(1),...,a(r)} is the parameter of
the mixture model. An EM algorithm to estimate ¢ is
given by

weights  and

Et §t(i; ék)

Et gt(i; ék)

— korl(i)

O &l Ry n

where conditional probabilities & (3; q@k) are calculated us-
ing

5\k+1(i)

(7)

pamy — GRONE) exp(=A (D)
e p(ys; %)
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We chose the number of states r = 4 to allow for diverse
traffic patterns while keeping computational overhead to
a minimum. Additional parameters A\ and a°(i) were
chosen as A° = (1000, 100,10, 1)7 and °(i) = 1/4 for i =
1,...,4 in order to capture behaviors of different orders of
magnitude. Because parameters are estimated using an
EM algorithm, values of parameters are subject to local
extrema.

Using € = 107 in Equation (6), the EM algorithm
converged in k = 19 iterations with logp(y™; ¢¥)/n =
3.406. The resulting estimates were

1023.740 0.435
A 79.725 0.409
k _ ~k __
AT = 20.163 | Y = | 0.062 (8)
2.069 0.095

Each iteration of the EM algorithm took approximately
6.4 seconds on the computing configuration specified
above.

4.1.3 MMPP

The MMPP EM algorithm used r = 4, the same number
of states as the exponential mixture model. Estimates
for the parameters {Q, A} must be initialized for MMPP
training. The diagonal elements of the initial estimate
A0 were the final estimates of the mixture of exponentials
given in Equation (8): A® = diag(\*). Let A denote
the r x r empirical transition matrix of the exponential
mixture states, where the state SYt* during y; is considered
to be the exponential mixture ¢ = 1...n with largest
conditional probability. The initial estimate QO is given
by Q° = log(A):\. If A has negative eigenvalues, Q° will
not be a valid generator matrix. In this case, the rows of
QO can be scaled to produce a valid generator matrix.

Using € = 10~% in Equation (6), Rydén’s EM algorithm
converged in k = 59 iterations with logp(y™; ¢F)/n =
3.457. The resulting estimates were

A¥ = diag(556.587, 39.232, 0.030, 0.828),

—298.766 23.529 275.238 1.94-1077

Ak 17.974 —40.703 7.447 15.282
@ = 98.148 53.904 —152.052 6.56-107°
1.286 0.127 0.159 —1.572

Each iteration of the EM algorithm took approximately
42.7 minutes using the computing configuration specified
above.

4.2 Implementation and Performance of
GLRT

Assume now that y™ denotes a test sequence that we wish
to classify using the GLRT as arising from Hy or H;. The
GLRT is implemented using the estimates of ¢ given in
the previous section. The denominator of Equation (1)
is calculated using the ML estimate of ¢ where p(y™; ¢)
is assumed to be a Poisson process. This assumption is
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made as estimation is simplified considerably compared to
estimation when an MMPP is assumed. Furthermore, n is
generally too small to produce reliable MMPP estimates
on test intervals. With this assumption, the GLRT test
statistic comprised of Equations (1)—(2) is given by

log (y™; ¢o) = log p(y™; do) — n(log A — 1).

Performance of the models was evaluated on test data
containing so-called SYN flood attacks obtained from
week 2 of the DARPA data set. The target computers
of such attacks are inundated with network packets re-
questing that the target establishes a connection with a
remote machine. The target can become overwhelmed
when such requests are left unresolved. There are two
SYN flood attacks, each of which are approximately 206
seconds long. This data was segmented into 16, 30-second
intervals. From week 3, a week with no attacks, we se-
lected 12, 3-minute intervals of bursty traffic, for a total of
72, 30-second intervals of test data free of attacks. These
88, 30-second intervals each constitute a y™ used in our
experiments.

The empirical ROC curves are shown in Figure 1 by
plotting the relative frequencies of detections and false
alarms for varying thresholds. The curves for the Poisson
process, mixture of exponentials, and MMPP is shown as
a dashed, dotted-dashed, and solid line, respectively. The
curve representing completely random guesses is shown as
a dotted line. On our computer configuration, the MMPP
classifier operated at speeds of approximately 50 times
real time, i.e. the 30 second test signals were classified
in just under one second. The mixture of exponential
classifier operated at speeds approximately 2 orders of
magnitude faster.

1 T
jre
1
0.8}
9
©
T o6
c
i)
8 04}
8 - - — Poisson
0.2k == Exp. Mix.
—— MMPP
------ Random Guess
0 1 1 1 1
0 0.2 0.4 0.6 0.8 1

False Alarm Rate

Figure 1: Empirical ROC curves obtained using DARPA
data set. The relative frequencies of false alarms and
attack detections are plotted for each detection method:
Poisson model, exponential mixture model, and MMPP.
The dotted line indicating completely random guesses is
also shown.

Comparing the ROC curves in Figure 1, we can see
that the MMPP achieves lift over the exponential mix-
ture model, which achieves lift over the Poisson model.
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Let fp and fr4 denote the relative rates of attack detec-
tion and false alarms, respectively. Of particular interest
is the region of the low false alarm rate near frpa = 0.
The MMPP-based GLRT is able to detect 11 of 16 attack
segments before suffering a single false alarms. Both the
Poisson process and the exponential mixture produce at
least one false alarm without successfully detecting any
attacks. In this region, the MMPP produces a lower false
alarm rate than the other two methods. At full detection
(fp = 1), the MMPP-based GLRT suffers significantly
fewer false alarms. When fp = 1, out of the 72 seg-
ments tested, the MMPP based GLRT produces 12 false
alarms. At the same detection rate, the GLRT assuming
Poisson and mixture of exponentials, suffer 28 and 24 false
alarms, respectively. At peak performance, the MMPP-
based GLRT detects 81.25% of attacks with a false alarm
rate of 8.57%.

5 Conclusions and Comments

The ROC curve shown in Figure 1 shows that the each
model in the GLRT achieves lift over those models that
are less sophisticated, indicating that detection perfor-
mance of each model in the GLRT increases with model
sophistication. Using an MMPP yields the highest perfor-
mance, suggesting that its assumption of Markovian rates
is representative of real traffic. The mixture of exponen-
tials is a less elaborate model, assuming iid observations,
but requires substantially less computation. The Poisson
processes is the simplest model, assuming iid observations
and a single traffic rate, but it has very low computational
requirements.

The low computational requirements of the GLRT's us-
ing a Poisson process and a mixture of exponentials may
allow them to be used advantageously in a multi-tiered
approach. In this approach, the Poisson-based GLRT is
applied first. If Hy is chosen, the GLRT with a mixture
of exponentials is applied. If this classifier also chooses
Hy, the MMPP-based GLRT is applied. Hy is chosen as
the final result if any of the individual classifiers choose
it, otherwise H; is chosen. The thresholds for the tests
may need to be carefully chosen. The multi-tiered ap-
proach may be particularly applicable for networks which
carry significantly more traffic than the network consid-
ered here.
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Abstract

Recently, Teng, Wu and Tang proposed a new ID-based
authenticated dynamic group key agreement (DGKA)
protocol. They claimed that leaving users cannot calcu-
late subsequent group session keys and joining users can-
not calculate previous group session keys. In this paper,
we will show that Teng et al.’s protocol cannot provide
forward confidentiality or backward confidentiality.

Keywords: Backward confidentiality, bilinear pairing, dy-
namic group key agreement, forward confidentiality

1 Introduction

Ingemarsson et al. [4] first introduced the concept of group
key agreement (GKA). Afterward, many group key agree-
ment protocols have been proposed [1, 2, 3, 5]. In par-
ticular, some of them are designed for dynamic groups,
which are called dynamic group key agreement (DGKA)
protocols. Secure DGKA protocols must provide the fun-
damental security requirements for general GKA proto-
cols, and also should encompass the following two require-
ments [6, 8]:

e Forward confidentiality: While a group user leaves
from the current group, he should not be able to cal-
culate the new session key.

e Backward confidentiality: While a new user joins into
the current group, he should not be able to calculate
the previous session key.

Recently, Teng, Wu and Tang [7] proposed a new ID-
based authenticated DGKA protocol, called Teng-Wu-

Tang protocol. They proved the Teng-Wu-Tang proto-
col’s security in the random oracle model. In addition,
they also claimed that the leaving users cannot obtain in-
formation about subsequent new group session keys and
joining users cannot obtain information about previous
group session keys. In this paper, we will demonstrate
that the Teng-Wu-Tang protocol is not secure. Though
the Teng-Wu-Tang protocol’s join algorithm only requires
one round communication and its leave algorithm does
not require exchange message, the Teng-Wu-Tang pro-
tocol cannot provide forward confidentiality or backward
confidentiality. It means that the Teng-Wu-Tang protocol
is infeasible for real-life implementation.

2 Review of the Teng-Wu-Tang
Protocol

In this section, we briefly review the Teng-Wu-Tang pro-
tocol, which is composed of the following three stages as
well as the join algorithm and the leave algorithm. For
more details, refer to [7].

2.1 System Initialization Stage

Let ¢ be a large prime, G; and G5 be two groups with the
same order of ¢q. P is a generator of G; and @ is randomly
chosen from G;. é : G; X G; — G4 is a bilinear pairing
and H : {0,1}* — G7 is a hash function. Key generation
center (KGC) randomly chooses the master private key
s € Z, and computes Pp,, = sP as the master public key.
The system parameters are {q, G1,G2, P,Q,é, H, Py}
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2.2 Key Extract Stage

This phase is run by the KGC for each user with an
identity ID; € {0,1}*. The KGC first computes Q; =
H(ID;), and then computes the user’s private key S; =
SQ,‘.

2.3 Key Agreement Stage

Let {Uy,...,U,} be the initial group of n users. The key
agreement stage is described below:

1) Each user U;(1 < i < n) define the (n—1) X n matrix

It means that messages V., from the cth column is
received from user ¢, when ¢ < ¢, and also messages
Vie+1), from the cth column is received from user
c+ 1, when ¢ > 1.

Next, U; sets two matrixes M; ; and M; o, which are
composed of the first ¢ — 1 columns of the matrix M;
and the other columns of the matrix M; respectively.

2)

as T 10 - - -0
as 1 0 1 0
A= | = L
. 1 - - - 10
an 100 - - 01

Each user U;(1 < i < n) randomly chooses r; € Zy
and computes P; = r,P,V;, = r;Q5(1 < j < n,j #
i), where Q;- = @ + @;. Then user U; broadcasts
P, Vi,.

Each user U;(1 < i < n) sets two vectors a;, =
(0,...,0,1;,0,0,...,0), which denotes ith element is 1,

and aj, = (0,...,0,1;41,0,0,...,0) with n elements,
which denotes ¢ + 1th element is 1, and then defines
two n X n matrixes 4; and A} as follows:

/

a’il ail

a9 , a9
A= . A=

QA QA

User Uy sets a vector aj, = (0,1,0,...,0) with n ele-
ments. User U, also sets a vector a,, = (0,0,...,1)
with n elements. Then U; and U, define two ma-
trixes A} and A, respectively as follows:

(11/1 Apyy

, as az
Al == . 9 An =

€27 Qn

Two matrixes 4, and A} are nonsingular due to
|A;] # 0 and |A}| # 0, where | - | denotes the de-
terminant of a matrix. Let (x1,z3,...,2,) be the
solution of X x 4; = (1,1,...,1) and (a},2},...,2})
be the solution of X x A} =(1,1,...,1).

Further, U; defines the (n — 1) x (n — 1) matrix M;

as follows:
Vi, o Ve, Vs, 0 Vi
A, — Vi, - Vi—1), V(z‘J.rl)2 e Vi

Vi, o Vien, Vs, o Vi

r1(Q + Q2) ri-1(Q + Q1)
r1(Q + Q3) ri—1(Q + Q2)
M, =1 rn(Q + Qi—2) ri—1(Q + Qi—2)
r1(Q + Qi—1) ri—1(Q + Q)
r(Q+Qn) ri (@ + Qu)
riv1(Q + Q1) (@ + Q1)
rir1(Q + Q2) T (Q + Q2)
Mo = Ti+1(Q+Qi) Tn(Q.-FQz')
Tip1(Q + Qiy2) " (Q 4+ Qit1)
rin (@ + Qu) @+ Qu )
With (z1, 22, - ,2,) and (2}, 25, -+ ,2}), U; com-
putes
1
« 1
Qin = (w2, 23, ,xn) M1 :
i n—1
1
~ 1
Qi = (xh, 2k, - ,al, )Mo :
i n—1

Finally, U;(1 < i < m) computes the group session
key
sk = sk;1 - skio - e(Ppup, 7iQi) = | | €é(Ppub, Qi)'

%

Il
-

where

1—1
Ski,l = é(zpjaxlsi)'é(Ppuvai,l)»
j=1

skia = (Y Ppa)Si) - é(Ppup, Qi)
j=it+1

and Q; = Q+Q1+ Qo+ +Qi1+Qiv1+-+Qy
(1<i<n).

User U; computes the group session key sk =

5k1,2 : é(Ppubvrla) = Hii? é(Ppuani)Ti and user
U, computes the group session key sk = skj 1 -

é(Ppub; rn@) = Hzi? é(Ppuln@)m
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2.4 Join Algorithm

Let {Uy,...,U,} be the current group and
{Un+1,---,Upntm} be the set of joining users. For
generating the new group session key, each user

U;(1 <i < n+m) first defines a new (n+m—1) x (n+m)
matrix A as follows:

ag 1 1 0 0
as 1 0 1 0
A = . = . . . .
1 - - - 10
Gm, 1 00 0 1

Then each user U;(1 < i < n) computes 7;(Q +
Qnt;)(1 < j < m), where r; is chosen in the key
agreement stage. Then user U;(1 < i < n) broadcasts
riPri(Q+ Q)1 < j <n+m,j #1i), where r; P and
ri(Q+ Q;)(1 < j' < n,j # i) are computed in the key
agreement stage. At the same time, user U,y (1 < j <
m) randomly chooses ry4; € Zy, computes and broad-
casts Poyj = Tngi P Vingg), = (@ + Q)(1 < j <
m,1 < j <n+m,j’ #n+j), where r,; is kept secretly.

Finally, each user U;(1 < ¢ < n+m) computes the new
group session key as sk = [[\=y "™ é(Ppup, Qi)", where
Qi=Q+Q1+Q2+ - +Qi1+Qix1+ + Qunim-

2.5 Leave Algorithm

Let {Unt1,-.-,Un} be the set of leaving users and
{U1,...,Un} be the current group. For generating the
new group session key, each user U;(1 < i < m) first
defines a new (m — 1) X m matrix A as follows:

as 110 - - -0
as 101 - - 0
A = = . . . .
. 1 - - - 10
G 1 00 0 1

Then each user U;(1 < i < m) defines the new (m —
1) x (m — 1) matrix M/, which includes the first m — 1
rows and the first m — 1 columns of matrix M;.

Finally, each user U;(1 < ¢ < m) computes the new
group session key as sk = szn é(Ppub, Qi)™ , where Q; =
QA +Q2+  +Qi1 +Qit1+ -+ Q.

3 Cryptanalysis of the Teng-Wu-
Tang Protocol

In this section, we show that the Teng-Wu-Tang protocol
is not secure. Here, we only consider the simplest case, i.e.
a joining user and a leaving user. In the join algorithm,
a new joining user can use his private key and ephemeral
key to recover the accepted group session key generated
by the former group users before he joined the group. In
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the leave algorithm, a leaving user can use his private key
and ephemeral key to compute the new group session key
generated by the new group users after he left the group.

3.1 Attack on the Backward Confiden-
tiality

Let {Uj,...,U,} be the set of the current group users
and U,41 be the new joining user. From the key agree-
ment stage, we know that Uy,Us...,U,—1 and U, have
shared the group session key sk = [[:Z) é(Ppus, Qi)™
where Q; = Q+ Q1+ Q2+ + Qi1 +Qiy1+ -+ Qn.
In order to keep the previous encrypted messages se-
cretly, Uy,Us ..., U, and U,;; must use the join algo-
rithm to generate a new shared group session key sk’ =

o wea read
H;Z;H_ e(PpubaQ;)na Where Q; = Q + Ql + QQ + -+
Qi-1+Qiv1++ Qn + Qni1-

If U, 41 is a malicious user, he can use his private key
Sn+1, ephemeral key 7,1 and the new group session key
sk’ to recover the previous group session key.

Since

i=n—+1 L
I &P @)
i=1
[i=n

= [T (P, @)™
Li=1

[i=n

=[] é(Pous, Qi + Qui1)"

Li=1

sk =

é(Ppuln Q;H—l)rn-u

é(Ppub7 Q;L-}-l )T‘"+1

[i=n

=11 é(Ppub,cgz-)”] [ﬁ é<Ppub,Qn+1>“]
Li=1

i=1
é(Ppub; Q;1+1)rn+1

i=n

H é(Ppubu Qn+1)”

i=1

1:[ é(P7 5Qn+1)”‘|

Li=1

1:[ é(’I’iP, SQn+1)‘|

1
=n

[1éP, Sns)

i=1

= Sk é(Ppub7 Q’/n+1)7'n+l

= Sk é(Ppub7 Q'In«fl)’r"+1

= Sk é(Ppub7 Q'In,+1)7.n+1

= sk é(Pp’u,b7 Q;L+1)T'n+1,

1=n

the malicious user U,41 can compute [[:—; é(P;, Snt1)
and é(Ppub,WJrl)’”"Jrl with his private key S,+1 and
ephemeral key 7,41, where P, = m,P(1 < i < n)isa
public message and @), ,; = Q + Q1+ Q2+ -+ + Qn.

Then the malicious user U, can compute the previ-
ous group session key as follows:

sk’
TLiZE 6P )| Py, @)

Clearly, the new joining user U,;; has successfully
computed the previous group session key generated be-

sk =
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fore he joined the current group. Therefore, the Teng-
Wu-Tang protocol cannot provide backward confidential-

ity.

3.2 Attack on the Forward Confidential-
ity

Let {Uy,...,U,} be the set of the current group users and
U,, be the leaving user. From the key agreement stage,
we know that U;,Us...,U,—1 and U, have shared the
group session key sk = [['=} é(Ppup, Q;)"*, where Q; =
RQ+Q1+Q2+ - +Qi—1+Qit1+ - +Qn. Inorder to keep
the future encrypted messages secretly, Uy, Us...,U,_2
and U, 1 must use the leave algorithm to generate a new
shared group session key sk” = Hii?_l é(Ppup, Q)™
where Q;/ =Q+Q1+ Q2+ - +Qi1+Qiy1+ -+
Qn—2 + Qn—l .

If U,, is a malicious user, he can write the current group
session key sk as follows:

i =n

sk = H é( pubsz)

i=1

Il
3
|
-

(Ppuba @)ﬁ é(PpuIH@)T"

D>

s 1

Il S |l

= | =
=

(Ppub;@ + C)n)rz é(Ppubam)rn

D>

Il
3
|
—-

I

{é(Ppuba@)mé(Ppuby Qn)n} é(Ppum@)r”

i=n—1 L i=n—1
= é(PpubaQ;,)Ti] [ A(Ppuvan)ri‘|
L =1 =1
é( pubaQn)T%
[i=n—1
— ot [ T (P @) ] (P T
L =1
[i=n—1
= sk” H é(r; pub,in e(Ppub, Qn)™
L =1
[i=n—1
= sk” H é(risP,Qn) | é(Ppub, Qn)™
L =1
[i=n—1
= sk” H e(riP, sQn) | é(Ppub, Qn)™
L =1
[i=n—1
:Sk'” é(Pz;Sn) é(Ppubvm)rn
L =1

Since S,, is the private key of user U, and 7, is se-
lected by user U, he can compute Hl =1 é(P;, Sp) and
é(Ppub, Qn)™, where P; = 1, P(1 <i <n—1) is a public
message and Qn =Q+Q1+Q2+ -+ Qp_1. Finally,
the malicious user U,, can compute the new group session
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key as follows:
sk
Lo e(P, Sn)

Sk// —
é(Ppubv @)'”

Clearly, the leaving user U, has successfully computed
the new group session key generated after he left the cur-
rent group. Therefore, the Teng-Wu-Tang protocol can-
not provide forward confidentiality.

4 Conclusion

In this paper, we have pointed out that the Teng-Wu-
Tang protocol fails to provide forward confidentiality and
backward confidentiality. It means that a leaving user
can calculate the future session key and a joining user can
calculate the previous session key. So the Teng-Wu-Tang
protocol is not suitable for practical applications.
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Abstract

With exponential growth in the number of computer applica-
tions and the sizes of networks, the potential damage that can
be caused by attacks launched over the Internet keeps increas-
ing dramatically. A number of network intrusion detection
methods have been developed with respective strengths and
weaknesses. The majority of network intrusion detection re-
search and development is still based on simulated datasets
due to non-availability of real datasets. A simulated dataset
cannot represent a real network intrusion scenario. It is im-
portant to generate real and timely datasets to ensure accurate
and consistent evaluation of detection methods. In this paper,
we propose a systematic approach to generate unbiased full-
feature real-life network intrusion datasets to compensate for
the crucial shortcomings of existing datasets. We establish the
importance of an intrusion dataset in the development and val-
idation process of detection mechanisms, identify a set of re-
quirements for effective dataset generation, and discuss several
attack scenarios and their incorporation in generating datasets.
We also establish the effectiveness of the generated dataset in
the context of several existing datasets.

Keywords: Dataset, intrusion detection, NetFlow, network

traffic

1 Introduction

In network intrusion detection, particularly when using
anomaly based detection, it is difficult to accurately evaluate,
compare and deploy a system that is expected to detect novel
attacks due to scarcity of adequate datasets. Before deploy-
ing in any real world environment, an anomaly based network
intrusion detection system (ANIDS) must be trained, tested
and evaluated using real labelled network traffic traces with

a intensive set of intrusions or attacks. This is a significant
challenge, since not many such datasets are available. There-
fore the detection methods and systems are evaluated only with
a few publicly available datasets that lack comprehensiveness
and completeness [2, 17] or are outdated. For example, Coop-
erative Association for Internet Data Analysis (CAIDA) Dis-
tributed Denial of Service (DDoS) 2007, Lawrence Berkeley
National Laboratory (LBNL), and ICSI datasets are heavily
anonymized without payload information, decreasing research
utility. Researchers also frequently use a single NetFlow based
intrusion dataset found at [25, 40] with a limited number of at-
tacks.

1.1 Importance of Datasets

In network traffic anomaly detection, it is always important to
test and evaluate detection methods and systems using datasets
as network scenarios evolve. We enumerate the following rea-
sons to justify the importance of a dataset.

e Repeatability of experiments: Researchers should be able
to repeat experiments with the dataset and get similar re-
sults, when using the same approach. This is important
because the proposed method should cope with the evolv-
ing nature of attacks and network scenarios.

e Validation of new approaches: New methods and algo-
rithms are being continuously developed to detect net-
work anomalies. It is necessary that every new approach
be validated.

e Comparison of different approaches: State-of-the-art net-
work anomaly detection methods must not only be vali-
dated, but also show improvements over older methods in
performance in a quantifiable manner. For example, the
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DARPA 1998 dataset [26] is commonly used for perfor-
mance evaluation of anomaly detection systems [24]. So
that one method can be compared against others.

e Parameters tuning: To properly obtain the model to clas-
sify the normal from malicious traffic, it is necessary to
tune model parameters. Network anomaly detection as-
sumes the normality model to identify malicious traffic.
For example, Cemerlic et al. [9] and Thomas et al. [44]
use the attack-free part of the DARPA 1999 dataset for
training to estimate parameter values.

e Dimensionality or the number of features: An optimal set
of features or attributes should be used to represent nor-
mal as well as all possible attack instances.

1.2 Requirements

Although good datasets are necessary for validating and evalu-
ating IDSs, generating such datasets is a time consuming task.
A dataset generation approach should meet the following re-
quirements.

e Real world: A dataset should be generated by monitor-
ing the daily situation in a realistic way, such as the daily
network traffic of an organization.

e Completeness in labelling: The labelling of traffic as be-
nign or malicious must be backed by proper evidence for
each instance. The aim these days should be to provide
labelled datasets at both packet and flow levels for each
piece of benign and malicious traffic.

o Correctness in labelling: Given a dataset, labelling of
each traffic instance must be correct. This means that our
knowledge of security events represented by the data has
to be certain.

o Sufficient trace size: The generated dataset should be un-
biased in terms of size in both benign and malicious traffic
instances.

o Concrete feature extraction: Extraction of an optimal set
of concrete features when generating a dataset is impor-
tant because such features play an important role when
validating a detection mechanisms.

e Diverse attack scenarios: With the increasing frequency,
size, variety and complexity of attacks, intrusion threats
have become more complex including the selection of tar-
geted services and applications. When contemplating at-
tack scenarios for dataset generation, it is important to tilt
toward a diverse set of multi-step attacks that are recent.

e Ratio between normal and attack traffic: Most bench-
mark datasets are biased because the proportion of normal
and attack traffic are not the same. This is because nor-
mal traffic is usually much more common than anomalous
traffic. However, the evaluation of an intrusion detection
method or system using biased datasets may not be fit
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for real-time deployment in certain situations. Most ex-
isting datasets have been created based on the following
assumptions.

— Anomalous traffic is statistically different from nor-
mal traffic [13].

— The majority of network traffic instances is nor-
mal [36].

However, unlike most traditional intrusions, DDoS at-
tacks do not follow these assumptions because they
change network traffic rate dynamically and employ
multi-stage attacks. A DDoS dataset must reflect this fact.

1.3 Motivation and Contributions

By considering the aforementioned requirements, we propose
a systematic approach for generating real-life network intru-
sion dataset at both packet and flow levels with a view to
analyzing, testing and evaluating network intrusion detection
methods and systems with a clear focus on anomaly based de-
tectors. The following are the major contributions of this paper.

e We present guidelines for real-life intrusion dataset gen-
eration.

e We discuss systematic generation of both normal and at-
tack traffic.

e We extract features from the captured network traffic
such as basic, content-based, time-based, and connec-
tion-based features using a distributed feature extraction
framework.

e We generate three categories of real-life intrusion
datasets, viz., (i) TUIDS (Tezpur University Intrusion
Detection System) intrusion dataset, (ii)) TUIDS coor-
dinated scan dataset, and (iii) TUIDS DDoS dataset.
These datasets are available for the research community
to download for free.

1.4 Organization of the Paper

The remainder of the paper is organized as follows. Section 2
discusses prior datasets and their characteristics. Section 3 is
dedicated to the discussion of a systematic approach to gen-
erate real-life datasets for intrusion detection with a focus on
network anomaly detectors. Finally, Section 4 presents obser-
vations and concluding remarks.

2 Existing Datasets

As discussed earlier, datasets play an important role in the test-
ing and validation of network anomaly detection methods or
systems. A good quality dataset not only allows us to iden-
tify the ability of a method or a system to detect anomalous
behavior, but also allows us to provide potential effective-
ness when deployed in real operating environments. Several
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datasets are publicly available for testing and evaluation of net-
work anomaly detection methods and systems. A taxonomy of
network intrusion datasets is shown in Figure 1. We briefly
discuss each of them below.

Datasets

| TV

Synthetic Benchmark Real-life
KDDcup99
NSL-KDD UNIBS
DARPA 2000
DEFCON ISCX -UNB
CAIDA
| |_ KU
LBNL Endpoint

Figure 1: A taxonomy of network intrusion datasets [2]

2.1 Synthetic Datasets

Synthetic datasets are generated to meet specific needs or cer-
tain conditions or tests that real data satisfy. Such datasets
are useful when designing any prototype system for theoret-
ical analysis so that the design can be refined. A synthetic
dataset can be used to test and create many different types of
test scenarios. This enables designers to build realistic behav-
ior profiles for normal users and attackers based on the dataset
to test a proposed system. This provides initial validation of
a specific method or a system; if the results prove to be satis-
factory, the developers then continue to evaluate a method or a
system in a specific domain real-life data.

2.2 Benchmark Datasets

We discuss seven publicly available benchmark datasets gener-
ated using simulated environments in large networks. Different
attack scenarios were simulated during the generation of these
datasets.

2.2.1 KDDcup99 Dataset

Since 1999, the KDDcup99 dataset [21] has been the most
widely used dataset for evaluation of network based anomaly
detection methods and systems. This dataset was prepared by
Stolfo et al. [41] and is built upon the data captured in the
DARPA9S IDS evaluation program. The KDD training dataset
consists of approximately 4,900,000 single connection vec-
tors, each of which contains 41 features and is labelled as ei-
ther normal or attack of a specific attack type. The test dataset
contains about 300, 000 samples with a total 24 training types,
with an additional 14 attack types in the test dataset only [14].
The represented attacks are mainly four types: denial of ser-
vice, remote-to-local, user-to-root, and surveillance or prob-

ing.
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e Denial of Service (DoS): An attacker attempts to prevent
valid users from using a service provided by a system.
Examples include SYN flood, smurf and teardrop attacks.

e Remote to Local (r2l): Attackers try to gain entrance to
a victim machine without having an account on it. An
example is the password guessing attack.

e User to Root (u2r). Attackers have access to a local vic-
tim machine and attempt to gain privilege of a superuser.
Examples include buffer overflow attacks.

e Probe: Attackers attempt to acquire information about the
target host. Some examples of probe attacks are port-
scans and ping-sweep attacks.

Background traffic was simulated and the attacks were all
known. The training set, consisting of seven weeks of la-
belled data, is available to the developers of intrusion detec-
tion systems. The testing set also consists of simulated back-
ground traffic and known attacks, including some attacks that
are not present in the training set. The distribution of normal
and attack traffic for this dataset is reported in Table 1. We
also identify the services associated with each category of at-
tacks [12, 22] and summarize them in Table 2.

2.2.2 NSL-KDD Dataset

Analysis of the KDD dataset showed that there were two im-
portant issues with the dataset, which highly affect the perfor-
mance of evaluated systems often resulting in poor evaluation
of anomaly detection methods [43]. To address these issues, a
new dataset known as NSL-KDD [32], consisting of selected
records of the complete KDD dataset was introduced. This
dataset is also publicly available for researchers' and has the
following advantages over the original KDD dataset.

e This dataset doesn’t contain superfluous and repeated
records in the training set, so classifiers or detection meth-
ods will not be biased towards more frequent records.

e There are no duplicate records in the test set. Therefore,
the performance of learners is not biased by the methods
which have better detection rates on frequent records.

e The number of selected records from each difficulty level
is inversely proportional to the percentage of records in
the original KDD dataset. As a result, the classification
rates of various machine learning methods vary in a wider
range, which makes it more efficient to have an accurate
evaluation of various learning techniques.

e The number of records in the training and testing sets is
reasonable, which makes it practical to run experiments
on the complete set without the need to randomly select a
small portion. Consequently, evaluation results of differ-
ent research groups are consistent and comparable.

Thttp://www.iscx.ca/NSL-KDD/
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Table 1: Distribution of normal and attack traffic instances in KDDCup99 dataset
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Table 2: List of attacks and corresponding services in KDDcup99 dataset
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The NSL-KDD dataset consists of two parts: (i) KDDTrain™
and (ii) KDDTest*. The KDDTrain™ part of the NSL-KDD
dataset is used to train a detection method or system to de-
tect network intrusions. It contains four classes of attacks
and a normal class dataset. The KDDTest™ part of NSL-
KDD dataset is used for testing a detection method or a system
when it is evaluated for performance. It also contains the same
classes of traffic present in the training set. The distribution of
attack and normal instances in the NSL-KDD dataset is shown
in Table 3.

Table 3: Distribution of normal and attack traffic instances in
NSL-KDD dataset

Dataset DoS ur r2l Probe Normal  Total
KDDTrain™ 45927 52 995 11656 67343 125973
KDDTestt 7458 67 2887 2422 9710 22544

2.2.3 DARPA 2000 Dataset

A DARPA? evaluation project [18] targeted the detection of
complex attacks that contain multiple steps. Two attack sce-
narios were simulated in the DARPA 2000 evaluation contest,
namely Lincoln Laboratory scenario DDoS (LLDOS) 1.0 and
LLDOS 2.0. To achieve variations, these two attack scenar-
ios were carried out over several network and audit scenarios.
These sessions were grouped into four attack phases: (a) prob-
ing, (b) breaking into the system by exploiting vulnerability,
(c) installing DDoS software for the compromised system, and
(d) launching DDoS attack against another target. LLDOS 2.0
is different from LLDOS 1.0 in that attacks are more stealthy
and thus harder to detect. Since this dataset contains multi-
stage attack scenarios, it is also commonly used for evaluation
of alert correlation techniques.

2.2.4 DEFCON Dataset

The DEFCON? dataset is another commonly used dataset for
evaluation of IDSs [11]. It contains network traffic captured
during a hacker competition called Capture The Flag (CTF),
in which competing teams are divided into two groups: attack-
ers and defenders. The traffic produced during CTF is very
different from real world network traffic since it contains only
intrusive traffic without any normal background traffic. Due to
this limitation, DEFCON dataset has been found useful only in
evaluating alert correlation techniques.

2.2.5 CAIDA Dataset

CAIDA* collects many different types of data and makes them
available to the research community. CAIDA datasets [8] are
very specific to particular events or attacks. Most of its longer

Zhttp://www.ll.mit.edu/mission/communications/ist/corpora/
ideval/data/index.html

3http://cctf.shmoo.com/data/

“http://www.caida.org/home/
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traces are anonymized backbone traces without their payload.
The CAIDA DDoS 2007 attack dataset contains one hour of
anonymized traffic traces from DDoS attacks on August 4,
2007, which attempted to consume a large amount of net-
work resources when connecting to Internet servers. The traf-
fic traces contain only attack traffic to the victim and responses
from the victim with 5 minutes split form. All traffic traces are
in pcap (tcpdump) format. The creators removed non-attack
traffic as much as possible when creating the CAIDA DDoS
2007 dataset.

2.2.6 LBNL Dataset

LBNL'’s internal enterprise traffic traces are full header net-
work traces without payload [23]. This dataset suffers from
heavy anonymization to the extent that scanning traffic was
extracted and separately anonymized to remove any informa-
tion which could identify individual IPs. The background and
attack traffic in the LBNL dataset are described below.

e LBNL background traffic: This dataset can be ob-
tained from the Lawrence Berkeley National Laboratory
(LBNL) in the US. Traffic in this dataset is comprised
of packet level incoming, outgoing and internally routed
traffic streams at the LBNL edge routers. Traffic was
anonymized using the tcpmkpub tool [35]. The main ap-
plications observed in the internal and external traffic are
Web, email and name services. Other applications like
Windows services, network file services and backup were
used by internal hosts. The details of each service and
information on each packet and other relevant description
are given in [34]. The background network traffic statis-
tics of the LBNL dataset are given in Table 4.

e LBNL attack traffic: This dataset identifies attack traf-
fic by isolating scans in aggregate traffic traces. Scans
are identified by flagging those hosts which unsuccess-
fully probe more than 20 hosts, out of which 16 hosts are
probed in ascending or descending IP order [35]. Mali-
cious traffic mostly consists of failed incoming TCP SYN
requests, i.e., TCP port scans targeted towards LBNL
hosts. However, there are also some outgoing TCP scans
in the dataset. Most UDP traffic observed in the data (in-
coming and outgoing) is comprised of successful con-
nections, i.e., host replies for the received UDP flows.
Clearly, the attack rate is significantly lower than the
background traffic rate. Details of the attack traffic in this
dataset are shown in Table 4. Complexity and privacy
were two main reservations of the participants of the end-
point data collection study. To address these reservations,
the dataset creators developed a custom multi-threaded
MS Windows tool using the Winpcap API [7] for data
collection. To reduce packet logging complexity at the
endpoints, they only logged very elementary session-level
information (bidirectional communication between two
IP addresses on different ports) for the TCP and UDP
packets. To ensure user privacy, an anonymization pol-
icy was used to anonymize all traffic instances.
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2.2.7 Endpoint Dataset

The background and attack traffic for the endpoint datasets are
described below.

o Endpoint background traffic: In the endpoint context, we
see in Table 5 that home computers generate significantly
higher traffic volumes than office and university comput-
ers because: (i) they are generally shared between mul-
tiple users, and (ii) they run peer-to-peer and multimedia
applications. The large traffic volumes of home comput-
ers are also evident from their high mean number of ses-
sions per second. To generate attack traffic, developers
on infect Virtual Machines (VMs) at the endpoints with
different malware, viz., Zotob.G, Forbot-FU, Sdbot-AFR,
Dloader-NY, So-Big. E@mm, MyDoom.A @mm, Blaster,
Rbot-AQJ, and RBOT.CCC. Details of the malware can
be found in [42]. Characteristics of the attack traffic in
this dataset are given in Table 6. These malwares have
diverse scanning rates and attack ports or applications.

e FEndpoint attack traffic: The attack traffic logged at the
endpoints is mostly comprised of outgoing port scans.
Note that this is the opposite of the LBNL dataset, in
which most attack traffic is inbound. Moreover, the attack
traffic rates at the endpoints are generally much higher
than the background traffic rates of the LBNL datasets.
This diversity in attack direction and rates provides a
sound basis for performance comparison among scan de-
tectors. For each malware, attack traffic of 15 minute
duration was inserted in the background traffic for each
endpoint at a random time instance. This operation was
repeated to insert 100 non-overlapping attacks of each
worm inside each endpoint’s background traffic.

2.3 Real-life Datasets

We discuss three real-life datasets created by collecting net-
work traffic on several consecutive days. The details include
both normal as well as attack traffic in appropriate proportions
in the authors’ respective campus networks (i.e., testbeds).

2.3.1 UNIBS Dataset

The UNIBS packet traces [45] were collected on the edge
router of the campus network of the University of Brescia
in Italy, on three consecutive working days. The dataset in-
cludes traffic captured or collected and stored using 20 work-
stations, each running the GT (Ground Truth) client daemon.
The dataset creators collected the traffic by running tcpdump
on the faculty router, which was a dual Xeon Linux box that
connected the local network to the Internet through a dedicated
100Mb/s uplink. They captured and stored the traces on a ded-
icated disk of a workstation connected to the router through a
dedicated ATA controller.

2.3.2 ISCX-UNB Dataset

The ISCX-UNB dataset [37] is built on the concept of profiles
that include the details of intrusions. The datasets were col-
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Table 4: Background and attack traffic information for the LBNL datasets

Date Duration LBNL hosts Remote hosts Background  traffic  rate | Attack traffic rate
(mins) (packet/sec) (packet/sec)

10/04/2004 10 min 4,767 4,342 8.47 0.41

12/15/2004 60 min 5,761 10,478 35 0.061

12/16/2004 60 min 5,210 7,138 243.83 72

Table 5: Background traffic information for four endpoints
with high and low rates

Endpoint | Endpoint Duration Total ses- | Mean  session
ID type (months) sions rate (/sec)

3 Home 3 3,73,009 1.92

4 home 2 4,44,345 5.28

6 University 9 60,979 0.19

10 University 13 1,52,048 0.21

Table 6: Endpoint attack traffic for two high and two low-rate

worms
Malware Release Date | Avg. Scan rate | Port(s) Used
(/sec)
Dloader-NY Jul 2005 46.84 sps TCP 1,35,139
Forbot-FU Sept 2005 32.53 sps TCP 445
Rbot-AQJ Oct 2005 0.68 sps TCP 1,39,769
MyDoom-A Jan 2006 0.14 sps TCP 3127-3198

lected using a real-time testbed by incorporating multi-stage
attacks. It uses two profiles - a and g - during the generation
of the datasets. « profiles are constructed using the knowledge
of specific attacks and ( profiles are built using the filtered
traffic traces. Real packet traces were analyzed to create o and
[ profiles for agents that generate real-time traffic for HTTP,
SMTP, SSH, IMAP, POP3 and FTP protocols. Various mul-
tistage attack scenarios were explored to generate malicious
traffic.

2.3.3 KU Dataset

The Kyoto University dataset’ is a collection of network traffic
data obtained from honeypots. The raw dataset obtained from
the honeypot system consisted of 24 statistical features, out of
which 14 significant features were extracted [38]. The dataset
developers extracted 10 additional features that could be used
to investigate network events inside the university more effec-
tively. The initial 14 features extracted are similar to those in
the KDDcup99 datasets. Only 14 conventional features were
used during training and testing.

2.4 Discussion

The datasets described above are valuable assets for the intru-
sion detection community. However, the benchmark datasets
suffer from the fact that they are not good representatives of
real world traffic. For example, the DARPA dataset has been
questioned about the realism of the background traffic [27, 29]

Shttp://www.takakura.com/kyoto_data

because it is synthetically generated. In addition to the diffi-
culty of simulating real time network traffic, there are addi-
tional challenges in IDS evaluation [30]. These include diffi-
culties in collecting attack scripts and victim software, differ-
ing requirements for testing signature based vs. anomaly based
IDSs, and host-based vs. network based IDSs. In addition to
these, we make the following observations based on our anal-
ysis.

e Most datasets are not labelled properly due to non-
availability of actual attack information. These include
KDDcup99, UNIBS, Endpoint and LBNL datasets.

e The proportion of normal and attack ratios are different in
different datasets [21, 38, 45].

e Several existing datasets [21, 23, 38] have not been main-
tained or updated to reflect recent trends in network traffic
by incorporating evolved network attacks.

e Most existing datasets are annonymized [8, 18] due to po-
tential security risks to an organization. They do not share
their raw data with researchers.

e Several datasets [8, 23, 18, 45] lack in traffic features.
They have only raw traffic traces but it is important to
extract relevant traffic features for individual attack iden-
tification.

3 Real-life Datasets Generation

As noted above, the generation of an unbiased real-life intru-
sion dataset incorporating a large number of real world attacks
is important to evaluate network anomaly detection methods
and systems. In this paper, we describe the generation of
three real-life network intrusion datasets® including (a) a TU-
IDS (Tezpur University Intrusion Detection System) intrusion
dataset, (b) a TUIDS coordinated scan dataset, and (c) a TU-
IDS DDoS dataset at both packet and flow levels [16]. The
resulting details and supporting infrastructure is discussed in
the following subsections.

3.1 Testbed Network Architecture

The TUIDS testbed network consists of 250 hosts, 15 L2
switches, 8 L3 switches, 3 wireless controllers, and 4 routers
that compose 5 different networks inside the Tezpur University
campus. The architectures of the TUIDS testbed and TUIDS
testbed for DDoS dataset generation are given in Figures 2 and

Shttp://agnigarh.tezu.ernet.in/~dkb/resources.html
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3, respectively. The hosts are divided into several VLANS,
each VLAN belonging to an L3 switch or an L2 switch inside
the network. All servers are installed inside a DMZ’ to pro-
vide an additional layer of protection in the security system of
an organization.

3.2 Network Traffic Generation

To generate real time normal and attack traffic, we configured
several hosts, workstations, and servers in the TUIDS testbed
network. The network consists of 6 interconnected Ubuntu
10.10 workstations. On each workstation, we have installed
several severs including a network file server (Samba), a mail
sever (Dovecot), a telnet server, an FTP server, a Web server,
and an SQL sever with PHP compatibility. We also installed
and configured 4 Windows Servers 2003 to exploit a diverse
set of known vulnerabilities against the testbed environment.
Servers and their services running on our testbed are summa-
rized in Table 7.

Table 7: Servers and their services running on the testbed net-
work

Server Operating Services Provider
system
Main Server Ubuntu 10.10 Web, eMail  Apache 2.4.3,
Dovecot 2.1.14
Network File  Ubuntu 10.10 Samba Samba 4.0.2
Server
Telnet Server Ubuntu 10.10 Telnet telnet-0.17-
36bulid1
FTP Server Ubuntu 10.10 ftp vsFTPd 2.3.0
‘Windows Server ‘Windows Web IS v7.5
Server 2003
MySQL Server Ubuntu 10.10  database MySQL 5.5.30

The normal network traffic is generated based on the day-
to-day activities of users and especially generated traffic from
configured servers. It is important to generate different types
of normal traffic. So, we capture traffic from students, faculty
members, system administrators, and office staff on different
days within the University. The attack traffic is generated by
launching attacks within the testbed network in three different
subsets, viz., a TUIDS intrusion dataset, a coordinated scan
dataset and a DDoS dataset. The attacks launched in the gen-
eration of these real-life datasets are summarized in Table 8.

As seen in the table above, 22 distinct attack types (1-22 in
Table 8) were used to generate the attack traffic for the TUIDS
intrusion dataset; six attacks (17-22 in Table 8) were used to
generate the attack traffic for the coordinated scan dataset and
finally six attacks (23-28 in Table 8) were used to generate
the attack traffic for a DDoS dataset with combination of TCP,
UDP and ICMP protocols.

"Demilitarized zone is a network segment located between a secured local
network and unsecured external networks (Internet). A DMZ usually contains
servers that provide services to users on the external network, such as Web,
mail and DNS servers that are hardened systems. Typically, two firewalls are
installed to form the DMZ.
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Table 8: List of real time attacks and their generation tools

Attack name  Generation  Attack name Generation tool
tool

1.bonk targa2.c 15.linux-icmp linux-icmp.c

2.jolt targa2.c 16.syn-flood synflood.c

3.land targa2.c 17.window-scan nmap/rnmap

4.saihyousen targa2.c 18.syn-scan nmap/rnmap

5.teardrop targa2.c 19.xmasstree-scan nmap/rnmap

6.newtear targa2.c 20.fin-scan nmap/rnmap

7.1234 targa2.c 21.null-scan nmap/rnmap

8.winnuke targa2.c 22.udp-scan nmap/rnmap

9.oshare targa2.c 23.syn- LOIC
flood(DDoS)

10.nestea targa2.c 24 rst-flood(DDoS)  Trinity v3

11.syndrop targa2.c 25.udp- LOIC
flood(DDoS)

12.smurf smurf4.c 26.ping- DDoS ping v2.0
flood(DDoS)

13.opentear ~ opentear.c  27.fraggle udp-  Trinoo
flood(DDoS)

14.fraggle fraggle.c 28.smurf icmp-  TFN2K
flood(DDoS)

3.3 Attack Scenarios

The attack scenarios start with information gathering tech-
niques collecting target network IP ranges, identities of name
servers, mail servers and user e-mail accounts, etc. This is
achieved by querying the DNS for resource records using net-
work administrative tools like nslookup and dig. We consider
six attack scenarios when collecting real time network traffic
for dataset generation.

3.3.1 Scenario 1: Denial of Service Using Targa

This attack scenario is designed to perform attacks on a target
using the targa® tool until it is successful. Targa is a very pow-
erful tool to quickly damage a particular network belonging to
an organization. We ran targa by specifying different parame-
ter values such as IP ranges, attacks to run and number of times
to repeat the attack.

3.3.2 Scenario 2: Probing Using nmap

In this scenario, we attempt to acquire information about the
target host and then launch the attack by exploiting the vulner-
abilities found using the nmap® tool. Examples of attacks that
can be launched by this method are syn-scan and ping-sweep.

3.3.3 Scenario 3: Coordinated Scan Using rnmap

This scenario starts with a goal to perform coordinated port
scans to single and multiple targets. Tasks are distributed

8http://packetstormsecurity.com/
http://nmap.org/
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Figure 3: Testbed network architecture used during DDoS dataset generation

among multiple hosts for individual actions which may be syn- binations. This attack has been designed with the goal of ac-
chronized. We use the rnmap'® tool to launch coordinated quiring an SSH account by running a brute force dictionary at-

scans in our testbed network during the collection of traffic.

3.3.4 Scenario 4: User to Root Using Brute Force ssh

These attacks are very common against networks as they tend
to break into accounts with weak username and password com-

10http://rnmap.sourceforge.net/

tack against our central server. We use the brutessh'! tool and
a customized dictionary list. The dictionary consists of over
6100 alphanumeric entries of varying length. We executed the
attack for 60 minutes, during which superuser credentials were
returned from the server. This ID and password combination
was used to download other users’ credentials immediately.

http://www.securitytube-tools.net/
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3.3.5 Scenario 5: Distributed Denial of Service Using
Agent-handler Network

This scenario mainly attempts to exploit an agent handler net-
work to launch the DDoS attack in the TUIDS testbed net-
work. The agent-handler network consists of clients, handlers
and agents. The handlers are software packages that are used
by the attacker to communicate indirectly with the agents. The
agent software exists in compromised systems that will even-
tually carry out the attack on the victim system. The attacker
may communicate with any number of handlers, thus making
sure that the agents are up and running. We use Trinity v3,
TFEN2K, Trinoo, and DDoS ping 2.0 to launch the attacks in
our testbed.

3.3.6 Scenario 6: Distributed Denial of Service Using IRC
Botnet

Botnets are an emerging threat to all organizations because
they can compromise a network and steal important informa-
tion and distribute malware. Botnets combine individual ma-
licious behaviors into a single platform by simplifying the ac-
tions needed to be performed by users to initiate sophisticated
attacks against computers or networks around the world. These
behaviors include coordinated scanning, DDoS activities, di-
rect attacks, indirect attacks and other deceitful activities tak-
ing place across the Internet.

The main goal of this scenario is to perform distributed at-
tacks using infected hosts on the testbed. An Internet Relay
Chat (IRC) bot network allow users to create public, private
and secret channels. For this, we use a LOIC!2, an IRC-based
DDoS attack generation tool. The IRC systems have sev-
eral other significant advantages for launching DDoS attacks.
Among the three important benefits are (i) they afford a high
degree of anonymity, (ii) they are difficult to detect, and (iii)
they provide a strong, guaranteed delivery system. Further-
more, the attacker no longer needs to maintain a list of agents,
since he can simply log on to the IRC server and see a list of
all available agents. The IRC channels receive communica-
tions from the agent software regarding the status of the agents
(i.e., up or down) and participate in notifying the attackers re-
garding the status of the agents.

3.4 Capturing Traffic

The key tasks in network traffic monitoring are lossless packet
capturing and precise timestamping. Therefore, software or
hardware is required with a guarantee that all traffic is cap-
tured and stored. The real network traffic is captured using
the Libpcap [19, 20] library, an open source C library offer-
ing an interface for capturing link-layer frames over a wide
range of system architectures. It provides a high-level com-
mon Application Programming Interface (API) to the differ-
ent packet capture frameworks of various operating systems.
The offered abstraction layer allows programmers to rapidly
develop highly portable applications. A hierarchy of network
traffic capturing components is given in Figure 4 [10].

Zhttp://sourceforge.net/projects/loic/
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Libpcap defines a common standard format for files in
which captured frames are stored, also known as the tcpdump
format, currently a de facto standard used widely in public net-
work traffic archives. Modern kernel-level capture frameworks
on UNIX operating systems are mostly based on the BSD (or
Berkeley) Packet Filter (BPF) [28]. The BPF is a software de-
vice that taps network interfaces, copying packets into kernel
buffers and filtering out unwanted packets directly in interrupt
context. Definitions of packets to be filtered can be written
in a simple human readable format using Boolean operators
and can be compiled into a pseudo-code to be passed to the
BPF device driver by a system call. The pseudo-code is in-
terpreted by the BPF Pseudo-Machine, a lightweight, high-
performance, state machine specifically designed for packet
filtering. Libpcap also allows programmers to write appli-
cations that transparently support a rich set of constructs to
build detailed filtering expressions for most network protocols.
A few Libpcap system calls can be read directly from user’s
command line, compile into pseudo-code and passed it to the
Berkeley Packet Filter. Libpcap and the BPF interact to al-
low network packet data to traverse several layers to finally
be processed and transformed into capture files (i.e., tcpdump
format) or samples for statistical analysis.

With the goal of preparing both packet and flow level
datasets, we capture both packet and NetFlow traffic from dif-
ferent locations in the TUIDS testbed. The capturing period
started at 08:00:05 am on Monday February 21, 2011 and con-
tinuously ran for an exact duration of seven days, ending at
08:00:05 am on Sunday February 27th. Attacks were executed
during this period for the TUIDS intrusion and the coordinated
scan datasets. DDoS traffic was also collected for the same
amount of time but during October, 2012 with several varia-
tions of real time DDoS attacks. Figure 5 illustrates the pro-
tocol composition and the average throughput during the last
hour of data capture for the TUIDS intrusion dataset.

We use a tool known as lossless gigabit remote packet cap-
ture with Linux (Gulp'?) for capturing packet level traffic in a
mirror port as shown in the TUIDS testbed architecture. Gulp
reads packets directly from the network card and writes to the
disk at a high rate of packet capture without dropping pack-
ets. For low-rate packets, Gulp flushes the ring buffer if it
has not written anything in the last second. Gulp writes into

Bhttp://staff.washington.edu/corey/gulp/
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even block boundaries for excellent writing performance when
the data rate increases. It stops filling the ring buffer after re-
ceiving an interrupt but it would write into the disk whatever
remains in the ring buffer.

In the last few years, NetFlow has become the most popular
approach for IP network monitoring, since it helps cope with
scalability issues introduced by increasing network speeds.
Now major vendors offer flow-enabled devices, such as Cisco
routers with NetFlow. A NetFlow is a stream of packets that
arrives on a source interface with the key values shown in
Figure 6. A key is an identified value for a field within the
packet. Cisco routers have NetFlow features that can be en-
abled to generate NetFlow records. The principle of NetFlow
is as follows: When the router receives a packet, its NetFlow
module scans the source IP address, the destination IP address,
the source port number, the destination port number, the proto-
col type, the type of service (ToS) bit in the IP header, and the
input or output interface number on the router of the IP packet
to judge whether it belongs to a NetFlow record that already
exists in the cache. If so, it updates the NetFlow record; oth-
erwise, a new NetFlow record is generated in the cache. The
expired NetFlow records in the cache are exported periodically
to a destination IP address using a UDP port.

For capturing the NetFlow traffic, we need a NetFlow col-
lector that can listen to a specific UDP port for getting traffic.
The NetFlow collector captures exported traffic from multiple
routers and periodically stores it in summarized or aggregated
format into a round robin database (RRD). The following tools
are used to capture and visualize the NetFlow traffic.

|P Header TCP Header

4-bit | 8-bit 6-bit 32-bit p—— Source Port ‘ Destination Port
Version | Header | Type of Total Length Sequence Number
Length | Service Acknowledgement Number
Identification Flags Offset Offset |U/A|P|R ‘ S|F Window
Timeto Live | Protocol Checksum Reserved
Source Address UDP Header
Destination Address 0 Source Port Destination Port
Optionsand Padding 32 Length Checksum
Flow Record
Source Address
Destination Address
Source Port Destination Port
Protocol | TOS Other Aggregated Values

Common Parameters

Figure 6: Common NetFlow parameters

(a) NFDUMP: This tool captures and displays NetFlow traf-
fic. All versions of nfdump support NetFlow v5, v7, and v9.
nfcapd is a NetFlow capture daemon that reads the NetFlow
data from the routers and stores the data into files periodically.
It automatically rotates files every n minutes (by default it is
5 minutes). We need one nfcapd process for each NetFlow
stream. Nfdump reads the NetFlow data from the files stored
by nfcapd. The syntax is similar to that of tcpdump. Nfdump
displays NetFlow data and can create top [V statistics for flows
based on the parameters selected. The main goal is to analyze
NetFlow data from the past as well as to track interesting traffic
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Table 9: Parameters identified for packet level data

S Parameter Description

No. name

1 Time Time since occurrence of first frame
2 Frame No Frame number

3 Frame Len Length of a frame

4 Capture Len Capture length

5 TTL Time to live

6 Protocol Protocols (such as, TCP, UDP, ICMP etc.)
7 Src IP Source IP address

8 Dst IP Destination IP address

9 Src port Source port

10 Dst port Destination port

11 Len Data length

12 Seq No Sequence number

13 Header Len Header length

14 CWR Congestion window record

15 ECN Explicit congestion notification
16 URG Urgent TCP flag

17 ACK Acknowledgement flag

18 PSH Push flag

19 RST Reset flag

20 SYN TCP syn flag

21 FIN TCP fin flag

22 Win Size Window Size

23 MSS Maximum segment size

patterns continuously from high speed networks. The amount
of time from the past is limited only by the disk space available
for all NetFlow data.

Nfdump has four fixed output formats: raw, line, long and
extended. In addition, the user may specify any desired out-
put format by customizing it. The default format is line, un-
less specified. The raw format displays each record in multiple
lines and prints any available information in the traffic record.
(b) NFSEN: NfSen is a graphical Web based front end tool for
visualization of NetFlow traffic. NfSen facilitates the visual-
ization of several traffic statistics, e.g., flow-wise statistics for
various features, navigation through the NetFlow traffic, pro-
cesses within a time span and continuous profiles. It can also
add own plugins to process NetFlow traffic in a customized
manner at a regular time interval.

Normal traffic is captured by restricting it to the internal
networks, where 80% of the hosts are connected to the router,
including wireless networks. We assume that normal traf-
fic follows the normal probability distribution. Attack traffic
is captured as we launch various attacks in the testbed for a
week. For DDoS attacks, we used packet-craft'* to generate
customized packets. Figures 7 and 8 show the number of flows
per second and also the protocol-wise distribution of flows dur-
ing the capturing period, respectively.

3.5 Feature Extraction

We use wireshark and Java routines for filtering unwanted
packets (such as packets with routing protocols, and packets
with application layer protocols) as well as irrelevant informa-
tion from captured packets. Finally, we retrieve all relevant
information from each packet using Java routines and store it

4http://www.packet-craft.net/
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Figure 8: Protocol-wise distribution of flow per second in TU-
IDS intrusion dataset during the capture period

in comma separated form in a text file. The details of parame-
ters identified for packet level data are shown in Table 9.

We developed several C routines and used them for filter-
ing NetFlow data and for extracting features from the captured
data. A detailed list of parameters identified for flow level data
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is given in Table 10.

We capture, preprocess and extract various features in both
packet and flow level network traffic. We introduce a frame-
work for fast distributed feature extraction from raw network
traffic, correlation computation and data labelling, as shown
in Figure 9. We extract four types of features: basic, content
based, time based and connection based, from the raw network
traffic. Weuse T' = 5 seconds as the time window for extrac-
tion of both time based and connection based traffic features.
S1 and S are servers used for preprocessing, attack labelling
and profile generation. WW.S; and W S, are high-end worksta-
tions used for basic feature extraction and merging packet and
NetFlow traffic. Np, Ns,--- Ng are independent nodes used
for protocol specific feature extraction. The lists of extracted
features at both packet and flow levels for the intrusion datasets
are presented in Table 11 and Table 12, respectively. The list
of features available in the KDDcup99 intrusion dataset is also
shown in Table 13.

Table 10: Parameters identified for flow level data

S Parameter Description

No. name

1 flow-start Starting of flow

2 Duration Total life time of a flow
3 Proto Protocol, i.e., TCP, UDP, ICMP etc.
3 Src-1P Source IP address

4 Sre-port Source port

5 Dest-1P Destination IP address
6 Dest-port Destination port

7 Flags TCP flags

8 ToS Type of Service

9 Packets Packets per flow

10 Bytes Bytes per flow

11 Pps Packet per second

12 Bps Bit per second

13 Bpp Byte per packet

3.6 Data Processing and Labelling

As reported in the previous section, traffic features are ex-
tracted separately (within a time interval). So, it is impor-
tant to correlate each feature (i.e., basic, content based, time
based, and connection based) to a time interval. Once cor-
relation is performed for both packet and flow level traffic,
labelling of each feature data as normal or anomalous is im-
portant. The labelling process enriches the feature data with
information such as (i) the type and structure of malicious or
anomalous data, and (ii) dependencies among different iso-
lated malicious activities. The correlation and labelling of each
feature traffic as normal or anomalous is made using Algorithm
1. F = {a«a,B,7,0} is the set of extracted features, where «
is the set of basic features, 3 is the set of content-based fea-
tures, v is the set of time-based features and ¢ is the set of
connection-based features. Both normal and anomalous traf-
fic are collected separately in several sessions within a week.
We remove normal traffic from anomalous traces as much as
possible.

The overall traffic composition with protocol distribution in
the generated datasets is summarized in Table 14. The traffic
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Algorithm 1 : FC and labelling (F')

Input: extracted feature set, F' = {«, 3,7,0}
Output: correlated and labelled feature data, D
1: initialize D
2. call FeatureExztraction(), F + {a, 8,7, 06}, > the pro-
cedure FeatureExtraction() extracts the features separately
for all cases

3: fori < 1to |N|do > N is the total traffic instances

4: for i < 1to |F|do > F is the total traffic features

5: if (unique(src.ip A dst.ip)) then

6: store D[ij] < a;j, Bi;

7: end if

8: if (T == 5s) A (LnP == 100)) then > T is the
time window, Ln P is the last n packets

9: Store D[ij] < 75, 0]

10: end if

11: end for

12: Dlij] + {normal, attack} >
label each traffic feature instance based on the duration of
the collected traffic

13: end for

includes the TUIDS intrusion dataset, the TUIDS coordinated
scan dataset and the TUIDS DDoS dataset. The final labelled
feature datasets for each category with the distribution of nor-
mal and attack information are summarized in Table 15. All
datasets are prepared at both packet and flow levels and pre-
sented in terms of training and testing in Table 15.

3.7 Comparison with Other Public Datasets

Several real network traffic traces are readily available to the
research community as reported in Section 2. Although these
traffic traces are invaluable to the research community most
if not all, fail to satisfy one or more requirements described
in Section 1. This paper is mostly distinguished by the fact
that the issue of data generation is approached from what other
datasets have been unable to provide, for the network secu-
rity community. It attempts to resolve the issues seen in other
datasets by presenting a systematic approach to generate real-
life network intrusion datasets. Table 16 summarizes a com-
parison between the prior datasets and the dataset generated
through the application of our systematic approach to fulfill
the principal objectives outlined for qualifying dataset.

Most datasets are unlabelled as labelling is labor-intensive
and requires a comprehensive search to tag anomalous traffic.
Although an IDS helps by reducing the work, there is no guar-
antee that all anomalous activity is labelled. This has been a
major issue with all datasets and one of the reasons behind the
post insertion of attack traffic in the DARPA 1999 dataset, so
that anomalous traffic can be labelled in a deterministic man-
ner. Having seen the inconsistencies produced by traffic merg-
ing, this paper has adopted a different approach to provide the
same level of deterministic behavior with respect to anomalous
traffic by conducting anomalous activity within the capturing
period using available network resources. Through the use of
logging, all ill-intended activity can be effectively labelled.
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Figure 9: Fast distributed feature extraction, correlation and labelling framework

The extent and scope of network traffic capture become
relevant in situations where the information contained in the
traces may breach the privacy of individuals or organizations.
In order to prevent privacy issues, almost all publicly avail-
able datasets remove any identifying information such as pay-
load, protocol, destination and flags. In addition, the data is
anonymized where necessary header information is cropped or
flows are just summarized.

In addition to anomalous traffic, traces must contain back-
ground traffic. Most captured datasets have little control over
the anomalous activities included in the traces. However, a
major concern with evaluating anomaly based detection ap-
proaches is the requirement that anomalous traffic must be
present at a certain scale. Anomalous traffic also tends to be-
come outdated with the introduction of more sophisticated at-
tacks. So, we have generated more up-to-date datasets that
reflect the current trends and are tailored to evaluate certain
characteristics of detection mechanisms which are unique to
themselves.

As discussed earlier, several datasets are available for evalu-
ating an IDS. Network intrusion detection researchers evaluate
detection methods using intrusion datasets to demonstrate how
their methods can handle recent attacks and network environ-
ments. We have used our datasets to evaluate several network
intrusion detection methods. Some of them are outlier-based
network anomaly detection approach (NADO) [4], an unsu-
pervised method [3, 6], an adaptive outlier-based coordinated
scan detection approach (AOCD) [5], and a multi-level hybrid
IDS (MLH-IDS) [15]. We found better results in almost all the
experiments when we used TUIDS dataset in terms of false
positive rate, true positive rate and F-measure.

3.8 Comparison with Other Relevant Work

Our approach differs from other works as follows.

e The NSL-KDD [32] dataset is an enhanced version of
the KDDcup99 intrusion dataset prepared by Tavallaee
et al. [43]. This dataset is too old to evaluate a mod-
ern detection method or a system that has been devel-
oped recently. It removes repeated traffic records from
the old KDDcup99 dataset. In contrast, our datasets are
prepared using diverse attack scenarios incorporating re-
cent attacks. Our datasets contain both packet and flow
level information that help detect attacks more effectively
in high speed networks.

e Song et al. [39] prepared the KU dataset and used the
dataset to evaluate an unsupervised network anomaly de-
tection method. This dataset contains 17 different features
at packet level only. In contrast, we present a systematic
approach to generate real-life network intrusion datasets
and prepared three different categories of datasets at both
packet and flow levels.

e Like Shiravi et al. [37], our approach considers recently
developed attacks and attacks on network layers when
generating the datasets. Shiravi et al. concentrate mostly
on application-layer attacks. They build profiles for dif-
ferent real-world attack scenarios and use them to gener-
ate traffic that follows the same behavior while generating
the dataset at packet level. In comparison, we generate
three different categories of datasets at both packet and
flow levels for the research community to evaluate detec-
tion methods or systems. Since we have extracted more
number of features at both packet and flow levels. Our
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La

bel/feature name

Type

Description

26
27
28
29
30

Basic features

. Duration

. Protocol-type
. Src-ip

Dest-ip
Sre-port

. Dest-port

Service

. num-bytes-src-dst
. num-bytes-dst-src

. Fr-no

. Fr-len

. Cap-len
. Head-len
. Frag-off
. TTL

. Seq-no
.CWR

. ECN

. Land

Content-based features

. Mss-src-dest-requested
. Mss-dest-src-requested
. Ttt-len-src-dst

. Ttt-len-dst-src

. Conn-status

Time-based features

. count-fr-dest

. count-fr-src

. count-serv-src

. count-serv-dest

. num-pushed-src-dst

. num-pushed-dst-src

. num-SYN-FIN-src-dst
. num-SYN-FIN-dst-src
. num-FIN-src-dst

. num-FIN-dst-src

Connection-based features

. count-dest-conn

. count-src-conn

. count-serv-srcconn

. count-serv-destconn

. num-packets-src-dst

. num-packets-dst-src

. num-acks-src-dst

. num-acks-dst-src

. num-retransmit-src-dst
. num-retransmit-dst-src

[clolololoololoRo o oo oo lololololo oo NoNo ool vivivivivivivAvivicolvioNoNoNoNoNolvAoNoNoNoRvae]

Length (number of seconds) of the connection

Type of protocol, e.g., tcp, udp, etc.

Source host IP address

Destination IP address

Source host port number

Destination host port number

Network service at the destination, e.g., http, telnet, etc.

The number of data bytes flowing from source to destination
The number of data bytes flowing from destination to source
Frame number

Frame length

Captured frame length

Header length of the packet

Fragment offset: ‘1 for the second packet overwrite everything, ‘0’ otherwise
Time to live: ‘0’ discards the packet

Sequence number of the packet

Congestion window record

Explicit congestion notification

Urgent TCP flag

Acknowledgement flag value

Push TCP flag

Reset TCP flag

Syn TCP flag

Fin TCP flag

1 if connection is from/to the same host/port; O otherwise

Maximum segment size from source to destination requested
Maximum segment size from destination to source requested
Time to live length from source to destination
Time to live length from destination to source
Status of the connection (e.g., ‘1" for complete, ‘0’ for reset)

Number of frames received by unique destinations in the last 7" seconds from the same source
Number of frames received from unique sources in the last 7" seconds from the same destination
Number of frames from the source to the same destination port in the last 7" seconds

Number of frames from destination to the same source port in the last 7" seconds

The number of pushed packets flowing from source to destination

The number of pushed packets flowing from destination to source

The number of SYN/FIN packets flowing from source to destination

The number of SYN/FIN packets flowing from destination to source

The number of FIN packets flowing from source to destination

The number of FIN packets flowing from destination to source

Number of frames to unique destinations in the last N packets from the same source
Number of frames from unique sources in the last N packets to the same destination
Number of frames from the source to the same destination port in the last N packets
Number of frames from the destination to the same source port in the last N packets
The number of packets flowing from source to destination

The number of packets flowing from destination to source

The number of acknowledgement packets flowing from source to destination

The number of acknowledgement packets flowing from destination to source

The number of retransmitted packets flowing from source to destination

The number of retransmitted packets flowing from destination to source

C-

Continuous, D-Discrete

datasets will help to identify individual attacks in more
effectively in high speed networks.

The following are the major observations and requirements

when generating an unbiased real-life dataset for intrusion de-

tection.

4 Observations and Conclusion o The dataset should not exhibit any unintended property in

Several questions may be raised with respect to what consti-
tutes a perfect dataset when dealing with the datasets gener-
ation task. These include qualities of normal, anomalous or °
realistic traffic included in the dataset. We provide a path and

both normal and anomalous traffic.

e The dataset should be labelled properly.

narios.

a template to generate a dataset that simultaneously exhibits

the appropriate levels of normality, anomalousness and real- e The dataset should be entirely nonanonymized.

ism while avoiding the various weak points of currently avail-
able datasets, pointed out earlier. Quantitative measurements e In most benchmark datasets, the two basic assumptions

can be obtained only when specific methods are applied to the

dataset.

avoided as much as possible.

The dataset should cover all possible current network sce-

described in Section 1 are valid but this bias should be
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Label/feature name

Type

Description

Basic features

1. Duration Length (number of seconds) of the flow

2. Protocol-type Type of protocol, e.g., TCP, UDP, ICMP

3. Src-ip Source host IP address

4. Dest-ip Destination IP address

5. Src-port Source host port number

6. Dest-port Destination host port number

7. ToS Type of service

8. URG TCP urgent flag

9. ACK TCP acknowledgement flag

10. PSH TCP push flag

11. RST TCP reset flag

12. SYN TCP SYN flag

13. FIN TCP FIN flag

14. Src-bytes Number of data bytes transfered from source to destination
15. Dest-bytes Number of data bytes transfered from destination to source
16. Land 1 if connection is from/to the same host/port; O otherwise

Content-based features
17. Conn-status
Time-based features

18. count-dest

19. count-src

20. count-serv-src

21. count-serv-dest
Connection-based features
22. count-dest-conn

23. count-src-conn

24. count-serv-srcconn
25. count-serv-destconn

a0 oo O TaQaoooooooononanaoan

Status of the connection (e.g., ‘1’ for complete, ‘0’ for reset)

Number of flows to unique destination IPs in the last 7" seconds from the same source
Number of flows from unique source IPs in the last 7" seconds to the same destination
Number of flows from the source to the same destination port in the last 7" seconds
Number of flows from the destination to the same source port in the last 7" seconds

Number of flows to unique destination IPs in the last N flows from the same source
Number of flows from unique source IPs in the last [N flows to the same destination
Number of flows from the source IP to the same destination port in the last N flows
Number of flows to the destination IP to the same source port in the last NV flows

C-Continuous, D-Discrete

e Several datasets lack traffic features, although it is impor-
tant to extract traffic features with their relevancy for a
particular attack.

Despite the effort needed to create unbiased datasets, there
will always be deficiencies in any one particular dataset.
Therefore, it is very important to generate dynamic datasets
which not only reflect the traffic compositions and intrusions
types of the time, but are also modifiable, extensible, and re-
producible. Therefore, new datasets must be generated from
time to time for the purpose of analysis, testing and evalua-
tion of network intrusion detection methods and systems from
multiple perspectives.

In this paper, we provide a systematic approach to generate
real-life network intrusion datasets using both packet and flow
level traffic information. Three different types of datasets has
been generated using the TUIDS testbed. They are (i) the TU-
IDS intrusion dataset, (ii) the TUIDS coordinated scan dataset,
and (iii) the TUIDS DDoS dataset. We incorporate the maxi-
mum number of possible attacks and scenarios when generat-
ing the datasets on our testbed network.

Acknowledgments

This work is partially supported by Department of Information
Technology (DIT) and Council of Scientific & Industrial Re-
search (CSIR), Government of India. The authors are thankful
to the funding agencies and also gratefully acknowledge the
anonymous reviewers for their valuable comments.

References

[1] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“RODD: An effective reference-based outlier detection
technique for large datasets,” in Proceedings of First In-
ternational Conference on Computer Science and Infor-
mation Technology, pp. 7684, Bangalore, India, 2011.

[2] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“Network anomaly detection: Methods, systems and
tools,” IEEE Communications Surveys and Tutorials,
vol. 16, no. 1, pp. 303-336, 2014.

[3] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“Towards an unsupervised method for network anomaly
detection in large datasets,” Computing and Informatics,
vol. 33, no. 1, pp. 1-34, 2014.

[4] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“NADO: Network anomaly detection using outlier ap-
proach,” in Proceedings of ACM International Con-
ference on Communication, Computing & Security,
pp- 531-536, New York, USA, 2011.

[5] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“AOCD: An adaptive outlier based coordinated scan de-
tection approach,”’ International Journal of Network Se-
curity, vol. 14, no. 6, pp. 339-351, 2012.

[6] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“An effective unsupervised network anomaly detection
method,” in Proceedings of ACM International Confer-
ence on Advances in Computing, Communications and
Informatics, pp. 533-539, New York, USA, 2012.

[7] CACE Technologies, WinPcap, June 2015.
(http://www.winpcap.org)

[8] CAIDA, The Cooperative Analysis for Internet Data
Analysis, 2011. (http://www.caida.org)



International Journal of Network Security, Vol.17, No.6, PP.683-701, Nov. 2015

Table 13: List of features in the KDDcup99 intrusion dataset

698

11. Num-failed-logins
12. Logged-in

13. Num-compromised
14. Root-shell

15. Su-attempted

16. Num-root

17. Num-file-creations
18. Num-shells

19. Num-access-files
20. Num-outbound-cmds
21. Is-host-login

22. Is-guest-login
Time-based features
23. Count

24. Srv-count

25. Serror-rate

26. Srv-serror-rate

27. Rerror-rate

28. Srv-rerror-rate

29. Same-srv-rate

30. Diff-srv-rate

31. Srv-diff-host-rate
Connection-based features

Number of failed login attempts

1 if root-shell is obtained; O otherwise

Number of “root” accesses
Number of file creation operations
Number of shell prompts

32. Dst-host-count

33. Dst-host-srv-count

34. Dst-host-same-srv-rate

35. Dst-host-diff-srv-rate

36. Dst-host-same-src-port-rate
37. Dst-host-srv-diff-host-rate
38. Dst-host-serror-rate

39. Dst-host-srv-serror-rate
40. Dst-host-rerror-rate

41. Dst-host-srv-rerror-rate

Count of destination hosts

Srv_count for destination host
Same_srv_rate for destination host
Diff_srv_rate for destination host
Same_src_port_rate for destination host
Diff_host_rate for destination host
Serror_rate for destination host
Srv_serror_rate for destination host
Rerror_rate for destination host
Srv_rerror_rate for destination host

NN o000 NnN gunaoaonauoagnn anuaoagooa |4
bS]
a

1 if successfully logged-in; O otherwise
Number of “compromised” conditions (compromised condition: number of file/path not found errors and jumping commands)

Label/feature name Description

Basic features

1. Duration Length (number of seconds) of the connection

2. Protocol-type Type of protocol, e.g., tcp, udp, etc.

3. Service Network service at the destination, e.g., http, telnet, etc.
4. Flag Normal or error status of the connection

5. Src-bytes Number of data bytes from source to destination

6. Dst-bytes Number of data bytes from destination to source

7. Land 1 if connection is from/to the same host/port; O otherwise
8. Wrong-fragment Number of “wrong” fragments

9. Urgen Number of urgent packets

Content-based features

10. Hot

Number of “hot” indicators (hot: number of directory accesses, create and execute program)

1 if “su root” command attempted; O otherwise

Number of operations on access control files
Number of outbound commands in an ftp session
1 if login belongs to the “hot” list; O otherwise

1 if the login is a “guest” login; O otherwise

umber of connections to the same host as the current connection in the past 2 seconds

Number of tions to thy host as the t t the past 2 d;

Number of connections to the same service as the current connection in the past 2 seconds (same-host connections)
% of connections that have “SYN” errors (same-host connections)

% of connections that have “SYN” errors (same-service connections)

% of connections that have “REJ” errors (same-host connections)

% of connections that have “REJ” errors (same-service connections)

% of connections to the same service (same-host connections)

% of connections to different services (same-host connections)

% of connections to different hosts (same-service connections)

C-Continuous, D-Discrete
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Table 15: Distribution of normal and attack connection instances in real time packet and flow level TUIDS datasets

‘ Dataset type ‘

Connection type [ Training dataset Testing dataset |

(a) TUIDS intrusion dataset

Packet level

Normal 71785 58.87% 47895 55.52%

DoS 42592 34.93% 30613 35.49%

Probe 7550 6.19% 7757 8.99%
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Flow level
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Total 52843 - 40725 -

(b) TUIDS coordinated scan dataset

Packet level

Normal 65285 90.14% 41095 84.95%

Probe 7140 9.86% 7283 15.05%

Total 72425 - 48378 -

Flow level
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Probe 7297 26.56% 8357 34.52%
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(¢) TUIDS DDoS dataset

Packet level

Normal 46513 68.62% 44328 60.50%

Flooding attacks 21273 31.38% 28936 39.49%

Total 67786 - 73264 -

Flow level
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Flooding attacks 20117 42.33% 18150 38.62%

Total 47528 - 46991 -
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Abstract

In the vehicular ad hoc networks (VANET), various au-
thentication schemes have been proposed for secure com-
munications. However, the previous schemes are ineffi-
cient because each vehicle needs to share and keep a large
number of session keys for communicating with the other
vehicles on the VANET. To overcome the above drawback,
we propose a new authenticated communication scheme
for the VANET. In the proposed scheme, each vehicle
communicates with the other vehicles through the road-
side unit (RSU). Based upon this environment, each ve-
hicle only has to share a session key with the RSU to
communicate with different vehicles. Thus, the proposed
communication model can be simplified on the VANET.

Keywords: Authentication, elliptic curve cryptography,
mobile ad hoc networks, vehicular ad hoc networks, wire-
less communication

1 Introduction

Mobile ad hoc networks (MANET) [1, 3, 14, 17, 19, 21] is
a network architecture which combines ad hoc and wire-
less networks. The MANET does not require a fixed net-
work infrastructure to keep the network connection and
it is self-organized. In the MANET applications, a ve-
hicular ad hoc network (VANET) is the most popular
one because it provides a secure environment for vehicu-
lar communications. However, some characteristics of the
VANET are different from those of the MANET. For ex-
ample, the vehicle speed on the VANET is faster than the
mobile node in the MANET, and the network topology
of the VANET is deployed according to the direction of

roadway. The main goal of the VANET is to provide the
driving safety and comfortable to users. The applications
of the VANET can be divided into two parts: the Intel-
ligent Transportation system (ITS) application and the
comfortable application [5, 11, 13, 16].

Generally, the ITS is used to provide the transmission
safety of vehicle communications and increase the driv-
ing efficiency. The ITS applications include the control of
traffic flows, preventing the car collisions, analyzing the
traffic jams, evaluating the traffic situations, and deciding
the driving routes and so on. For example, a vehicle can
broadcast the accident message to caution the other in-
coming vehicles while a vehicle accident happens. Then,
the incoming vehicles can select other driving routes to
prevent this traffic jam so the possibility of the traffic
accident can be reduced.

Besides, the comfortable application on the VANET
is to provide the network connections for vehicles so the
passengers in vehicles can derive some electronic services.
For example, the passenger can easily download the elec-
tronic music, games, and E-mails in a vehicle.

From the business or commercial point of view, the
VANET has the commercial potential for many ap-
plications so it becomes a popular research in recent
years. For the communication security, many secure
communication schemes for the VANET have been pro-
posed [5, 12, 13, 16]. For traffic control on the VANET, Li
et al. [11] proposed a secure model with three communica-
tion schemes based on ID-based cryptography [10, 15, 20]
and the blind digital signature schemes [2, 4, 18]. In addi-
tion, they also proposed an entertainment service scheme
with privacy preservation for the VANET.

However, we found that Li et al.’s communication
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model for traffic control is too complicated and ineffi-
cient. This is because that each vehicle needs to share
and keep a large number of session keys for communicat-
ing with the other vehicles in their scheme. Moreover, Li
et al.’s communication model is impractical because a ve-
hicle needs to perform different communication schemes
to communicate with different roles on the VANET. Be-
sides, their entertainment service scheme is also inefficient
and impractical because it has unnecessary communica-
tions between the vehicle and the service provider.

To overcome the above-mentioned drawbacks, we pro-
pose an efficient authenticated communication scheme for
the VANET. In the proposed scheme, a vehicle commu-
nicates with the other vehicles through the roadside unit
(RSU), which is set on the roadside to broadcast and
receive messages for vehicles. Based upon this environ-
ment, a vehicle only needs to share a session key with
the RSU to communicate with a large number of vehi-
cles. Besides, the proposed scheme integrates Li et al.’s
three communication schemes so the infrastructure of the
proposed scheme is more practical and simpler for the
VANET.

Besides, we also propose an entertainment service
scheme for the VANET without involving the service
provider. In the proposed service scheme, the function of
the service provider is integrated into the RSU. There-
fore, the communication and computation costs can be
drastically reduced when the passenger requires the en-
tertainment services in a vehicle. According to the above-
mentioned advantages, the proposed scheme is more effi-
cient and practical than the previously proposed schemes
for the VANET.

2 The Related Work

In this section, we briefly describe Li et al.’s scheme [11]
and its drawbacks.

2.1 Li et al.’s Scheme

There are three roles in Li et al.’s scheme: the vehicle, the
roadside unit (RSU), and the service provider. In this
system, each vehicle is equipped with a mobile device to
communicate with the other vehicles and the RSU. The
RSU is responsible for broadcasting traffic information or
entertainment applications to the vehicles. And, the ser-
vice provider is responsible for providing some entertain-
ment services to passengers in a vehicle. In [11], Li et al.
proposed three communication models for the VANET:
the vehicle-to-vehicle communication, the vehicle-to-RSU
communication, and the RSU-to-vehicle communication
models. Besides, Li et al. also proposed a secure and ef-
ficient communication scheme with privacy preservation
(SECSPP) for entertainment applications on the VANET.
The notations used in Li et al.’s schemes are shown in Ta-
ble 1. Now, we describe Li et al.’s schemes as follows.
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2.1.1 The Vehicle-to-Vehicle Communication

Scheme

Assume that a vehicle V; wants to communication with
another vehicle Vj, the detailed steps are shown as follows.

1) V; selects a random number a and tag#. Next, V;
computes M = C @ (tag#||IDv,||IDv,||Tv,||a) and
C= (ID%)H(TVi||T)KVi, where Ty, is a timestamp, r
is the roadway section, and Ky, is the secret key of
V.

2) V; broadcasts H'(SK) @ (tag#, IDy,, IDy,, hop,
r, Ty, M ) to the vehicles within V;’s transmission
range, where H'(SK) is the shared secret key in the
network.

3) After receiving H'(SK) @ (tag#,IDv,, 1Dy, hop,r,
Ty,, M), V; decrypts the message by H'(SK). Then,
V; computes C' = (ID%/i)H(TW IMEV: to reveal S.
And, Vj checks the validity of hop and IDy,. If they
are valid, then Vj selects a random number b to com-
pute a session key Ky, v, = H(al|b]|0).

4) V; sends H'(SK) @ (tag#,1Dy,,IDy,,Ty,,r,S’)
to Vi, where M' = C" & (tag#||IDv, ||IDs
[|Tv, ||r]|b]|] M AC) and MAC = H(Kv, v,;a + 1).

5) After receiving H'(SK) @ (tag#, IDv,, IDvy,, Ty,,
r,8"), A reveals (tag#,1Dv,,IDy,, Ty,,r||b||M AC).
Then, V; can compute the session key Ky, v, =
H(a||b||0) and verifies the correctness of M AC. If the
above verifications hold, then V; and Vj can share a
common session key and use it to communicate with

each other.
2.1.2 The Vehicle-to-RSU Communication
Scheme

Assume that an ambulance V4 transmits an emergency
signal to the RSU, then V4 can control traffic lights on
its way to a hospital. The detailed steps are shown as
follows.

1) Va generates a random number a to compute
M = C @ (ES||IDy, ||IDr ||Tv,|la) and C =
(ID%)H(TvallNEvs  wwhere IDpg is the identity of
RSU, ES is the emergency signal, and K4 is the
secret key. Then, V4 sends H'(SK) @ (ES, IDy,,
IDR, T, TVA, M) to R.

2) Upon receiving the above messages, R reveals the
message by H'(SK) and checks the validity of Va.
If the above verification is correct, then RSU com-
putes C' = (ID‘Q/A)H(TVA”’”)KR to reveal S. After-
ward, RSU selects a random number b to compute
the session key K v, (a||b]|0).

3) RSU sends H'(SK) @ (ES, IDgr, IDy,, r, Tk,
S’) to A, where M’ = C' @& (ES||IDg||IDy,
[|Tr||7||b]|MAC) and MAC = H(Kpgv,||la+ 1).
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Table 1: The notations of Li et al.’s scheme

IDyx | The identity of the entity X
PK,SKg | The public/private key of the service provider
Kx | The secret key of the entity X
tag# | An unique tag number for a request
hop | The number of hops

r | The identity of roadway section

ES | An emergency signal
MAC | The message authentication code
H(-) | A collision-free and public one-way hash function
My | The receipt of the service access for the vehicle X
Tx | A timestamp generated by the entity X
H(SK) | The group secret key shared among all nodes in the VANET
[| | The concatenation operation
Epk.{-} | The asymmetric encryption function using the public key
Dsiq{-} | The asymmetric decryption function using the private key

4) After receiving the above messages, V4 uses H'(SK)
and C to reveal (ES||IDg||IDv,||Tgs||r||b||MAC).
Next, V4 computes Ky, r = (a||b]|0) to verify the
correctness of MAC. If the above verifications are
correct, then V4 and RSU can use the session key to
communicate with each other.

2.1.3 The
Scheme

RSU-to-Vehicle Communication

Assume that RSU wants to update the shared group key
H'(SK) to all vehicles within its transmission range, and
then the detailed steps are shown as follows.

1) RSU generates a new shared key ¢ and nonceg.
Next, the RSU broadcasts the following message
H'(SK) & (Update_Key, H*'(SK), IDg, r, Tr,
noncer) to all vehicles in its transmission range.

2) After V; receiving the following message: H'(SK) @
(Update_Key, H=Y(SK),IDg,r, Tr,noncer), then
V; can decrypt it by using H'(SK). Next, V; ver-
ifies the shared key H'"1(SK) by checking if the
equation H'(SK) = H(H'"}(SK)) holds or not. If
the equation holds, then V; updates the shared key
with H'=1(SK) and broadcasts the following mes-
sage H'=Y(SK)® (IDv,, Ty,,r,noncer + 1) to RSU.

3) After receiving H'"1(SK) @ (IDv,, Tv,,r,noncer +
1), RSU can obtain (IDy,,Ty,,r,noncer + 1) by
H'"™1(SK)® (IDvy,,Ty,,r,nonceg + 1) & H' =} (SK).
Then, RSU verifies if (nonceg + 1) is correct or not.
If it is correct, then RSU knows that V; has updated
its shared key.

2.2 The Drawbacks of Li et al.’s Scheme

For the traffic control, Li et al. proposed a communication
model containing three schemes: the vehicle-to-vehicle,

the vehicle-to-RSU, and the RSU-to-vehicle communica-
tion schemes. However, this model is too complicated and
inefficient. For example, in Li et al.’s vehicle-to-vehicle
scheme, a vehicle V; needs to share a session key and keep
it to communicate with another vehicle V;. If V; wants to
communicate with a large amount of vehicles, then V; also
needs to share and keep a large number of session keys for
different vehicles. To communicate with RSU, the vehi-
cle V; also needs to share another session key with RSU.
This drawback increases the communication and compu-
tation costs of each vehicle in Li et al.’s communication
model for the VANET. In addition, to communicate with
another vehicle or RSU, each vehicle needs to perform
three different schemes. This drawback also makes Li et
al.’s model impractical for the VANET.

3 The Proposed Scheme

For the traffic control on the VANET, Li et al. pro-
posed a model containing three communication schemes
as follows: the vehicle-to-vehicle, the vehicle-to-RSU, and
the RSU-to-vehicle communication schemes. However,
we point out that this model is inefficient and imprac-
tical in Subsection 2.3. If a vehicle V; can communi-
cate with the other vehicles through RSU, then V; only
needs to share and keep one session key for RSU on the
VANET. Based upon this conception, we propose an effi-
cient vehicle-RSU-vehicle communication scheme for the
VANET in this section. Then, Li et al.’s three communi-
cation schemes can be simply simplified by the proposed
scheme. Therefore, the proposed communication model
for the traffic control on the VANET is more efficient and
simpler than Li et al.’s model.

Table 2 shows the notations used in the proposed
schemes. Now, we present the proposed schemes as fol-
lows.

Before describing the proposed scheme, we define some
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Table 2: The Notations of the proposed scheme

IDyx | The identity of the entity X
Ky, | A pre-shared key shared between a vehicle V; and RSU
M | The transmitted message such as traffic information and emergency signal
Tx | A timestamp generated by the entity X
H(-) | A secure one-way hash function
ES | The entertainment service such as online music and movies
x| The secret key of RSU
|| | The concatenation operation

notations as follows. In the proposed scheme, the system
chooses E,(a,b): y*> = 2® + ax + b(modp) over a prime
finite field F}, with the order n, where a,b € F,, p > 3,
and 4a® + 27b # 0(modp) [6, 7, 8, 9]. Then, the system
selects x € Z,* to be the secret key of RSU and computes
X = zxQ to be the public key of RSU, where @ is a base
point over E, and ”*” is the point multiplication over E,,.
When a vehicle V; wants to join into the proposed system,
V; first registers with RSU. Then, RSU generates a pre-
shared key Ky, = H(IDy,||z) for V;, and thus V; can use
Ky, to communicate with RSU.

Assume that V; wants to send the message M to an-
other vehicle Vj, then V; broadcasts M and some authen-
tication information to RSU. Then, RSU can authenti-
cate the source and the validity of M using the pre-shared
key Ky,. Also, RSU generates a signature for M using
ECDSA [7] and broadcasts it to V;. Finally, V; can ver-
ify the signature to authenticate the validity of M. The
detailed steps are shown as follows.

1) Vi broadcasts {IDy,.IDy,, M, Ty,, Kv, ®H(M|[Ty,)}
to all vehicles and the RSU within its transmission
range.

2) After receiving the above message, V; does not need
to authenticate it immediately. V; just stores this
message into its database until it receives the authen-
ticated message from RSU. If V; does not receive
the authenticated message in a pre-defined expira-
tion time, then it discards this message.

3) After receiving {IDv,, IDy,, M, Ty, Ky, @
H(M|[|Tv,)}, RSU computes Ky, = H(IDvy,||z) ac-
cording to IDy,. RSU computes H'(M||Ty,) =
Ky, © Ky, ® H(M|[Ty,). Then, RSU checks if the
equation H'(M||Ty,) = H(M||Ty,) holds. If it holds,
then RSU authenticates the validity of M and Ty,.

4) RSU randomly selects an integer ¢t € Z7 and
computes T = t % Q = (x1,y1), where x; and
y1 are z-coordinate and y-coordinate of T, respec-
tively. RSU computes r = z1 modn and s =
t=1 . [H(M||Tg) + z - t] mod n. Finally, RSU broad-
casts {IDg,IDv,, M, (r,s),Tr} to all vehicles within

its transmission range.

5) After receiving the above authenticated message, V;
checks whether the received message is in its database
or not. If the message exists, then V; computes the
following H(M||Tr) - s~ mod n, r - s~ mod n, and
(H(M|[Tr)-5~1)+Q+(r-s—1)+ X = («},9}). Then,
RSU computes ' = 2} mod n and checks if ' = r
holds. If it holds, then V} confirms that the message
is really sent from V; and M is valid.

Figure 1 illustrates the steps of the proposed vehicle-
RSU-vehicle communication scheme. To broadcast a large
number of vehicles and RSU, a vehicle only needs to share
and keep one session key with RSU in our scheme. There-
fore, the proposed scheme greatly reduces the communi-
cation loads and computation costs.

Based on the proposed scheme, if RSU wants to broad-
cast a message M to a vehicle V;, we only need to perform
the similar steps according to Step 1 and Step 3. For
example, the RSU replaces {IDv,,IDv,, M, Ty, Ky, ®
H(MHTVJ} with {IDR,ID\/].7M,TR,K% > H(MHTR)}
in Step 1, and then RSU broadcasts it in its broadcast
range. Then, V; can authenticate M by Ky, according
to the verification equations in Step 3. Note that only
the correct V; can verify the validity of M. Similarly, if
V; wants to broadcast a message to RSU, then V; only
needs to perform Step 1 and Step 3 by replacing some
messages. Therefore, we successfully simplify Li et al.’s
three schemes into the proposed vehicle-RSU-vehicle com-
munication scheme.

4 The Security Analysis

To analyze the security of the two proposed schemes, we
discuss some possible attacks as follows.

Replay attack. Assume that an attacker wiretaps the
communications between the vehicles in the pro-
posed vehicle-RSU-vehicle scheme, then the attacker
can obtain {IDVL,Il)VJ,]\4,7_‘\/”}(‘/1 (&) H(MHTVL)}
Furthermore, the attacker wants to re-broadcast
the following message {IDv,.IDy,, M,Ty,, Ky, ©
H(M||Tv,)} at the time Ty,. However, this attack
cannot work because RSU computes Ky, and checks
if H(M||Ty,) is equal to H(M||Tv;). Then, RSU can
discover that the message {IDy,, I Dy,, M, Ty, , Kv,®
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Figure 1: The proposed scheme

H(M]||Tv,)} is sent by the attacker because of
H(M||Ty,) # H(M||Ty,). Hence, this attack is in-
feasible for the proposed scheme.

Impersonation attack. Assume that an attacker wants
to impersonate the wvehicle V; to broadcast
the following message {IDv;, Dy, M*, Ty, , K}, ©
H(M*||Ty;)} in the proposed vehicle-RSU-vehicle
scheme, then he/she selects a random number
x* € Zpx to compute the pre-shared key Ky,
H(IDy,||zx). In addition, the attacker broad-
casts {IDy,, I Dy,, M*, Ty, , Ky, @ H(M*||Ty,)}. Af-
ter receiving the message, RSU computes Ky,
H(IDvy,||z) and checks if H(M*|[Ty;) is equal
to Ky, © Ky, © H(M*||Ty) or not. Ob-
viously, RSU can discover that the message
{IDy,,IDy,, M*, Ty, , Ky, & H(M*||Ty;)} is broad-
casted by the attacker because Ky, # Ky,. There-
fore, this attack is impossible for the vehicle-RSU-
vehicle scheme.

Outsider attack. Assume that an attacker wants to
obtain the symmetric key Ky, then he/she inter-
cepts the communication between a vehicle V; and
RSU to get the messages {IDv;,, [ Dy,, M, Ty,, Kv, ®
H(M||Ty,)}. However, it is infeasible to derive the
symmetric key Ky, because the attacker does not
know the secret key = of the RSU, where Ky,
H(IDy,||z). To compute Ky,, the attacker has to

know the secret key x. Hence, the outsider attack is
impossible for the proposed scheme.

5 Conclusions

In this paper, we propose an efficient authenticated com-
munication scheme for the traffic control on the VANET.
In the proposed scheme, a vehicle communicates with the
other vehicles through RSU. Based upon this idea, a vehi-
cle only needs to share one session key with RSU to com-
municate with the other vehicles in the proposed schemes.
In addition, the communication model of the proposed
schemes is simpler than that of Li et al.’s schemes. There-
fore, the proposed schemes are more efficient and practical
than the previously proposed schemes for the VANET.
In the future, we will investigate a new communication
scheme without using the elliptic curve cryptosystem so
the vehicle communications on the VANET can become
more efficient in practice.
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Abstract

Recently, Fan et al. proposed a novel e-cash scheme which
allows a user to recover the e-cash he lost. They claimed
their e-cash possesses properties of anonymity, unlinkabil-
ity (i.e. untraceability), bank-off-line payment, double-
spending detection, and anonymity revocation. The e-
cash untraceability is greatly related to users’ privacy and
indicates that no one including the issuer bank can link
e-cash to any user when the e-cash is legally spent. Al-
though, the authors have formally proved the unlinkabil-
ity of their scheme, we still found a loophole to compro-
mise user’s privacy. That is, an issuer bank or an attacker
who intrudes the issuer bank’s system can link e-cash to
a user by collecting e-cash withdrawal and deposit trans-
action messages. This may make the user’s shopping be-
haviors or location information exposed.

Keywords: Anonymity revocation, digital signatures, elec-
tronic commerce and payment, off-Line E-Cash, recover-
able, RSA

1 Introduction

With the advances of technology, people are paying
through diverse payment tools or systems [2, 8, 16, 18],
for example credit cards, debit cards, PayPal, account
transfer, Short-Message-Service (SMS) payment, mobile
phone payments, electronic transportation toll, and etc.
Most of the payment tools or systems are named pay-
ments which make the payers’ identities exposed to the
brokers or intermediaries. In the case of the globally
widespread credit card payments, card-issuing banks are
aware of the contents of the cardholder’s all spending,
such as the cardholder went somewhere to buy something
at some time, visited some restaurant to have dinner, or
travelled to some gas station, and so forth. To prevent

personal privacy exposure to the payment intermediaries,
electronic cash (e-cash) which holds the anonymity prop-
erty like dollar bill can make the payer not to be aware
of and not to be tracked. There have been many crypto-
graphic scientists working within the field of e-cash sys-
tem design [1, 3, 4, 5, 6, 7,9, 10, 11, 17] since Chaum first
proposed the concept of e-cash in 1982. From the view-
point of control, e-cash systems fall into two categories:
bank-controlled e-cash systems, ex. Mondex, and P2P
(peer-to-peer)-distributed e-cash systems, ex. Bitcoin.

Mondex [15] developed by National Westminster Bank
in the U. K. and had big success in 1990s. It has the
advantage of absolute anonymity but opens a perfect way
for criminals to illegally transfer funds with untraceabil-
ity. While Bitcoin [13, 19] kills the role of the central
bank or authority, reduces the expensive bank-processing
cost, and prevails over the cyberspace and the real world.
All activities including coin mintage, coin validness check,
double-spending check are done through the cooperation
of the peer nodes on the Bitcoin P2P network. By just
generating a public/private key pair, a user can join the
Bitcoin network, and he/she uses this public key as a
his/her pseudonym to mine, exchange, buy, and pay the
Bitcoin without revealing his/her real identity and loca-
tion. However, some privacy issues exist since all Bitcoin
transactions are public. One may trace sensitive transac-
tions or de-anonymize social network data using network
topology, thus violating users’ privacy [12, 14].

For a sound cash system, some essential properties
should be focused.

Verifiability. The validness of e-cash can be publicly ex-
amined.

Unforgeability. E-cash should be only issued through
defined procedures. No one including banks can forge
e-cash by other ways.
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Anonymity. It indicates that a user need not present
his/her real identity when paying.

Untraceability or Unlinkability. It means that no
one including the banks can know the owner of the
e-cash when it is legally used. Specially, although
the bank provides e-cash withdrawal service to her
account holder, it cannot link any e-cash to her ac-
count holder.

Double-spending detection. An e-cash system should
prevent e-cash to be spent twice. If it happens, the
system should efficiently catch the cheater.

Anonymity revocation. When e-cash is used for illegal
purposes such as money laundering and tax evading,
the system should disclose the owner identity of the
e-cash.

Recently, Fan et al. [3] proposed a bank-off-line e-cash
scheme with fast anonymity revoking. Bank-off-line e-
cash indicates that e-cash in a payment transaction need
not an online bank to examine its validness. Fan et al.
claimed that each user possessed anonymity and unlinka-
bility, and the user is allowed to recover his e-cash when
lost. Besides, the bank can detect the double spending
and efficiently derive the identity of the user, without any
help of the Trust Third Party (TTP). Moreover, TTP
can revoke the anonymity of the e-cash owner when ille-
gal transaction occurs. Additionally, Fan et al. scheme
allows the police to trace a specific user. However, after
examining their scheme, we found that it does not have
anonymity and unlinkability.

2 Review of Fan et al.’s Scheme

Fan et al’s e-cash scheme [3] applies the concepts of
Chaum’s blind signature and the chameleon hashing func-
tion. It comsists of two main protocols, the withdrawal
protocol and the payment protocol, and four entities user,
bank, shop and the judge. The bank publishes {ny, e}
as RSA public key, H as one-way hash function, and
{p,q,9} as the parameters of chameleon hashing func-
tion hgr. The judge generates public and private key
pair {pk;, sk;}, and embeds {pk;, sk;, H, hk, n, €} into
a tamper-resistant device. In the below, we first describe
Fan et al.’s withdrawal and payment protocols and show
their weaknesses then.

2.1 E-cash Withdrawal

In an e-cash withdrawal process, Fan et al.’s scheme as-
sumes that the bank authenticates her account holder
through a secure channel first. The bank and the user
then perform the following e-cash withdrawal protocol.

1) User — Bank: Ep; (k,m,r).
The user randomly chooses three random strings
{k,m,r} and he then sends Ey, (k, m, ) to the bank,
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where E(-) is a public key encryption algorithm and
k is a secret session key to be shared with the judge’s
device embedded in the bank system.

2) Bank — Judge’s device: {Ep, (k,m,r), p}.
After the bank authenticates the user, she knows the
user’s identity 7D,,. She then sends Ey; (k,m,r) and
w = 1D, to the judge’s device.

3) Judge’s device — Bank: {3, Ex(z,2', ¢, k,0)}.
On receiving {Epk,(k,m,r),u}, the judge’s de-
vice uses the stored private key sk; to decrypt
Epy,(k,m,r) and obtain {k,m,r}. Then, it ran-
domly chooses three strings {r, 2, c}, and computes

z = (ullr),

¢ = z7'(modg),

6 = Epi, (1, 72),

y = g"(modp),

8 = () hux(m,r)H(6[|y)(modny),

where hgr(m,r) = ¢™y"fnod)), and outputs
{8, Ex(z,2',¢,k,8)} to the bank system. Note that
huk() is a chameleon hashing function with the se-
cret key Hk; given hpr(m,r) one can easily find a
preimage (m’,r’) such that hgi(m',r") = hgr(m,r)
if he knows the secret key Hk.

4) Bank — User: {t, Ex(z,2,¢,k,0)}
On receiving the device response, the bank sys-
tem returns {t = %, Ey(z,2',¢,k,0)} to the user
(where d, is the bank’s RSA signing key), and
stores {ID., Epx;(k,m,r), Ex(x,2',c,k,6)} in her
database.

5) User unblinding e-cash On receiving {¢, Ex(z, 2, ¢, k,
)}, the user decrypts Ey(z,2’, ¢, k,d) and parses the
4th parameter in the decryption result as k. Then
he checks whether ¥/ = k. If it holds, he computes
> = ct(modny). At last, the user obtains an e-cash

as {32, y,m,r, 0}

2.2 E-cash Paying and Deposit

A user in Fan et al.’s e-cash system allows to pay his cash
to an Internet shop in the bank-offline manner as follows.
1) Shop — User: {m'}.
On receiving the user’s payment request, the shop
sends a challenge m’ = (IDyrs) to the user, where
ID; is the shop’s identity and rs is a random string.

2) User — Shop: {>.,y,r’, 6}
On receiving the shop’s challenge m’, the user com-
putes ' = a'(m + xr — m’)(modq) and answers the

shop {>,y,7',d}.

3) Shop — Bank: {> ,y,m/,r’,6} On receiving the
user’s response, the shop verifies if the following equa-
tion holds.

> = har(m',v')H(8]|y) (modny).
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If it holds, the shop accepts the e-cash and stores the
e-cash transcript {>_,y,m/,7’,0}. In the clear time,
the shop sends the bank the e-cash transcript.

4) Bank: acceptance or rejection. On receiving the e-
cash transcript for deposit from the shop, the bank
first verifies the e-cash by checking if the equation
in 3) holds and if data {>,y,d} has not existed in
bank’s database. If both are true, the bank stores
the e-cash transcript {>_,y, m’,r’, 6} in the database
and credits the shop’s account. Otherwise, the bank
rejects the shop’s deposit request.

3 A Loophole of Users’ Privacy

An attacker can collect the transmitted messages of with-
drawal, payment and deposit transactions in Fan et al.’s
e-cash system, and obtain information as follows:

1) From a withdrawal transaction, the attacker can
know the values, u, 8, and t. Notice that the user in
the end of the transaction privately produces the e-
cash {>_,y,m,r, 6} which is not known to any other
ones including the attacker.

2) From an off-line payment transaction, the attacker
can know the e-cash, {>_",y*, m*,r*,§*} from the
communication.

He then launches an offline attack by the following
steps.

1) Computes ¢* = > "t~ (modny).
2) Computes to see if 8 % hgy(m*,r*)H(5*||y*).

If the equation in 2) holds, the attacker links the e-
cash {>°%, y*,m*,r*,6*} to the user whose identity is u(=
IDu). Thus, the features of anonymity and unlinkability
are broken.

4 Conclusion

In this paper, we showed that Fan et al.’s recoverable off-
line e-cash’s scheme is flawed. It suffers from linkability
and identity leakage. This may result in e-cash user’s
shopping behaviors and movement information exposed
to banks or attackers.
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Abstract

A Wi-Fi has been able to accomplish great transmission
due to its co-transfer mode. Each wireless network node
has to rely on the way to achieve its mission of informa-
tion transmission. In unattended sensing network envi-
ronment, the relay process of how to select an appropri-
ate relay nodes can adjust power consumption and com-
munication quality, so it has attracted a lot of research
attention and considerable results. Yang and Brante are
few of researchers in recent years. They applied the fuzzy
inference system to the relay selection algorithm, which
was confirmed to have a good performance. In this study,
a safety assessment method for fuzzy relay selection al-
gorithms has been introduced. and introduce the safety
performance of Yang’s and Brante’s method. Then this
article can be expected to extend the depth and breadth
by the future research.

Keywords: Fuzzy relationship rule, relay selection algo-
rithm, wireless sensor network

1 Introduction

This study focuses on the issue of saving sensor networks.
The need for energy-saving of sensor networks is required,
because it was difficult or impossible to charge energy in
some application areas at unattended sensing nodes. In
this case, the whole sensing network life cycle was de-
pendent on battery power [24, 31]. In the energy-saving
study area, it is usually divided into three areas: sens-
ing, aggregated data and communication [11, 12]. The
relay selection algorithms belong to the field of commu-
nications. The research in this area pointed out that the
biggest action of power consumption in the wireless sensor
nodes are transmitted and received [3], and most effec-
tive energy-saving strategy is to use sleep mode [7]. This
strategy allows a node only to transmit and receive when
it?s necessary. However, how to select the most appro-

priate partners [1] from candidate relay gateway nodes
in staggered complex wireless sensor networks is to avoid
transmitting and receiving the same information by all
possible nodes. Repeating each other’s electricity con-
sumption will result in lower overall network life cycle.
That was still a very important issue [6, 31]. Specifically,
the trade-off problem [2] was how to balance the commu-
nication quality and remainder power between nodes, and
still able to maintain optimal network life cycle.

Cover and ElGamal proposed the concept of three relay
architecture [5] first in 1979. The existing study of relay
selection techniques can be classified as a measure, effec-
tiveness threshold and adjustment patterns opportunity.
For communication nodes to exchange information point
of view, it can be divided into two types of forms and
competitions [23]. Recently, for the fuzzy relay selection
algorithm, it is based on fuzzy sets to use fuzzy rule base
and defuzzification architecture out of the relay selection
algorithms. Yang made the first algorithm based fuzzy
relay selection, and proved the effectiveness of the use of
fuzzy theory that can make performers get traditional re-
lay selection algorithm [28]. Brante structure is a more
complete fuzzy relay selection algorithm. It focuses on
the balance of nodes between the quality of communica-
tion and remainder power, and optimizing the efficiency
of the algorithm [4]. This paper suggests that poor design
of fuzzy relay selection algorithms is most likely to suffer
an attack [22]. If the algorithm without adjustment, then
it would choose a high power, high communication state
parameters. It will come to the opposite effect, and lose
the purposes to reach energy-saving and adjust commu-
nication in a power attack mode. Therefore, that needs
to be properly analyzed to protect its safety.

This paper are organized as follows: Section 2 describes
the relay selection algorithms, including the fuzzy relay
selection algorithms proposed by Yang and Brante. Sec-
tion 3 describes a safety test system. Section 4 is to ana-
lyze the results of Yang and Brante algorithm in a safety
test system. Section 5 is about future research. The last
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section is to make a conclusion.

2 Fuzzy Relay Selection Algo-
rithm

Yang [28] and Brante [4] proposed a fuzzy relay selection
algorithm. The algorithm has shown better trade-off than
traditional effect. This section describes a fuzzy system
architecture of wireless sensor networks, and the research
methods proposed by Yang and Brante who used the fuzzy
rule base system by this architecture.

2.1 Fuzzy Based Relay Selection Algo-
rithm

The fuzzy inference system has first started since 1965.
When Zadeh published the fuzzy logic and created the
fuzzy theory [29, 30]. It has been developed over the
years. Those theoretical methods included: the mem-
bership function, fuzzy, fuzzy inference rule and defuzzifi-
cation [21]. The well known MATLAB platform has built
based on the Foundations of Fuzzy Logic to specificly
practice Mamdani [17, 18] and Sugeno’s theory [17, 26].
Moreover, MATLAB provides an easy-to-operate graphi-
cal interface [10] with Fuzzy Logic Toolbox. Such a com-
plete modeling environment has become a favorite tool of
researchers [25].

A typical fuzzy inference system architecture built on
MATLAB as in Figure 1.

Membership
Function
Fuzzification

Fuzzy
Inference
rules base

Input
Values

Output
Values

—

Membership
Function —>
Defuzzification

Figure 1: A block diagram of a typical fuzzy inference
system

A simple instance exercises of typical fuzzy inference
system on MATLAB is shown in Figure 2. It accounts for
the situation of fuzzy relay selection algorithm on wireless
sensor networks. The construction of its contents is shown
in the following subsections.

2.1.1 Define the Variables

This example is a scenarios for battery-powered wireless
sensor networks. The main application of the fuzzy con-
troller is to regulate power consumption and communica-
tion status. Therefore, Two input variables are defined as
the Re (remaining energy) and CSI (Chanel State Infor-
mation). One output variable is defined as Select (prob-
ability of a candidate node for forwards select). Its rep-
resentations are as follows: (1) variable domain range,
(2) variable parameter, (3) parameter semantic and (4)
member function.
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Figure 2: Typical instance of a fuzzy inference system on
MATLAB

Variable Domain Range:

Re= [0~ 100%]
CSI= [-255dBm ~ 0dBm)|
Select = [0 ~ 100%)

Variable Parameter:

Re= {S:Small,M : Medium,L : Large}
CSI= {S:Small,M : Medium,L : Large}
Select = {VB :VeryBad,B : Bad,

M : Medium,
G : Good, VG : VeryGood}

Parameter Semantic:

Re = {Lesspower, Mediumpower, Highpower}
CSI= {Badsignal, Mediumsignal, Goodsignal}
Select = {Verybad, Bad, Inter M edium, Good,

Verygood}

Member Function:

Re{S} = trimf(X1:0,0.25,0.5)
Re{M} = trimf(X1:0.25,0.5,0.75)
Re{L} = trimf(X1:0.5,0.75,1)
CSI{S} = trimf(X2:—255,—187.5, —125)
CSHM} = trimf(X2: —187.5, —125, —62.5)
CSIK{L} = trimf(X2: —125,—62.5,0)
Select{VB} = trimf(Y :0,0,0.25)
Select{B} = trimf(Y :0,0.25,0.5)
Select{M} = trimf(Y :0.25,0.5,0.75)
Select{G} = trimf(Y :0.5,0.75,1)
Select{ VG} = trimf(Y :0.75,1,1)

(1)

This example used Triangle Membership function
(trimf). The input values will belong to a different set,
and convert to the p (membership grade) between 0~1.
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2.1.2 Design a Fuzzy Rule Base

A fuzzy rule base is based on experience and expert knowl-
edge. It’s translated to semantic with the control rules as
“If X1 and X2 Then Y”. The example was divided into
three fuzzy parameters. Therefore, it can be deduced to
a relation matrix of 3 % 3 input and output in Table 1.
Thus, the rule bases are got as nine fuzzy rules:

Rulel : If X1: Re{S}and X2 : CSI{S}
Then Y : Select{V B}

Rule2: If X1: Re{S}and X2 : CSI{ M}
Then Y : Select{ B}

Rule3 : If X1: Re{S}and X2 : CSI{L}
Then Y : Select{B}

Ruled : If X1: Re{M}and X2 : CSI{S}
Then Y : Select{ B}

Ruleb : If X1: Re{M}and X2 : CS{M} @)
Then Y : Select{M}

Rule6 : If X1: Re{M}and X2 : CSI{L}
Then Y : Select{G}

Rule7 : If X1: Re{L}and X2 : CSI{S}
Then Y : Select{ M}

Rule8 : If X1: Re{L}and X2 : CSI{M}
Then Y : Select{G}

Rule9: If X1:Re{L}and X2 : CSI{L}

Then Y : Select{VG}

Table 1: The relation matrix of fuzzy rules base

Re\CSI | S |M| L
S VB| B | B
M B | M| G
L M | G| VG

2.1.3 Fuzzification

Assume the input value is set to Re = 60%, CSI = -
75dBm in Figure 2. According to the membership func-
tion represented by Equations (1) and (2), the member-
ship grade is obtained: pge(ry = 0.6, pirerry = 0.4,
pesrimy = 0.2, posriry = 0.8. Next, the specified rule is
based on this instance process Min fuzzy arithmetic with
the And of sets operator to output membership function
value as shown in Table 2:

2.1.4 Defuzzification

It’s not the only valu