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Abstract

Wireless Sensor Network is a collection of autonomous
sensor nodes placed spatially. Unlike wired networks the
sensor nodes here are subject to resource constraints such
as memory, power and computation constraints. Key
management and Security are the area of research in
WSN. To ensure high level security encryption is neces-
sary. The strength of any encryption algorithm depends
upon the key used. So Key Management plays a signifi-
cant role. The proposed KMS using LLT matrix achieves
both Node-to-Node communication and Group communi-
cation. The main objective of the scheme is to strengthen
the data transferring security mechanisms and also to en-
sure efficient key generation and management along with
authentication. The main feature of this proposed sys-
tem is 100% Local-connectivity; efficient node revocation
methodology, perfect resilience; three-level authentication
cum key generation and the most importantly reduced the
storage. The scheme and its detailed performance analy-
sis are discussed in this paper.

Keywords: Cholesky decomposition, key connectivity, re-
silience, WSN

1 Introduction

WSN [12] is a collection of nodes from hundreds to thou-
sands. Each node has processing units, sensing unit and
power source usually the battery. Sensor nodes are re-
source constrained in terms of computation, memory. Be-
cause of its transmission nature and also because of its
deployment in hostile environments, security mechanisms
available for wired ad-hoc networks are not applicable
for WSN. So new security mechanisms [9] should be in-
troduced but satisfy the security requirements such as
authentication, confidentiality, integrity and availability.

Though many cryptographic algorithms are available, but
the strength of the algorithm purely depends on the key
used. For eg. If AES is incorporated, whoever involved
in building up the security mechanisms knows about the
AES. So the importance will be on key and also the size
of the key. If 128 bit key is used, a possible set of key will
be in 2128. So to establish a secure communication key
management plays a vital role. Key management includes
key generation, distribution and storage of keys. The at-
tackers usually made an attack on the key management
level rather than cryptographic algorithm level. Since the
sensor node is resource constrained designing a key man-
agement scheme for WSN is challenging issue. In recent
years, many key management schemes are proposed. Key
management schemes are broadly classified into three cat-
egories: key pre-distribution, arbitrated key mechanisms
and self-enforcing mechanisms. Arbitrated keying mech-
anisms depend upon trusted third party agent. Of that
if the node gets compromised all information about the
network will get revealed. Self-enforcing mechanism is a
public key cryptography method. Since sensor nodes are
resource constraining this method is not preferable.

Almost all key management schemes [1, 2, 3, 6, 7, 10,
16] are based on key pre-distribution method in which
keys are loaded into sensor nodes before deployment. De-
signing a suitable key management scheme for all kinds
of WSN organization such as hierarchical or distributed is
another challenging issue. Based upon applications and
architecture used KMS has to be defined. Once after de-
signing the KMS, the metrics [12] to be evaluated against
KMS is security (Authentication, resilience, node revoca-
tion), efficiency (memory, processing, bandwidth, energy,
key connectivity) and flexibility (deployment knowledge,
scalability). Satisfying all the metrics in a single key man-
agement scheme is difficult. If suppose group key commu-
nication is incorporated, periodic updating of group key
is necessary. This increases expenses on rekeying. Thus
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in this situation key connectivity is not an issue rather
rekeying is. The evaluation metrics are mainly based on
the architecture and keying mechanism used.

2 Related Works

Some schemes follows partial pairwise key methodol-
ogy [5]. For a network with n nodes, it is not necessary
to store n-1 keys in each node to achieve a connected
graph. The degree of each node is determined by the
probability of connectivity. Usually it is expected to be
high. Basic Scheme [9], Q-composite [3] are based on
this method. These schemes undergo three steps: Key
Pre-Distribution phase; shared-key phase and path key
establishment phase. Bloms [1] scheme; Du-et-al [6] mul-
tiple space, LU [12] schemes are also pair-wise schemes.
Instead of storing the keys directly [18], corresponding
rows and columns of the matrix are stored [14] and pair-
wise key is generated using vector multiplication when-
ever two nodes want to communicate. Most of the hier-
archical network schemes [8] use group key mechanisms.
Resilience and node revocation becomes an issue. Many
schemes [17] are introduced without deployment knowl-
edge. As a result, the probability to nodes to be within
each others communication is less. Thus the connectiv-
ity is less. Considering all these factors, the PROPOSED
scheme is a mixture of pairwise, group, matrix-based, hi-
erarchical network with deployment knowledge.

3 Our Contribution

The proposed scheme is a matrix based scheme. A sym-
metric matrix is decomposed into two matrices using
CHOLESKY factorization. It is almost similar to LU
scheme. The reason for choosing CHOLESKY factoriza-
tion is that: the two matrices are lower triangular matrix
and its transpose. This reduces STORAGE, COMPU-
TATION and COMMUNICATION overhead to a large
extent. It is enough to store only the row values unlike
LU Scheme where in row and corresponding columns are
stored. This reduces the MEMORY CONSUMPTION to
half of that consumed in LU [12, 16] scheme.

The proposed scheme uses the HIERARACHICAL
NETWORK STRUCTURE to enhance DIVISION OF
LABOUR. Processing and work decrease down the group.
This gives a clear idea of what type of nodes to be used
at which level. Two types of keys used in the proposed
scheme: pairwise key [3, 5, 10] and the other Group key.
Group key is mainly used for commenting purposes. Pair-
wise keys serve two purposes. Firstly, they are used
in message passing then its for node revocation. The
corresponding group head will initiate the node revoca-
tion. This involves deleting records pertaining to the
captured node and replacing the old group row with new
one. This cannot be multi-cast because even the cap-
tured node will receive the message. Thus the pairwise
key between a node and the group head is used for it.

Figure 1: Layered clustered architecture - WSN

Proposed scheme also uses message passing efficiently by
providing three level authentications cum key generation
mechanism within three steps.

4 The Proposed Scheme

4.1 Architecture

The four layered clustered architecture comprises of Base
station at the top level, Cluster heads at the second level,
High end sensors as the group head in the third level and
Low end sensor nodes at the bottom level (see Figure 1).

The main advantage of a multi-layered clustered archi-
tecture [11] is that the number of keys loaded in each sen-
sor nodes will be appreciably less compared to distributed
sensor networks. The hierarchical architecture enhances
the scalability of the system. Further it provides Division
of Labor system where in each node is loaded with opti-
mal work it can perform [7]. Thus, hierarchical clustered
architecture [13] gives a clear idea of what type of nodes to
be used at different levels. The main objective in WSN is
to achieve 100% connectivity at low power consumption.
To achieve maximum communication range the node con-
sumes maximum transmission power and thus the range
of communication is traded-off with energy consumption.
Typically, WSN nodes are expected to work efficiently
at low power consumption. Hence decreasing the power
consumption cuts down the communication range.

The nodes communicate with other nodes without any
nodes intervention without regarding the transmission
power of communication [15]. The main advantage of this
is the security which is 100%, further; the data received is
a primary data. Also there is minimal possibility of data
loss. But still this is not welcomed in WSN because of its
high energy consumption. Here for 100% connectivity all
the nodes should be in the communication range of other
nodes, this limits the network coverage.

These multi-hop techniques are used. The communi-
cation range of a node is reduced subject to the energy
consumption constraint. In order to achieve 100% con-
nectivity it is not necessary for all nodes to be within the
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Figure 2: Direct and multi hop communication - WSN

communication range of nodes (see Figure 2).
It can be achieved using multi-hopping where in the

two nodes, which are out of their communication range,
communicated via the nodes present within the range.
The identification of such nodes leads to path establish-
ment phase. The main disadvantage of this is data loss
and insecurity. Since the communication range [17] of a
node is reduced keeping in mind the power consumption,
multi-hop techniques are used for long range communi-
cation. Here low end sensor nodes are grouped under
High end Group heads (nodes). If one node in a group
wants to communicate with the node in the other group
multi-hopping is done via their respective group heads.
By doing this data is more secure as the receiving node
knows the source of the message, also always there exist
exactly two nodes (the respective group heads) in between
the sender and the receiver. Thus the proposed scheme
uses the optimized connectivity with minimal power con-
sumption as the criterion for grouping nodes. The same
criterion is followed for clustering group heads under pow-
erful cluster heads. The cluster heads communicates di-
rectly with the base station. The proposed multi-layered
clustered architecture is hence the best architecture.

4.2 Communication Flow

Base Station: Full duplex communication between base
station and cluster heads.

Cluster Head: Full duplex communication between
cluster heads (inter), base station and group heads

(intra).

Group Head: Full duplex communication between
group heads (inter), cluster head and sensor nodes
(intra).

Sensor Nodes: Full duplex communication between
nodes and group heads (within a group) [13, 14, 15,
18].

4.3 Outline of the Scheme

All the sensor nodes are loaded with the programs and
data before deployment. Based on the locality of deploy-
ment, the sensor nodes are grouped under High end sensor
nodes. Further the groups are clustered (depending upon
the structure of deployment) under cluster head. Thus the
knowledge about the locality of sensor nodes is known in
advance. The base station is fed with the details of all
sensor nodes, group as well as cluster heads such as Num-
ber and IDs of all nodes belonging to a group; Number
and IDs of all group head belonging to a cluster; Number
of clusters and ID of each cluster head. Lower Triangular
matrices decomposed from a symmetric matrices form the
basis of key generation. The symmetric decomposition is
done using CHOLESKY decomposition [15].

Assume there are c clusters, g groups, and n nodes.
Thus c × c symmetric matrix is allotted for inter-cluster
communication along with the base; c(g × g) symmet-
ric matrices for inter grout (intra cluster) communication
within a cluster; g(n × n) symmetric matrices for inter
node (intra group) communication. The trick of the trade
is that the values of the order of the symmetric matrices
are kept as large as possible. This is done to achieve bet-
ter scalability. Using separate sets of matrices for different
layers of architecture, different sets of keys are generated
for each layer. Each layer is a completed graph with m
nodes (m is appreciably less than the order of the symmet-
ric matrix allotted to it). For commanding purpose say
from base station to cluster heads or from cluster heads to
its group heads or from group heads to its nodes a unique
key is generated at each level. A key array consisting
of possible keys with which a node can communicate is
stored in its memory. This ensures authenticated com-
munication between nodes. A Common hashing array for
generating indices is used for encrypting the message. Pe-
riodically checks are made by the respective heads to test
whether a node is alive or dead.

4.4 System Components and Functional-
ities

Base Station. This is the master node of the network.
It is at the topmost level of the architecture [18].
It commands and controls all its co-ordinate nodes.
It receives the aggregated data from various cluster
heads and processes it [7, 18]. It stores cluster IDs,
group IDs, number of clusters, number of groups in a
cluster, number of nodes in a group along with their
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IDs. Further it stores one row of the c× c matrix for
establishing pairwise key between cluster heads for
inter cluster communication; one common row from
the c× c matrix for broadcasting. It also stores Key
pool, hashing array [11].

Cluster Head. This node serves two purposes: one is
that it reduces the burden of the base station by
performing data aggregation and distribution of mes-
sages from/to various group heads; the other is that it
aids inter-group communication by acting as a medi-
ator [7, 18]. Moreover it initiates group head revoca-
tion. It stores Cluster IDs, Group IDs, and number of
groups under its control. One row of c× c matrix for
inter cluster communication; one row from the allot-
ted GXG matrix for intra- cluster (inter-group) com-
munication; the common row stored in base station
(to receive message broadcasted by the base station)
and one common row of g×g matrix for broadcasting
(to group heads) purpose. Further it also stores the
hashing array and key pool list.

High End Sensor Nodes/Group Heads. This node
plays the role of cluster heads at this level, i.e., it
performs data aggregation and distribution of mes-
sages from/to its nodes. This also takes the role of
initiating node revocation [7, 18]. It stores IDs of
node belonging to it, IDs of group heads belonging to
same cluster. One row of GXG matrix for inter group
communications; one row of NXN matrix for intra-
group (inter-node) communication; the common row
of GXG matrix stored in its cluster head (to receive
the message broadcasted by cluster head); one com-
mon row of NXN matrix for broadcasting (to nodes)
purpose. Further it also stores the hashing array and
key pool list [4, 13].

Low End Sensor Nodes (simple called nodes).
This is the working node of the system, which senses
and transmits sensed data to its group heads. Group
ID, one row of the n × n matrix for communicating
with group head; the common row stored in its
group head (to receive the message broadcasted by
it). Further it also holds the hashing array and a
key list with two elements one the key value for
communicating to group head and the other for
receiving the broadcasted message [4, 13].

NOTE: Different sets of matrices are dedicated to dif-
ferent cluster heads. Though the hashing array stored
in the nodes is same for all, the key pool list varies in
accordance with the matrices allotted to it.

4.5 Key Management

4.5.1 Symmetric Matrix Decomposition

The methodologies used in this scheme are listed as fol-
lows:

Cholesky factorization. LU decomposition constructs
both lower and upper triangular factors L and U
Cholesky decomposition constructs a lower triangu-
lar matrix L whose transpose LT itself an upper tri-
angular matrix such that A=LLT .

Cholesky Factorization Algorithm. If the order of
the A matrix is N then,

1) Set k = 1;

2) Repeat the following until k <= N ;

3) For Kth N ×N Matrix:

a. ak,k =
√
ak,k;

b. ak+1:N,k = ak+1:N,k/ak,k;

c. ak+1:N,K+1 = ak+1:N,K+1 – ak+1:N , k ∗
ak+1,k;

d. ak+2:N,k+2 = ak+2:N,k+2 – ak+2:N,k∗ak+2,K

and so on;

e. Increment k by 1.

4.5.2 Pre-deployment Phase

All the parameters that are mentioned in the system and
component phase are loaded to the appropriate nodes.

4.5.3 Key-establishment Phase

After successful deployment of nodes establishing connec-
tivity is the crucial step. This is done using keys. In
simple words two nodes can communicate if and only if
they share a common key.

4.5.4 Pair-wise Key Establishment

Steps involved in pair-wise key establishment [10] between
two nodes:

1) The sender node A sends its row Rna in format I
node to the receiver node B.
Message Format I: NodeIDB || row values || hash-
ing index (base) || hashing index (shift) || NodeIDA.

2) Node B receiver the messages and retrieves the row
values of A. It computes the Key KAB and checks it
presence in the Key pool. If it is present then Node B
sends its row, checked bet, hash of the key in format
2 to A.
Message Format II: NodeIDA || row values ||
hash(key) || checked bht || hashing index(base) ||
hashing index(shift) || NodeIDB .

3) Node A receives the message and retrieves row values
Rnb of B, key value KAB and computes the key value,
KBA using Rna and Rnb. Then it checks whether
KBA is present in its key pool and also reA matches
with KAB . If it matches node A sends the message
to B using shh computed key.
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4.5.5 Group Key Establishment

Group key are mainly used for commanding and control-
ling the nodes. There is only one group key at any level.
Here broadcasting technique is followed.

Steps involved in group key establishment:

1) The group head broadcasts the message to all its
nodes using message format I mentioned below.
Message Format I: Group ID || row values || hash
on key || cipher message || hashing index (base) ||
hashing index (shift).

2) Appropriate nodes receive the message and retrieve
the necessary command.

The process of decryption is as same as the process
depicted above in pair wise key establishment.

4.5.6 Cluster Key Establishment

This process is similar to that of group key establishment.

5 Performance Analysis

The following are the factors (affecting performance of the
system) that are analyzed in this phase. These are (1)
Key connectivity; (2) Efficiency (Computation, Storage,
Communication); (3) Scalability.

5.1 Key Connectivity

It is a measure of the possibility of communication be-
tween two nodes in a network; this is usually referred to
as local connectivity [1, 3, 6]. Global connectivity is a
measure of connected components in the entire network.
For system with high performance key connectivity should
be high. This is because with high connectivity probabil-
ity of multi-hopping reduces. This reduces unnecessary
intermediate communications which in turn reduce the
transmission power. Thus battery power (power source
of sensor nodes) is reserved for processing and hence per-
formance increases with key connectivity.

In the proposed scheme, 100% Key connectivity is
achieved at each tier of the hierarchy, i.e., the network
is a completely connected graph at each level of hier-
archy (completely pairwise) as shown in Figure 3. The
proposed network (structure) is a connected (not a fully
connected) graph. As mentioned the connected compo-
nents of the graph are fully connected. Generally, a lot
of communication happens only within nodes of the same
level, i.e., the number of intra-level communications is
more when compared to inter-level communication. Thus
it is enough if 100% key connectivity is assured within a
level and inter-level communication can be achieved us-
ing secondary or ternary neighbors. The proposed scheme
uses this strategy.

Random pairwise scheme: In order to reduce the
Key storage when compared to EG [9] scheme, the entire

Figure 3: Key connectivity vs. Number of nodes

Figure 4: Key connectivity vs Number of hops; RP n =
2000, p vs m

graph is divided into several overlapping connected com-
ponents (nodes). Though this scheme does not support
100% connectivity but ensures the network is connected.
Since all the nodes perform the same tasks, frequent com-
munication between them is required. Thus for two nodes,
which are far apart, to communicate lots of hopping has
to be done, this increases communication overhead. Thus
high key connectivity is achieved at the expense of trans-
mission Power.

For RP scheme the key Connectivity will be p = (1/n)∗
m where p denotes a probability of connectivity; n denotes
number of nodes; m denotes a degree of each node. The
key connectivity for RP scheme is shown in Figure 4.

Asymmetric Pre-distribution scheme: The key
connectivity is not 100% initially. Whenever two non-
connected nodes want to communicate, they first establish
a pair-wise key between them with their first degree H
sensor node. Thus Key connectivity gradually reaches
100% at the expense of memory, i.e., the storage memory
in L sensor nodes inner-cases.

The Key connectivity for AP scheme is 1−((p−m)!(p−
l)!/p!(p −m − l)!)) where p = pool size; e = number of
keys in H - Sensor node; l = number of keys in L- Sensor
node. In the proposed scheme 100% key connectivity is
achieved between primary neighbors, unlike AP scheme
as shown in Figure 5. Thus a balance is stroked between
Key connectivity and Key storage.
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Figure 5: key Connectivity for AP scheme

Figure 6: Storage in proposed scheme

5.2 Efficiency

5.2.1 Storage

A typical node is subject to memory constraints for bet-
ter performance, i.e., a maximum storage capacity of a
node is generally small. Also high end nodes have bet-
ter storage capacity compared to low end sensor nodes.
The proposed scheme uses this fact and stores data ac-
cordingly, i.e., the storage decreases down the hierarchy.
Matrix generation and other major storing activities are
limited with the top level itself.

Proposed scheme: The Storage will be (x/2)(x+ 1)
where x is the number of Nodes and the respective graph
is shown in Figure 6. In LU [10] Decomposition each and
every node stores one row of Lower Triangular matrix and
corresponding column of upper matrix to generate keys by
matrix multiplication. In the proposed scheme the upper
triangular Is the transpose of the lower triangular ma-
trix (U = LT ). This reduces the number of rows to be
stored in each node to one. Let minimum size of one row
be on an average 4 bytes and say there are 5000 nodes
(as in a typical network); LU utilizes 40000 (2*4*5000)
bytes whereas the proposed scheme consumes only half
the above value, i.e., 20000 bytes (4*5000). The remain-
ing reserved memory is efficiently for authentication and
computational purposes.

The storage for LU will be x*(x+1) whereas in LLT it
will be (x/2)(x+ 1) where x be the number of nodes (see
Figure 7).

In Random Pairwise [10] scheme the voting keys, that
are stored in low end sensor nodes, used for node revoca-

Figure 7: Storage in LU vs. Proposed Scheme

Figure 8: Number of nodes vs Memory

tion increases the storage in the nodes. In the proposed
scheme any node revocation within a group or a cluster
is initiated and taken care by their corresponding group
heads of cluster heads, imposing no additional memory
consumption. Head nodes being a high end sensor node
can store additional information. Thus the network objec-
tives are achieved subject to memory constraints without
any degradation in performance.

In Du et al. scheme τ distinct keys spaces from the pos-
sible choices (say w) are randomly loaded into the nodes.
The size of one row is λ+1, thus for each node (λ +1) τ
units are required.In the Proposed scheme many entries
in lower triangular matrix are zero thus size of one row is
far less than that used in Du et al. scheme. This strategy
helps to reduce memory consumption to a large extent.

In LEAP each and every node is loaded with individual
key, pairwise key, group key and cluster key to achieve
high connectivity between different levels of hierarchy.
The proposed scheme uses only pairwise key and group
key to achieve the connectivity that LEAP achieves. This
reduces the memory consumption to almost half of that
in LEAP (see Figure 8).

5.2.2 Computation

Computation is done at the expense of power consump-
tion. Since a node is expected to work with minimal power
consumption too much computation degrades nodes per-
formance. The proposed scheme basically involves three
computations multiplication, one-level base conversion,
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shifting. Multiplication is done for key generation. The
base for conversion is chosen in such a way that it ter-
minates at one level itself, thus restricting the number of
divisions to one. Shifting being a bit twiddling operation
does not consume much power. Thus the computational
power consumption is relatively less compared to many
schemes and also the proposed scheme does not perform
any computation for node authentication. Also since most
of the row entries are zero computation becomes simple.

In Polynomial based scheme the nodes are supposed
to compute their key using n-degree polynomial functions
with two variables which involve computing exponential
powers of those variables and their summation. This con-
sumes a lot power. Proposed scheme limits the number
of arithmetic computations to one or two and mainly per-
forms simple bit twiddling operations and hence consumes
relatively less power. In Blom [10] and Du et al. scheme
the nodes compute keys by multiplying rows and columns.
To reduce storage on each node, only the seed of the col-
umn (Vander monde matrix with seed s) is stored. But
this imposes computational overhead in generating the
column which happens at the expense of power consump-
tion. The proposed scheme has no such overhead in gen-
erating column as only rows are stored.

5.2.3 Communication

Communication is directly related to transmission power.
Thus for high performance unnecessary communications
should be avoided. In the proposed scheme the nodes
are loaded with all the possible keys with which it can
communicate, keeping in mind the transmission power,
before deployment. Many schemes have shared-Key dis-
covery phase and path-key establishment phase. This in-
volves a lot of communication between nodes. The pro-
posed scheme being completely pre-deployed does not in-
volve any communication of this type. Thus saving a lot
of transmission power. Further the proposed scheme in-
volves only two communications for key generation and
node authentication.

In the AP scheme [7], Du et al. matrix scheme,
Blundo, Liu and Ning scheme, q-composite scheme in-
volves both shared key establishment And path key es-
tablishment phase which increase communication. In LU
scheme the key computation involves three steps whereas
proposed scheme uses only two steps, hence 33% transmis-
sion power is saved. Also in LU if there is a key mismatch
then the authentication mechanism (µ TESLA) is initi-
ated which consumes computation power. The proposed
scheme does node authentication and key establishment
within the two steps and hence is efficient.

5.3 Scalability

This measures the performance of the network in addi-
tion of new nodes. For a typical network the performance
should not be affected while adding new nodes. In the
proposed scheme the order of the matrix is set to the max-

imum having a futuristic view on the scalability. When
a node is added to a particular group, unused row of the
allotted matrix is loaded into it along with all other re-
maining necessary data before deployment. The strategy
used here for accommodating a large number of new nodes
is to group them under new group. This strategy handles
scalability to a large extent.

In Hierarchical LU the rows and columns are ran-
domly loaded into the nodes. When more and more new
nodes are added the possibility of two nodes having same
rows increases. Thus probability of link compromising in-
creases. In RP scheme each node is loaded with m iden-
tifiers in its vicinity. When a new node is added, its key
identity must be updated in that connected component of
the network. This imposes communication overhead.

6 Security Analysis

6.1 Resilience

A network should be secure enough so that the entire
message passing is done secretly. This ensures no data
leakage. Thus a malicious user cannot hack the infor-
mation from the nodes in the network. Resilience is a
measure of how quickly the system recovers upon node
capturing. The recovery depends on the impact of node
capturing on the system, i.e., it indirectly measures how
much remaining nodes and links get compromised on node
capturing. A good wireless sensor network must definitely
be resilient, otherwise, the entire system will be attacked
and all the data can be hacked out of it.

6.2 Message Interception

This is a situation where malicious users intercept mes-
sages (brute force attacks) in the network by snoops, traf-
fic analysis, modification, masquerading, repudiation, re-
playing, and denial of service and many other security
threats and attacks. A good network is supposed to en-
sure high data integrity, confidentiality and availability.

The proposed scheme produces cipher messages which
are highly encrypted. Thus any malicious user will not
be able to retrieve any information from it. By doing this
the proposed scheme overcomes the traffic analysis and
spoofing threats. Here the node ID and the computed key
values which are checked against a key pool list acts as
the digital signature to provide authentication. Further,
the proposed scheme uses encipherment and thus ensures
data integrity and overcomes masquerading, modification,
etc.

Assuming the awkward situation where in the attacker
retrieved the content of the message and found the key.
In the proposed scheme each and every node has a unique
pairwise key with each node within a level. The attacker
remains helpless with one key as he will not be able to
masquerade with other nodes. Thus no link gets com-
promised. The only link that gets compromised is the
link from which the attacker retrieved the information.
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In such a situation the corresponding group or cluster
head initiates node recovery mechanism after identifying
malicious network interfaces. Heads replace the row val-
ues and key pool list of all the nodes in the vicinity of the
alien interface with new rows from its allotted matrix and
a corresponding key pool list. This is done by unicasting
all this information to respective nodes.

6.3 Node Compromising

Here the attacker uses any physical attacks to directly
capture nodes. On capturing a node the attacker will get
to know about all the information that is stored in it.

Considering an awkward situation where in a node in
the proposed network is captured physically and all the
information that is stored in it are known to the attacker.
Using this node the attacker can easily communicate with
all the other nodes in its communication range. If the
node is a group head then the attacker will be able to re-
trieve information from the entire cluster in which it be-
longs. In the proposed scheme the respective group head
or cluster head immediately initiates recovery mechanism
after identifying the attacked node, giving no room for the
attacker to extract information from other nodes. Once
the attacked node is known by the group head it initi-
ates node revocation mechanism. Its first and foremost
task is to transmit the node ID of the attacked node to
all the remaining nodes in the cluster. This is done by
unicasting to the nearest node, the attacked node ID, the
new row for group communication and change in hashing
index in hashing format (mentioned above). The nearest
node retrieves all the necessary information and performs
three basic operations. Firstly it passes this message to
its neighbor node which is not the attacked one. Secondly,
it deletes the attacked node ID and its corresponding key
value from the list it stores. It then changes the row for
group communication and updates the old key value for
group communication in the key list with the new com-
puted group key. Thirdly, the node changes the range of
base and shifting number generated by the pseudo ran-
dom generator. Thus though the attacker who knows the
message format can’t hack it because he doesn’t know to
what number the index is referring to. All the other nodes
also do the same. Further this ensures resilient property
in the network.

In the AP scheme, Hierarchical LU scheme, Du et
al. [17] matrix scheme the probability of using the same
key to establish links between different nodes are more be-
cause the rows are randomly loaded into the nodes, i.e.,
two or more nodes may have same row values for shared
key establishment. Thus when one link gets compromised
it will also affect all the other links which used the same
row for generations. In RP scheme the voting keys play a
crucial role in node revocation. This increases storage in
every node. Thus resilience is achieved at the expense of
storage. Also voting leads to communication overhead.

In LU scheme [16] the probability of two nodes to have
same row value increases with an increase in the number

Figure 9: Number of nodes vs probability of link compro-
mised

of nodes and number of keys chosen for the scheme. Thus
number of link compromising increases with increase in
the number of keys in a node as shown in Figure 9. strat-
egy helps to reduce memory consumption to a large ex-
tent.

6.4 Node Authentication

Authentication [13, 14] ensures that both the parties at
the ends of the communication are authenticated. In
the proposed scheme, no additional authentication mech-
anism, like µ-Tesla, is used. Instead a part of the key
generation mechanism is used for authenticating. First
the receiver node that extracts the ID from the message
checks with its node ID. If it matches then it is confirmed
that the message is from authenticated node. Further
confirmation is done by checking the computed key value
with the key pool list it possesses. If there is a match then
authenticated communication takes place between them.
In cases of Mismatch in either of the steps, the corre-
sponding group or cluster head is alerted by the node in
which mismatch occurred. The heads probe into this is-
sue and finds whether mismatch is due to loss of data or
due to malpractices. Thus two level authentications cum
key generation reduces communication to a large extent.

In many schemes such as q-composite scheme, SHELL,
the keys are directly deployed in the nodes. The nodes
there directly send messages using those keys. In order
to authenticate nodes some additional mechanisms are
needed. But only a few schemes incorporate such mecha-
nisms. Thus attacking such networks with less or authen-
tication is simple. Authentication ensures data integrity
and confidentiality in a network.

7 Summary and Conclusion

An Efficient Key Management scheme for WSN with
multi-tier and multi clustered architecture using LLT is
discussed LLT matrix will play a vital role to achieve
FULL local key connectivity with less communication and
less computation overhead. This Proposed protocol is an
efficient, secured, scalable and multilevel authenticated
between nodes, nodes to group head, group head to clus-



International Journal of Network Security, Vol.17, No.6, PP.651-660, Nov. 2015 659

ter head and cluster head to cluster head. In this ar-
chitecture, Choleskey decomposition constructs a lower
triangular matrix L, whose transpose LT itself an upper
triangular matrix such that A=rLT . Using this technique
pairwise key establishment phase, Group key establish-
ment phase, cluster key establishment phase is achieved.
Performance analyzes in terms of key connectivity, effi-
ciency, scalability are done and the results are noted. The
security analysis are made related to resilience and node
authentication and the results are noted finally the com-
parison is made between proposed scheme with an existing
key management scheme in terms of performance and se-
curity analysis. The summary of the results is discussed in
Table 1. The results indicate that the proposed scheme is
well suited for dynamic homogeneous and heterogeneous
sensor networks.

Table 1: Summary and result

Metrics Achievements
Key Connectivity 100% Local key Connectivity
Storage Less Storage;
Communication No shared key and path key

establishment phase
Computation Bit twiddling operation re-

duces computation overhead
Scalability Unused rows from the matrix

is loaded
Resilience Changing the range of base

and shift number
Authentication Multi-Tier authentication,

where node ID’s acts as a
digital signature
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Abstract

Oblivious transfer with access control is a protocol where
data in the database server are protected with access
control policies and users with credentials satisfying the
access policies are allowed to access them, whereas the
database server learns nothing about the data accessed
by users or about her credentials.Our scheme has the
advantages as follows: First, our scheme maintains the
privacy property of oblivious transfer and offers access
control mechanism. Second, it allows the expressive ac-
cess control polices that directly supports AND, OR and
Threshold gates. Third, the communication complexity
in our scheme is constant in the numbers of records which
have been accessed. Fourth, our scheme is constructed in
prime order bilinear group.

Keywords: Access control, bilinear maps, ciphertext policy
attribute based encryption, linear secret sharing, oblivious
transfer, standard model

1 Introduction

With the advent of cloud computing, more and more or-
ganizations plan to adopt the cloud computing service.
However, the concerns for the security and privacy make
them hesitate to adopt this service. While the encryp-
tion techniques can be employed to protect the outsourced
data, the cloud service providers can still collect the sen-
sitive information on who accesses the outsourced data,
and how she accesses them. To address the problem, re-
searchers proposed to employ the oblivious transfer (OT,
for short) [7] primitive to preserve the users privacy. How-
ever, oblivious transfer in its basic form has no access
control functionality, that is, the users can obtain any
files chosen by them without any restrictions. To distin-

guish the authorized users from the unauthorized users,
access control mechanisms are introduced in such a way
that only the authorized users are allowed to access data,
whereas the unauthorized users cannot. However, tradi-
tional access control mechanisms assume the items being
requested are knowledgeable.

To preserve the users’ privacy and let access con-
trol mechanism be enforced by the service provider
(database), researchers proposed oblivious transfer with
access control mechanism which, for each record of the
database, defines an access control policy that deter-
mines the attributes, roles and rights which the user needs
to possess to access this record. To meet the require-
ments for the maximal amount of privacy, this mechanism
should provide guarantees as follows:

1) The record can be accessed by only the authorized
users.

2) Which record the user has accessed is not learned by
the database provider.

3) The database provider does not learn which at-
tributes the user possesses when the database is ac-
cessed by her.

4) Access control mechanism should be flexible enough
to enforce different expressive access control policies.

An encryption scheme is employed to securely share
data among users. The symmetric cryptography and tra-
ditional public key cryptography are suitable for the set-
ting in which a user securely share data with another user
that is known to her in advance, that is, the communi-
cation model is one-to-one.Furthermore,access to the en-
crypted data is all or nothing-a user is either able to de-
crypt and obtain the entire plaintext or she does not learn
anything at all about the plaintext except for its length.
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With the advent of cloud computing, where there exist
a large number of users, the traditional cryptosystem is
insufficient. For instance, the data provider may want to
share data according to some policy based on the recip-
ient’s credentials or attributes and only the data users
satisfying the policy can decrypt. The traditional public
key cryptosystem cannot handle such tasks.

Sahai and Waters [17] first proposed the Attribute
Based Encryption (ABE) scheme to handle the afore-
mentioned problem. In their scheme, the private keys
and ciphertexts are associated with attribute sets, and
a private key can decrypt a ciphertext iff there exists a
match between the attributes of the private key and those
of the ciphertext. Decryption is enabled only if at least
d attributes overlap between a ciphertext and a private
key. Their scheme is useful for error-tolerant encryption
with biometrics, while their scheme is limited to handling
threshold access structure. Since the Attribute Based En-
cryption scheme is proposed, different ABE schemes and
their applications [15, 12, 6] are presented in terms of flex-
ibility, efficiency, and security. Existing ABE schemes are
classified as Key Policy ABE (KP-ABE) schemes [10, 16]
and Ciphertext Policy ABE (CP-ABE) schemes [2]. In
KP-ABE schemes, keys are associated with access poli-
cies, and ciphertexts are identified with attribute sets.Iff
the keys associated with access policies satisfied by the
attributes associated with the ciphertexts are able to de-
crypt the ciphertexts. In CP-ABE schemes, access poli-
cies are associated with the ciphertexts and keys are asso-
ciated with attributes. If and only if keys associated with
attributes satisfying the access policy associated with the
ciphertext are able to decrypt it.

In the CP-ABE schemes, the data are protected with ac-
cess polices, and only those users whose attributes satisfy
the access policies are able to decrypt to access them.BSW
scheme [2] are the first to implement CP-ABE scheme
which is expressive and efficient attribute based encryp-
tion scheme. However,security proof of their scheme are
based on the generic group model which assumes that
an adversary needs to access an oracle to perform any
group operations. To achieve ciphertext policy attribute
based encryption scheme in the standard model, work
has been done as follows: Cheung and Newport [5] pro-
posed a CP-ABE scheme which construct a policy with
an AND gate under the bilinear Diffie-Hellman assump-
tions.However, their scheme requires that the number of
system attributes be fixed at setup and the access struc-
ture of their scheme only support an AND gate. These
two drawbacks make it less expressive. To enhance the
expressiveness, Goyal, Jain, Pandey, and Sahai [9] pro-
posed Bounded CP-ABE scheme in the standard model.
However, the encryption and decryption complexity blows
up by an n3.42 factor in the worst case, which limits its
usefulness in practice.Lewko et al. [13] proposed a CP-
ABE scheme in the standard model which is expressive,
and adaptively secure. However, their scheme is based
on composite order bilinear group which incurs some
efficiency loss and assumption is non-standard assump-

tion.To overcome this problem, Waters [19] present a CP-
ABE scheme which is both expressive and is proven secure
under a standard assumption in the standard model.Our
scheme builds on this scheme.

We propose blind expressive ciphertext policy attribute
based encryption scheme to achieve fine grained access
control over the encrypted data. Our scheme has the
advantages as follows: First, our scheme maintains the
privacy property of oblivious transfer and offers access
control mechanism.Second,it allows the expressive access
control polices that directly supports AND, OR and
Threshold gates.Third, the communication complexity
in our scheme is constant in the numbers of records which
have been accessed.Fourth, our scheme is constructed in
prime order bilinear group.

The remainders of our paper are organized as follows:
We discuss related work in Section 2. We introduce pre-
liminaries in Section 3. We present scheme definition,
security game and Blind CP-ABE scheme in Section 4.
We present the scheme construction in Section 5. Blind
Private Key Generation Protocol is presented Section 6.
We propose fully simulatable oblivious transfer with fine
grained access control in Section 7. The performance of
our scheme is evaluated in Section 8. We conclude and
specify the future work in Section 9.

2 Related Work

Coully et al. [7] presented a scheme based on state graphs
where users obtain credentials binding them to a partic-
ular state in the graph. This scheme limits the possi-
ble transitions between states to enforce access control.
Their scheme has the advantages as follows: (1) It can
be applied to different oblivious transfer schemes; (2) It
permits the access control policies to be changed without
changing the database. Unfortunately, their scheme has
the two following drawbacks: (1) Each time users access
the database, they have to obtain a new credential. (2)
This scheme cannot efficiently express a large class of ac-
cess policies based on state graphs. Camenisch et al. [3]
presented an oblivious transfer with access control mecha-
nism in which each user can obtain a credential certifying
whether she possesses some attributes used to describe
each record of data. A user can access the record as long
as she possesses these attributes, which makes access poli-
cies only support AND condition. To support access policy
in disjunctive form, database server needs to duplicate the
record, which increases the size of database. To directly
support access policy in disjunctive form, Zhang et al. [20]
present oblivious transfer with access control which real-
izes disjunction without duplication.Their scheme builds
on fully secure attribute based encryption scheme pro-
posed by Lewko et al. [13]. However, their scheme is based
on composite order bilinear group which results in some
efficiency loss. Furthermore, their scheme does not per-
form key sanity check and ciphertext sanity check. In case
the issuer and the database are malicious, the two users
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which possess the same attributes may decrypt the same
encrypted record to different plaintext record, which does
not guarantee anonymity of the users.

3 Preliminaries

3.1 Bilinear Map

Let G and GT denote two cyclic groups whose order is
prime order p, and g, u are a generator of G, respectively.
e is a bilinear map e : G×G→ GT that has the properties
as follows:

Bilinearity. for any a, b ∈ Zp, e(ga, ub) = e(g, u)ab.

Nondegenerate. e(g, g) 6= 1GT
, e(g, g) is a generator of

GT . If the group operation on G and on the bilinear
map e : G × G → GT are efficiently computable,
then G is a bilinear group. Our scheme employs
the symmetric bilinear map such that: e(ga, ub) =
e(g, u)ab = e(gb, ua).

3.2 Access Structure

Let S be the universe of attributes. An access structure [1]
on S is a collection A of non-empty subsets of attributes,
i.e., A ⊆ 2S \ {}. We call the sets in A the authorized
attribute sets, and the sets not in A the unauthorized at-
tribute sets. Specifically, an access structure is monotone
if ∀B,C: if B ∈ A and B ⊆ C, then C ∈ A. In this
scheme, only monotone access structure is handled.

3.3 Linear Secret Sharing Scheme

A secret sharing scheme [1, 4, 18] Π over the attribute set
is called linear over Zp if (1) The shares for each attribute
of a secret form a vector over Zp. (2) There is a matrix M
with h rows and n columns for Π. For any j = 1, · · · , h, let
the function ϕ defined the attribute that labels the jth row
as ϕ(j). Given the column vector −→v = (s, x2, · · · , xn)T ,
in which T is the transpose of the vector −→v , s is the secret
that will be shared, and x2, · · · , xn ∈ Zp are uniformly at
random picked, then M−→v is the vector of h shares of the
secret s based on Π. The share (M−→v )j belongs to the
attribute ϕ(j).

Let attribute set S ∈ A ∧ S ∈ S be any authorized
attribute set, and let J = {j|j ∈ {1, · · · , h} ∧ ϕ(j) ∈ S}.
Then, there exist constants {ηj ∈ Zp}j∈J such that, if
{sj}j∈J are valid shares of a secret s according to Π, then
Πj∈Jηjsj = s.

3.4 Commitment Scheme

A commitment scheme comprises the three algorithms as
follows:

Setup (1κ)→ CP. This algorithm takes in a security pa-
rameter κ, and it outputs the commitment parame-
ters CP.

Commit (CP,m)→ (C,D). This algorithm takes in the
commitment parameters CP and a message m, and
it outputs a pair (C, D).

Decommit (CP, m, C, D) → {0, 1}. This algorithm
takes in CP, m, C, D, and it outputs 1 if D opens C
to m, else 0.

We employ the Pedersen commitment scheme [14],
where the commitment parameters are a group whose or-
der is prime order p, and random generators (h0, · · · , hλ),
where λ is a positive integer. In order to commit to the
values (a1, · · · , aλ) ∈ Zλp , select a random $ ∈ Zp and set

C = h$0
∏λ
i=1 h

ai
i and D = $.

3.5 Zero Knowledge Proof

We employ definitions from [8]. A pair of algorithms (P,
V) which interact with each other is a proof of knowledge
(POK) for a relation R = {(γ, δ)} ⊆ {0, 1}∗ × {0, 1}∗,
where knowledge error is λ ∈ [0, 1] if (1) For all (γ, δ) ∈ R,
V(γ) accepts a conversation with P(δ) with probability 1;
(2) There is an expected PPT algorithm KE, called the

knowledge extractor, such that if a cheating prover P̂ has
probability ε of convincing V to accept γ, the KE, when
given rewindable black box access to P̂ , outputs a witness
δ for γ with probability ε− λ.

A proof system (P, V) is perfect zero-knowledge if there
is a PPT algorithm Sim, the simulator, such that for any
PPT cheating verifier V̂ and for any (γ, δ) ∈ R, the output

of V̂ (γ) after interacting with P(δ) and that of SimV̂ (γ)

are identically distributed.

3.6 Our Scheme Overview

An oblivious transfer with fine grained access control
from ciphertext policy attribute based encryption is run
between the parties as follows: one credential issuer I,
one database DB, and one or many users U1, · · · , UZ ,
where Z is a positive integer. DB hosts a database
((m1,A1), · · · , (mN ,AN )), whereml(l = 1, · · · , N) is pro-
tected by access structure Al(l = 1, · · · , N). Each access
structure Al describes the attribute set that a user must
possess to access ml. Each user U possesses attribute set
SU, and she can access messages ml if and only if her SU
satisfies access structure Al. A credential issuer I certifies
whether user U possesses attribute set SU.

The proposed scheme divides the interaction between
parties into three phases as follows: A credential issuing
phase, an initialization phase, and a transfer phase. In
the credential issuing phase, a user U asks I to certify she
has the attribute set SU. If certification succeeds, I issues
U a credential on attributes SU. In the initialization phase,
DB encrypts messages ml(l = 1, · · · , N) under the corre-
sponding access structure Al(l = 1, · · · , N), sends cipher-
text (C1, · · · , CN ) to each user U. In the transfer phase,
the user U proves in zero-knowledge proof possession of
a credential on her attribute set SU to DB, and gets a
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private key PriKeySU
associated to her attribute set SU

from DB. If her SU satisfies access structure Al, she can
decrypt all the ciphertexts Cl(l = 1, · · · , N) to recover
plaintext messages ml(l = 1, · · · , N).
DB employs a ciphertext policy attribute based en-

cryption scheme [19] to encrypt plaintext messages
(ml)(l = 1, · · · , N) under the corresponding access struc-
ture Al(l = 1, · · · , N). In a CP-ABE scheme, a ciphertext
C is associated with access structure A, whereas a private
key PriKeyS is associated with the user’s attribute set
S. If the attribute set S satisfies the access structure A,
then the private key PriKeyS can decrypt the ciphertext
C to recover plaintext message m.

In the transfer phase, the user U who possesses at-
tribute set SU can obtain a private key PriKeyS of the
CP-ABE scheme from the database DB. In traditional
CP-ABE schemes, the Private Key Generator (PKG, for
short) needs to learn the attribute set SU to calculate a
private key. Whereas the privacy properties in our scheme
require the database acting as PKG should not learn the
attribute set SU. Furthermore, DB assures that the user
U only obtains the private keys associated with the at-
tribute set SU. To handle these problems, we propose the
expressive CP-ABE scheme with a blind key generation,
where the user U proves in zero-knowledge proof posses-
sion of a credential on her attributes SU to DB, and then
she obtains a private key associated with SU in a blind
manner, such that DB does not learn SU.

We require authenticated communication between a
user U and the issuer I, whereas communication between
DB and U should be anonymous.

3.7 Credential Signature Scheme

The signature scheme comprises the following algorithms:

1) KeyGen (1κ). The key generation algorithm takes in a
security parameter κ, and outputs a keypair (sk, vk).

2) Sign (sk,m1, · · · ,mN ).The signing algorithm takes
in a private signing key sk and one or more messages
m1, · · · ,mN , and outputs the signature α.

3) Verify (vk, α, m1, · · · ,mN ). The verifica-
tion algorithm takes in a signature,messages(s)
pair(α,(m1, · · · ,mN )) and verification key vk, and
outputs 1 if the signature verification is valid, 0 oth-
erwise.

We extend a signature scheme with two protocols to
achieve a credential scheme.First, a user U and a cre-
dential issuer I engage in an issuing protocol Issue by
means of which U obtains a signature from I on a com-
mitted message Cml

= Commit (CP,ml, Decommit), where
l = 1, · · · , N . Second, a protocol Show allows U to prove
possession of a signature by I on a committed messages
Cml

to a verifier. To prevent users from colluding their
credentials and to securely realize any credential scheme,
we employ an ideal functionality Fcredential as follows:

* On receiving (issue, att) from Uz(z = 1, · · · , Z),
where Z is a positive integer, and att ∈ S, where
S is the universe of attributes, it sends (issue, U , att)
to I that sends back a bit β. If β = 1, then att is
added to SUz , and β is sent to Uz; else β is simply
sent to Uz.

* On receiving (Show, S?) from Uz, in which the cardi-
nality of attribute set S? is q, where q is a positive
integer, if S? ⊆ SU, (verify, valid, q) is sent to Uz
and to the verifier; else, (verify, invalid, q) is sent
to Uz and to the verifier.

3.8 k-out-of-N Oblivious Transfer

An oblivious transfer scheme [3, 11] comprises four algo-
rithms (SI , RI , ST , RT ). In the initialization phase, an
interactive protocol is run by the sender and the receiver.
A state value S0 is obtained by the sender via running
SI (m1, · · · ,mN ), and a state value R0 is obtained by
the receiver via running RI . Then, during the transfer
phase, the sender and receiver interactively conduct ST ,
RT , respectively, k times as follows:

1) In the adaptive OTNk×1 case, where 1 ≤ l ≤ k, the

lth transfer proceeds as follows: the state value Sl
is obtained by the sender via running ST (Sl−1), and
the receiver runs RT (Rl−1, σl) in which 1 ≤ σl ≤ N is
the index of the message to be received. The receiver
obtains state information Rl and the message m∗σl

or
⊥ which indicates protocol failure.

2) In the non-adaptive OTNk case, the parties conduct
the protocol as in the aforementioned case. However,
for each round l < k,the algorithm RT (Rl−1, σl) does
not return a message. At the end of the kth transfer,
RT (Rk−1, σk) returns the messages (m∗σ1

, · · · ,m∗σN
)

in which for l = 1, · · · , N , each m∗σl
is a valid mes-

sage or the symbol ⊥ which indicates protocol failure.
Our scheme employs k-out-of-N oblivious transfer re-
alizing the ideal functionality FOT . The functionality
FOT performs as follows:

* On receiving (Initialize, (ml,Al)l=1,··· ,N )
from DB, it sets DB ← (ml,Al)l=1,··· ,N .

* On receiving (transfer, σ1, · · · , σk) from Uz, it
proceeds as follows: It sends (receive, k) to DB.
If DB is honest, FOT sets {βl = 1}kl=1, else, DB
sends back (transfer, {βl}kl=1). For l = 1 to k,
if βl = 1, FOT sets m∗σl

= mσl
; else FOT sends

back ⊥. FOT returns (transfer, m∗σ1
, · · · ,m∗σk

)
to Uz.
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4 Blind Expressive Ciphertext
Policy Attribute Based Encryp-
tion

4.1 Scheme Definition

Definition 1. Ciphertext Policy Attribute Based Encryp-
tion (CP-ABE) scheme [19] comprises the four algorithms
as follows:

ABE.Setup(1k)→ (MS,PP ) : . It takes in a security pa-
rameter κ. It outputs a master secret MS employed
to generate the users’ private keys and the public pa-
rameters PP defining system attribute sets S which
are employed by all parties in the scheme.

ABE.Encrypt(PP,A,m) → CTA. It takes in the public
parameters PP , the plaintext message m and the ac-
cess structure A over a set of attributes specifying
which users are able to decrypt to recover the plain-
text message. It outputs the ciphertext CTA associ-
ated with access structure A.

ABE.PriKeyGen(MS,S) → PriKeyS. It takes in the
master secret MS, and the attribute set of user
S ⊆ S. It outputs the private key of user PriKeyS
associated with the attribute set of user S.

ABE.Decrypt(CTA, P riKeyS)→M . It takes in the
CTA and the private key PriKeyS. It outputs the
plaintext message m if attribute set S satisfies the
access structures A, else it returns ⊥.

Correctness. A CP-ABE scheme is correct when
for all security parameters κ, all messages m,
all sets of attributes S, access structures A, all
master secrets MS and public parameters PP
output by ABE.Setup algorithm, all private keys
PriKeyS output by ABE.PriKeyGen algorithm,
all ciphertexts CTA output by ABE.Encrypt
algorithm, if a set of attributes S satisfies
access structure A, the following proposition
holds: ABE.Decrypt(ABE.Encrypt(PP , A, m),
PriKeys) = m.

4.2 Security Model for Ciphertext Policy
Attribute Based Encryption Scheme

We describe a security model for CP-ABE scheme using
a security game between a challenger and an attacker as
follows:

Setup. The challenger runs the ABE.Setup algorithm
which generates (MS,PP ) and gives the attacker
PP .

Phase 1. The attacker makes repeated private keys asso-
ciated with attribute sets S1, · · · , SQ1

, respectively.

Challenge. The attacker submits two plaintext messages
m0 and m1 with |m0| = |m1| and a challenge ac-
cess structure A∗ to the challenger with the restric-
tion that none of the attribute sets S1, · · · , SQ1

from
Phase 1 satisfy the access structure A∗. The chal-
lenger flips a random coin β, and encrypts mβ under
A∗. The resulting ciphertext CT∗ is given to the at-
tacker.

Phase 2. Phase 1 is repeated with the restriction that
none of the attribute sets SQ1+1, · · · , SQ satisfy the
access structure A∗ in the challenge phase.

Guess. The attacker outputs a guess β∗ ∈ {0, 1} of β, if
β∗ = β, the attacker wins.

Definition 2. A CP-ABE scheme is secure against cho-
sen plaintext attacks (CPA) if no probabilistic polyno-
mial time attackers have non-negligible advantage in the
aforementioned game, where the advantage is defined as
|Pr[β∗ = β]− 1

2 |.

4.3 Blind Expressive Ciphertext Policy
Attribute Based Encryption with
Fine Grained Access Control

In the proposed oblivious transfer with fine grained access
control (AC-OT) scheme, the database DB acts as PKG.
When a user U who possesses attribute set SU makes a
request for DB, DB will check whether U possesses the
credential of SU, if so, calculates PriKeySU

.

In traditional CP-ABE scheme due to [19], when a user
U asks a private key associated with her attribute set SU,
PKG will learn SU to check whether U possesses the at-
tributes SU, and calculate the private key PriKeySU

by
running ABE.PriKeyGen algorithm. Whereas, in the
proposed scheme, DB will accomplish the tasks without
learning SU. To handle the problem, we extend tradi-
tional CP-ABE scheme with a blind private key generation
protocol ABE.BlindPriKeyGen.

Definition 3. If the underlying CP-ABE scheme
(ABE.Setup, ABE.PriKeyGen, ABE.Encrypt,
ASE.Decrypt) is secure and ABE.BlindPriKeyGen
can be securely realized, then a blind CP-ABE scheme
(ABE.Setup, ABE.BlindPriKeyGen, ABE.Encrypt,
ABE.Decrypt) is secure.

4.4 Additional Properties for a Blind CP-
ABE Scheme

We employ blind CP-ABE scheme as a tool for constructing
oblivious transfer with fine-grained access control.

Efficient POK for master secret. Our AC-OT con-
structions require an efficient zero-knowledge proof
of knowledge protocol for the statement POK{(msk) :
(PP,msk) ∈ Setup(1κ)}.
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Committing CP-ABE scheme. To construct AC-OT

protocols, we require our blind CP-ABE scheme
should be committing.

The committing property requires that, given a cipher-
text CT associated with an access structure A, two dif-
ferent private keys associated with two different attribute
sets satisfying A will yield a same plaintext message when
the ciphertext CT is decrypted, which prevents a mali-
cious database DB from calculating mal-formed cipher-
texts, which makes the anonymity of the user be guaran-
teed. Two algorithms are defined as follows:

ABE.KeySanityCheck. This is a private key sanity
check algorithm. It takes in public parameters PP ,
attribute set S, and private key PriKeyS associated
with S, and it outputs Valid if checks pass, else
Invalid.

ABE.CiphertextSanityCheck. This is a ciphertext san-
ity check algorithm. It takes in public parameters
PP and the ciphertext CT , and it outputs Valid if
PP and the ciphertext CT are honestly generated,
else Invalid.

Definition 4. (Committing CP-ABE Scheme.) A
(blind) CP-ABE scheme is committing if and only if:
(1) It is secure according to Definition 1; (2) Each
PPT attacker A has a negligible advantage in κ in
the game as follows: First, A outputs public pa-
rameters PP , a ciphertext CT associated with ac-
cess structure A and two different attribute sets S
and S∗ satisfying A. If ABE.CiphertextSanityCheck
outputs Invalid, then aborts, else the challenger
runs the ABE.BlindPriKeyGen protocol with the at-
tacker A twice on input (PP , S) and (PP , S∗)
to obtain PriKeys and PriKey∗s . The challenger
runs ABE.KeySanityCheck(PP , S, PriKeyS) and
ABE.KeySanityCheck(PP , S∗, PriKeyS∗) and aborts
if the output of any of them is Invalid. The attacker
A’s advantage is defined to be: |Pr[ABE.Decrypt(CTA, S,
PriKeyS) 6= Pr[ABE.Decrypt(CTA, S∗, PriKeyS∗)]|.

5 Scheme Construction

Blind expressive ciphertext policy attribute based encryp-
tion scheme employed to enforce fine-grained access con-
trol on the encrypted data is constructed as follows:

ABE.Setup(1k)→ (MS,PP ). The setup algorithm calls
the group generator algorithm G(1κ) and obtains the
descriptions of the two groups G and GT and the bi-
linear map D = (p,G,GT , g, e), in which p is the
prime order of the cyclic groups G and GT , g is a
generator of G and e is a bilinear map. The universe
of system attributes are S = {att1, att2, · · · , att|S|},
where |S| is the cardinality of the universe S of
system attributes. It selects the random expo-
nents t1, t2, · · · , t|S|, θ, µ ∈ Z∗p. For each attribute

attd ∈ S(1 ≤ d ≤ |S|), it selects a correspond-
ing td ∈ Z∗p, and sets Td = gtd(1 ≤ d ≤ |S|).
The public parameters are published as: PP =
(D, g, e(g, g)µ, gθ, {Td}1≤d≤|S|), where e(g, g)µ can be
pre-computed. The master secret is MS = gµ.

ABE.Encrypt(PP, (M,ϕ),m)→ CT(M,ϕ). The encryp-
tion algorithm encrypts a message m ∈ GT under
the access structure A = (M,ϕ), employing the pub-
lic parameters PP . Let access matrix M be an ma-
trix with h rows and n columns. The algorithm se-
lects the column vector −→v = (s, x2, · · · , xn)T ∈ Znp ,
where T is the transpose of the vector −→v , x2, · · · , xn
are uniformly at random chosen and −→v is employed
to share the secret encryption exponent s. For any
j = 1, · · · , h, then sj = Mj

−→v is jth share of the secret
s according to Π, where Mj is the vector correspond-
ing to the jth row of M . Furthermore, the algorithm
selects random elements cj ∈ Zp(j = 1, · · · , h). The
resulting ciphertext is constructed and calculated as
follows:

CT(M,ϕ) = ((M,ϕ), Eb, E, {Ej , Fj}j=1,··· ,h).

Eb = gs

E = m · e(g, g)µs

Ej = gθsjT
−cj
ϕ(j)

Fj = gcj .

P riKeyGen(MS,S)→ PriKeyS. The private key gen-
eration algorithm takes in the master secret MS and
the attribute set of the user S ⊆ S. For every user,
it selects a random r ∈ Z∗p employed to prevent col-
lusion attacks through which the different users can
pool their attributes to decrypt the ciphertext that
they cannot decrypt individually and calculates the
private key PriKeyS as follows:

PriKeyS = (Kb, Db, {Kd}d∈S).

Kb = gµ+θ·r

Db = gr

Kd = T rd .

ABE.Decrypt(CT(M,ϕ), P riKeyS)→ m. The decryp-
tion algorithm takes in CT(M,ϕ) and PriKeyS . If
attribute set S satisfies the access structure (M,ϕ),
and let J = {j : j ∈ {1, · · · , h} ∧ ϕ(j) ∈ S}. Then,
there exist constants {ηj ∈ Zp}j∈J such that, if
{sj}j∈J are valid shares of a secret s according to
M , then Πj∈Jηjsj = s. The decryption algorithm
performs as follows:
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Step 1. It calculates

V1 =
∏
j∈J

((e(Ej , Db)e(Fj ,Kϕ(j)))
ηj

=
∏
j∈J

(e(gθsjT
−cj
ϕ(j), g

r)e(gcj , T rϕ(j)))
ηj

= e(g, g)
∑

j∈J θrsjηj

= e(g, g)θr
∑

j∈J sjηj

= e(g, g)θrs.

Step 2. It calculates

V2 = e(Eb,Kb)/V1

= e(gs, gµ+θ·r)/e(g, g)θrs

= e(g, g)µs.

Step 3. It calculates

E/V2 = m · e(g, g)µs/e(g, g)µs

= m.

This scheme is provided with a zero-knowledge
proof of knowledge of the statement POK{(MS) :
(PP,MS) ∈ Setup(1κ)} that is given by
POK{(θ, gµ) : gθ ∧ e(g, gµ)}.
We prove that this CP-ABE scheme is committing
as follows:

ABE.KeySanityCheck(PP, S, PriKeyS). Parse
PriKeyS as (Kb, Db, {Kd}d∈S)), and checks
whether e(Kb, g) = e(gθ, Db) · e(g, g)µ and for any
attribute d ∈ S, e(g,Kd) = e(Db, Td) holds. If so, it
outputs Valid, else Invalid.

ABE.CiphertextSanityCheck(PP,CT(M,ϕ). Parse
CT(M,ϕ) as ((M,ϕ), Eb = gs, E = m · e(g, g)µs,

{Ej = gθsjT
−cj
ϕ(j), Fj = gcj}j=1,··· ,h). Check whether∏

ϕ(j)∈S e(Ej , g)ηj =
∏
ϕ(j)∈S e(Fj , T

−1
ϕ(j))

ηj ·e(gθ, Eb)
holds. If so, output Valid; if not, output Invalid.

6 Blind Private Key Generation
Protocol

A blind private key generation protocol is employed to
extend CP-ABE scheme to enforce fine-grained access
control on the encrypted data. Assuming database
DB and credential issuer I operate on a universe S of
attribute. U obtains a credential certifying that U has
attribute set S from I. U and I engage in the credential
issuing protocol as follows.

Issue():

1) U obtains SU ← SU ∪ {att} and sends SU to I.

2) I checks SU .

3) I generates a credential for SU , i.e. Cred(SU ), and
sends it to U .

4) U obtains Cred(SU ).

We employ full simulatable k-out-of-N oblivious trans-
fer scheme and the credential scheme.I runs KeyGen(1κ)
of the credential scheme to generate (PriKeyI, PKI).
DB runs ABE.Setup(1k) to generate PP , MS. U
have both PKI and PP . A blind private key gener-
ation protocol for CP-ABE scheme is depicted as follows.

BlindPriKeyGen():

1) U calculates commitments {(Comi, Decomi) =
Commit(i)}i∈S and sends {Comi}i∈S to DB.

2) U proves in zero-knowledge possession of credential
Cred(SU ) to DB.

3) If the proof fails, abort.

4) DB runs PriKeyGen(MS,S) → PriKeyS to gen-
erate PriKeyS = (Kb = gµ+θ·r, Db = gr, {Kd =
T rd }d∈S). DB as a sender and U as a receiver runs a
full simulatable k-out-of-N oblivious transfer proto-
col.

5) U inputs S as selection values.

6) DB inputs commitments {comi}i∈S and {Kd}d∈S as
messages to be received.

7) U obtains {Kd}d∈S .

8) DB returns nothing.

9) DB sends Kb, Db to U .

10) U sets PriKeyS = (Kb = gµ+θ·r, Db = gr, {Kd

= T rd }d∈S) and calls ABE.KeySanityCheck(PP ,
S, PriKeyS), if the output is Valid, U obtains
PriKeyS .

As a result, U obtains a private key associated with S
and DB does not learn anything about S.

Theorem 1. This Blind Private Key Generation protocol
can securely realize FBPKG.

Proof. We define a simulator SimBPKG which runs A as
a subroutine and interacts with FBPKG. Given a real
world attacker A, we construct an ideal world attacker
A∗ such that no environment E can distinguish between
the real and the ideal world. Security is proved under a
secure credential scheme and a secure oblivious transfer
scheme. The secure credential scheme implies a simulator
SimCredential which interacts with FCredential and E such
that E cannot distinguish between the real and the ideal
world. The secure oblivious transfer scheme implies a
simulator SimOT which interacts with FOT and E such
that E cannot distinguish the real world from the ideal
world.
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The cases are not considered as follows: All parties are
honest, all parties are dishonest, the issuer is the only
honest party, or the issuer is the only dishonest party,
since theses cases have no real practical interest.

For the remaining each case, we define a sequence of
games to prove the indistinguishability between the real
and ideal worlds. Let Adv[Game I] denotes the advantage
that E distinguishes between the ensemble of Game I and
that of the real execution. We consider the four cases as
follows.

Case 1. When attacker A corrupts the issuer I and the
database DB, the ensembles REALA,E and IDEALA∗,E

are computationally indistinguishable provided that the
credential scheme is secure and the oblivious transfer
scheme is secure.

Proof. By applying all the changes represented in
SimCredential, the environment E cannot distinguish be-
tween the real world and the ideal world provided that the
credential scheme is secure. By applying all the changes
represented in SimOT , the environment E cannot distin-
guish between the real world and the ideal world, provided
that the oblivious transfer scheme is secure. Therefore,
this distribution is identical to that of SimBPKG.

Case 2. When attacker A corrupts the database DB, the
ensembles REALA,E and IDEALA∗,E are computationally
indistinguishable provided that the credential scheme is se-
cure and the oblivious transfer scheme is secure.

Proof. The proof is similar to that of Case 1.

Case 3. When attacker A corrupts some users, the en-
sembles REALA,E and IDEALA∗,E are computationally
indistinguishable, provided that the credential scheme is
secure,the oblivious transfer scheme is secure and the
commitment scheme is binding.

Proof. By applying all the changes represented in
SimCredential, the environment E cannot distinguish be-
tween the real world and the ideal world, provided that
the credential scheme is secure. By applying all the
changes represented in SimOT , the environment E cannot
distinguish between the real world and the ideal world,
provided that the oblivious transfer scheme is secure. If
the selection values σ1, · · · , σk generated by SimOT is dif-
ferent from attribute sets S generated by SimOT , it means
that A can de-commit any of the commitments to two dif-
ferent values, which happens with negligible probability
since the commitment scheme is binding. Therefore, this
distribution is identical to that of SimBPKG.

Case 4. When attacker A corrupts the issuer I and some
users U , the ensembles REALA,E and IDEALA∗,E are
computationally indistinguishable provided that the cre-
dential scheme is secure, the oblivious transfer scheme is
secure and the commitment scheme is binding.

Proof. The proof is similar to that of Case 3.

7 Fully Simulatable Oblivious
Transfer with Fine Grained
Access Control

Definition 5. (Functionality FSOTFGAC) Functionality
FSOTFGAC performs as follows:

* On receiving (issue, att) from Uz, in which att ∈ S,
it sends (issue, Uz, att) to I that sends back a bit β.
If β = 1, then att is added to SUz , and β is sent to
Uz; else β is simply sent to Uz.

* On receiving (initialize, (ml,Al)l=1,··· ,N ) from
DB, it sets DB ← (ml,Al)l=1,··· ,N .

* On receiving (transfer, S) from Uz, it proceeds as
follows: If DB 6= ⊥, it sends transfer to DB that
returns a bit β. If β = 0 or DB = ⊥, it sends ⊥ to
Uz. If β = 1 and S satisfies access structures Al, it
sends (m∗1, · · · ,m∗N ) to Uz.

7.1 Construction

Our construction employs the blind CP-ABE scheme to
certify the attributes of users and to enforce fine grained
access control. Here, m1, · · · ,mN ∈ {0, 1}n, and hash
functions H : m → {0, 1}n are modelled as a random
oracle. Credential Issuing phase is depicted in Section 6.
Initialization phase is depicted as follows:

1) DBI : Select (PP,MS)← ABE.Setup(1k).

2) DBI : Select random values Wl ∈ GT , and for l =
1, · · · , N set:

Al = ABE.Encrypt(PP,Al,Wl)

Bl = H(Wl)
⊕

ml

Cl = (Al, Bl).

3) DBI : Execute PoK{(MS): (PP,MS) ∈
ABE.Setup(1k)}.

4) DBI : Send {PP,C1, · · · , CN} to U .

5) UI : If the proof does not verify, or
ABE.CiphertextSanityCheck returns Invalid,
these ciphertexts are rejected.

6) UI : R0 = (PP, (C1, · · · , CN )).

7) DBI : Return S0 = (PP,MS).

In the lth transfer, BlindPriKeyGen() is run, and U
obtains PriKeyS . Transfer phase is depicted as follows:

1) UT : If BlindPriKeyGen() fails, then m∗l = ⊥.

2) UT : Else for l = 1 to N , UT checks whether S sat-
isfies the access structure Al. If so, U runs Wσl

=
ABE.Decrypt(PP,Aσl

, P riKeyS), and obtains the
messages m∗σl

= H(Wσl
)
⊕
Bσl

; otherwise, m∗σl
= ⊥.
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3) UT : Return Rl = (Rl−1,m
∗
σl
, S).

4) DBT : Return Sl = (Sl−1).

The encryption technique employed is secure in the ran-
dom oracle model.

7.2 Proof of Security

Theorem 2. FSOTFGAC is securely realized by fully sim-
ulatable oblivious transfer with fine grained access control.

Proof. Given a real world attacker A, we construct an
ideal world attacker A∗ such that no environment E can
distinguish between the real and the ideal world.The cases
are not considered as follows: all parties are honest, all
parties are dishonest, the issuer is the only honest party,
or the issuer is the only dishonest party, since theses cases
have no real practical interest.

For the remaining each case, we define a sequence of
games to prove the indistinguishability between the real
world and the ideal world. Let Adv[Game I] denotes the
advantage that E distinguishes between the ensemble of
Game I and that of the real execution. We define some
set of negligible functions in which υn() denotes the nth

function. We consider the four cases as follows.

Case 1. When the real world attacker A corrupts I and
DB, the ensembles REALA,E and IDEALA∗,E are compu-
tationally indistinguishable provided that proofs of knowl-
edge are extractable, the CP-ABE is committing and se-
cure is the blind private key generation with access control
in the random oracle model.

Proof.

Game 0. In this game, the dishonest real world DB
and I interacts with the real world honest users Uz.
Hence, Adv[Game0] = 0.

Game 1. This game is the same as Game 0, except that
the knowledge extractor is employed to extract MS
from the proof of knowledge POK{MS : (PP,MS) ∈
ABE.Setup(1k)}. Since this extractor succeeds
with all but negligible probability, Adv[Game 1] −
Adv[Game 0] ≤ υ1(κ).

Game 2. This game is the same as Game 1, except
that all ill-formed ciphertexts detected by running
ABE.CiphertextSanityCheck are rejected. The
committing CP-ABE scheme ensures that if a cipher-
text is valid via ABE.CiphertextSanityCheck, then
it decrypts to the same message by employing any
valid private key.Hence, Adv[Game 2]−Adv[Game 1] =
0.

Game 3. This game is the same as Game 2, except
that it carries out all the changes depicted in
SimBPKG. Since the blind private key generation
with fine grained access control is secure, it holds
that Adv[Game 3]− Adv[Game 2] ≤ υ3(κ).

By summation, it holds that Adv[Game 3]−Adv[Game 0] =
Adv[Game 3] is negligible.

Case 2. When the real world attacker A corrupts DB, the
ensembles REALA,E and IDEALA∗,E are computationally
indistinguishable provided that secure is the blind private
key generation with access control in the random oracle
model,proofs of knowledge are extractable, and the CP-
ABE is committing.

Proof. This proof is similar to that of Case 1.

Case 3. When the real world attacker A corrupts some
users Uz, the ensembles REALA,E and IDEALA∗,E are
computationally indistinguishable provided that secure is
the blind private key generation with access control in the
random oracle model, proofs of knowledge are zero knowl-
edge, and the CP-ABE scheme is secure.

Proof.

Game 0. In this game, the honest real world DB and I

interacts with the real world cheating user U . Hence,
Adv[Game0] = 0.

Game 1. This game is the same as Game 0, except
that a simulated proof is employed to replace
the proof of knowledge POK{MS : (PP,MS) ∈
ABE.Setup(1k)}. Based on the zero-knowledge
property of the zero-knowledge proof, it holds that
Adv[Game 1]− Adv[Game 0] ≤ υ1(κ).

Game 2. This game is the same as Game 1, except that
we employ all the changes presented in SimBPKG.
The secure blind private key generation with access
control protocol implies that protocol execution in
the real world is indistinguishable from the inter-
action between SimBPKG and FBPKGAC . Hence,
Adv[Game 2]− Adv[Game 1] ≤ υ2(κ).

Game 3. This game is the same as Game 2, except that
random values are employed to replace B1, · · · , BN .
We construct an algorithm A which breaks the se-
curity of the CP-ABE with non-negligible advantage.
The challenger of the security game of the CP-ABE

gives the public parameters of the CP-ABE to A. For
l = 1 to N, A selects a random P0,sets P1 = Al
and sends (P0, P1) to the challenger. The challenger
tosses a fairly binary coin β and sends back a chal-
lenge ciphertext Al = ABE.Encrypt(PP,Al, Pβ). A

continues the simulation. On receiving a query, if it
is not equal to P0, or P1 then A returns ⊥. If it is
P0, A sets β∗ = 0, else, A sets β∗ = 1. A sends β∗

to the challenger. The distribution in Game 3 is the
same as that of the simulation. Hence, it holds that
Adv[Game 3]− Adv[Game 2] ≤ υ3(κ).

By summation, it holds that Adv[Game 3]−Adv[Game 0] =
Adv[Game 3] is negligible.
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Case 4. When the real world attacker A corrupts some
users U and I, the ensembles REALA,E and IDEALA∗,E

are computationally indistinguishable provided that secure
is the blind private key generation with access control in
the random oracle model, proofs of knowledge are zero
knowledge, and the CP-ABE scheme is secure.

Proof. The proof of Case 4 is similar with that of Case 3.

8 Performance Evaluation

As depicted in Table 1 where cat denotes category and ||
denotes the cardinality of the set: for access policy, CDN
scheme supports conjunction, and disjunction via duplica-
tion, whereas our scheme supports conjunction, disjunc-
tion and threshold directly. For the encrypted record size,
given a conjunction normal form (I1,1 ∨ · · · ∨ I1,y1)∧ · · · ∧
(In,1∨· · ·∨ In,yn), we represent it by employing an access
tree whose internal nodes are OR gates and AND gates, and
leaf nodes denote attributes; in our scheme, the encrypted
record size is

∑n
i=1 yi, whereas, in CDN scheme, the en-

crypted record size is
∏n
i=1 yi due to disjunction via du-

plication. By directly supporting disjunction, our scheme
greatly reduces the size of encrypted database. For cre-
dential issuing phase, both schemes have communication
complexity linear in the number of attributes possessed
by some user. For initialization phase, both schemes have
computation complexity linear in the number N of mes-
sages. For transfer phase, our scheme have communica-
tion complexity linear in the cardinality of the attribute
universe, whereas that of CDN scheme is linear in the at-
tribute number possessed by some user;however, in the
CDN scheme, user U only obtains a record, whereas our
scheme U obtains all the records which she is authorized
to access. Hence, when fine grained access control needs
to be enforced or the number of records authorized to ac-
cess is larger, our scheme is more efficient than the CDN
scheme.

9 Conclusion and Future Work

In this work, we propose an oblivious transfer scheme
with fine grained access control from ciphertext policy at-
tribute based encryption which greatly enhances expres-
siveness for access policies, and reduces the size of en-
crypted database. Furthermore, the communication com-
plexity in the transfer phase of our scheme is constant in
the number of records accessed. In the future work, we
will design a scheme where access policies are hidden to
furthermore enhance privacy.
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Abstract

Detection of anomalous network traffic is accomplished
using a generalized likelihood ratio test (GLRT) applied
to traffic arrival times. The network traffic arrival times
are modelled using a Markov modulated Poisson pro-
cess (MMPP). The GLRT is implemented using an es-
timate of the MMPP parameter obtained from train-
ing data that is not anomalous. MMPP parameter
estimation is accomplished using Rydén’s expectation-
maximization (EM) approach. Using data from the 1999
DARPA intrusion detection evaluation, the performance
of a GLRT using an MMPP, a Poisson process, and a
mixture of exponentials is compared. The MMPP-based
GLRT has the best performance and the largest compu-
tational requirements.

Keywords: Anomaly detection, generalized likelihood ratio
test, markov-modulated Poisson process

1 Introduction

Anomaly detection using network packet arrival times
is a binary hypothesis testing problem. Let H1 denote
the hypothesis that the network is receiving packets with
anomalous arrival times. Let H0 denote the hypothe-
sis that network packet arrival times are not anomalous.
If the probability density functions (pdfs) of the arrival
times under the two hypotheses are known, then optimum
decision rule in the Neyman-Pearson sense is given by the
likelihood ratio test (pp. 32, Theorem 1) [14]. The true
pdfs, however, are not generally known. In the “plug-in”
approach, a parametric form for the pdfs is prescribed,
the parameters are estimated from training signals, and
the resulting pdfs are used in the likelihood ratio test as
if they were the true pdfs. For network anomaly detec-
tion, although training signals for H0 may be available,
appropriate training signals for H1 are generally difficult

to obtain for a number of reasons. Anomalies are gen-
erally difficult to characterize. An intruder attempting
to gain unauthorized network access may enjoy greater
success using an approach that is unknown to network
security systems. In this paper, we apply the generalized
likelihood ratio test (GLRT) [26] to anomaly detection.
The GLRT does not require an explicit pdf for H1. In-
stead, a parametric form for this pdf is assumed and the
parameter is estimated from the test signal. The GLRT
is widely applied in signal classification problems, see e.g.
[1, 13, 25]. Optimality of the GLRT is discussed in [28].
Discussions of the characterization of normal behvavior
H0 can be found in [12, 29].

The Markov modulated Poisson process (MMPP) con-
stitutes the pdf we prescribe for network arrival times.
The MMPP is a conditional Poisson process whose inten-
sity is controlled by a Markov chain. A summary of the
properties of MMPPs can be found in [3]. Other MMPP
applications include modeling rainfall, pollution, minke
whale observations, photon arrivals due to fluorescence,
financial defaults, fraud in banking, and target tracking,
see, e.g., [27] and the references therein. Heffes [7] in 1980
and Heffes and Lucantoni [8] in 1986 established that the
MMPP faithfully models key properties of Internet traf-
fic, including the mean arrival rate and the variance-to-
mean ratio. The MMPP has subsequently become well
established as a model for Internet traffic with numerous
references in the literature, see, e.g., [9, 17, 23] for re-
cent examples. Studies of anomaly detection in network
traffic using other models can be found in [4, 15, 24].
As Internet applications can involve very large amounts
of data, and due to its desirable asymptotic properties,
we aim for a maximum likelihood (ML) estimate of the
MMPP parameter. There is no explicit form for the ML
MMPP parameter estimate. Instead, a number of ex-
pectation maximization (EM) approaches have been pro-
posed. In [21], Rydén developed an EM algorithm that,
in contrast to previous algorithms [2], had explicit ex-
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pectation steps and maximization steps. Computational
aspects of Rydén’s algorithm were improved by [19].

The MMPP has been previously applied to anomaly
detection, but not, to our knowledge, as part of a GLRT.
Detection of fraudulent intrusions on a telephone network
was investigated by Scott [22] using an 2-state MMPP
where one state represented a valid call and the other
state represented a fraudulent call. Gibbs sampling was
applied for parameter estimation. An anomaly was de-
clared if the posterior probability of the fraud state was
greater than a threshold. Ihler, Hutchins, and Smyth [11]
applied an MMPP to anomalous event detection in free-
way traffic and in building entry data. The MMPP pa-
rameter was estimated using Markov chain Monte-Carlo
techniques and events were detected using their posterior
probability. Pawling et al. [18] investigated detection of
emergencies and natural disasters using the Kolmogorov-
Smirnov test to compare simulated MMPP data to real
cellular communication data. The MMPP parameter was
estimated using a clustering algorithm.

The remainder of this paper is organized as follows.
In Section 2, we formulate the GLRT for anomaly detec-
tion. In Section 3, we describe Rydén’s EM algorithm for
MMPP parameter estimation with the computational im-
provements of [19]. In Section 4, we describe numerical
experiments performed using data from the 1999 DARPA
intrusion detection evaluation [6]. In Section 5, we pro-
vide some concluding comments.

2 Binary Hypothesis Testing

Let Y n = {Y1, . . . , Yn} denote a sequence of n posi-
tive random variables representing network packet inter-
arrival times. Let yn = {y1, . . . yn} denote a realization of
Y n. Let p(yn;φ) denote an assumed parametric form of
the pdf of Y n, where φ is the parameter. Let φ0 denote
the parameter corresponding to network traffic that is not
anomalous. Anomaly detection is to chose which of the
following two hypotheses is true

H0 : yn ∼ p(yn;φ0),

H1 : yn ∼ p(yn;φ) where φ 6= φ0.

In statistical parlance, this is a classification problem for
one simple and one composite hypothesis [14]. A hypoth-
esis is called simple if the signal is described by a known
pdf. A hypothesis is called composite if the pdf of the
signal is only known to be a member of a family of pdfs.
If φ is assumed random with a known pdf, the composite
hypothesis can be represented as a simple hypothesis us-
ing a Bayesian approach, see, e.g., [20]. Here we adopt
an approach based on the GLRT [26]. In this form of the
GLRT, the unknown parameter of the process under the
composite hypothesis is estimated in ML sense from the
test signal, and used as if it were the correct parameter.
The GLRT test statistic is given by

δ(yn;φ0) =
p(yn;φ0)

maxφ p(yn;φ)
, (1)

and the decision is made according to

1

n
log δ(yn;φ0)

H0

≷
H1

η (2)

where η is a threshold. The GLRT does not require knowl-
edge of the parameter corresponding to H1. It does, how-
ever, require an explicit φ0 which may be estimated from
training signals obtained when the network is not under
attack.

Asymptotic optimality of a GLRT in the Neyman-
Pearson sense was shown for independent identically dis-
tributed (iid) sources [10] and Markov chain sources of
any given order [5, 28, 30]. Optimality of an extension of
the GLRT to model order estimation was shown in [16].
Although optimality of the GLRT has not been shown for
the processes we consider, the GLRT is widely applied in
other applications, see e.g. [1, 13, 25], where optimality
also cannot be shown.

There are two events useful for characterizing perfor-
mance of the GLRT: a false alarm, i.e., choosing H1 when
H0 is true and a detection, i.e., choosing H1 when H1 is
true. The loci of the probabilities of these events for var-
ious thresholds η is termed a receiver operator character-
istic (ROC) curve. Generally, it is the relative frequencies
of these events obtained from known test signals that are
plotted.

3 MMPP Description and Esti-
mation

An MMPP is a conditional Poisson process whose in-
tensity is determined by an underlying continuous-time
Markov chain. Let {N(t), t > 0} denote the observed
conditional Poisson process and let {X(t), t ≥ 0} denote
the underlying continuous-time Markov chain with a state
space {1, . . . , r}. Let the r × r matrix Q denote the gen-
erator matrix of X(t). Let π denote a 1 × r vector of
initial state probabilities of X(t). Let the intensity of
the conditional Poisson process at time t be given by λi
when X(t) = i. Let Λ be the r × r diagonal matrix with
diagonal elements given by {λi}. Generally, the expres-
sions that we consider involve the sequence of event inter-
arrival times Y n, so that the event count N(t) is given by

N(t) = max{j |
∑j
i=0 Yi ≤ t}, where Y0 = 0. Generically,

the role of π diminishes as t → ∞. Therefore, we define
the MMPP parameter of interest as φ = {Q,Λ}.

Let 1 denote a r× 1 vector of ones. The MMPP pdf is
given by

p(yn;φ) = π

n∏
t=1

f(yt;φ)1,

where f(yt;φ) represents the MMPP transition density
matrix

f(yt;φ) = exp((Q− Λ)yt)Λ.

Considering yn as training signals, we aim to find an ML
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estimate

φ̂ = arg max
φ

p(yn;φ)

There is no explicit form for the ML estimate, therefore
we resort to Rydén’s MMPP EM algorithm using compu-
tational improvements suggested in [19]. Here we pro-
vide only the details necessary for implementation; the
full derivations are available in [19, 21]. Let φ = {Q,Λ}
denote an existing parameter estimate. The first step is
to recursively calculate the 1×r vectors of forward densi-
ties {L(t)} and r×1 vectors of backward densities {R(t)}.
Define L(0) = π and R(k+ 1) = 1. The scaled recursions
are given by

L(t) =
L(t− 1)f(yt)

ct
, R(t) =

f(yt)R(t+ 1)

ct
, (3)

where the scaling factor ct is given by

ct = L(t− 1)f(yt)1. (4)

The log-likelihood of yn can be readily calculated using

log p(yn;φ) =

n∑
t=1

log ct. (5)

Given the forward and backward densities, we can then
calculate the r×1 vector M and the 2r×2r matrices {Ct}
given by

M =

n∑
t=1

L(t)′ �R(t+ 1),

where � denotes element-wise multiplication and

Ct =

[
Q− Λ ΛR(t+ 1)L(t− 1)

0 Q− Λ

]
Denote by It the upper-right r×r block of the matrix ex-
ponential eCtyt , and let m = Q�

∑n
t=1 It/ct The updated

estimates φ̂ = {Q̂, Λ̂} are calculated using

λ̂i =
qiiMi

mii
,

q̂ij =
qiimij

mii
, i 6= j.

The diagonal elements of Q̂ are set so the rows of Q̂ sum
to zero. Let {φ̂k} = {(Q̂k, Λ̂k)} denote a sequence of esti-
mates resulting from the iteration of this procedure. The
EM algorithm guarantees that p(yn; φ̂k) ≥ p(yn; φ̂k−1).
The EM algorithm is terminated when the following con-
vergence criterion is satisfied

log p(yn; φ̂k)− log p(yn; φ̂k−1) < ε (6)

for ε > 0.

4 Numerical Results

Performance of the MMPP-based GLRT applied is mea-
sured using an intrusion detection evaluation data set [6]
developed in 1999 by the Massachusetts Institute of Tech-
nology, Lincoln Laboratories under the sponsorship of the
Defense Advanced Research Projects Agency (DARPA)
and the Air Force Research Laboratory. Henceforth, this
data set is referred to as the DARPA data set. This data
set consists of five weeks of simulated network traffic,
generated using statistics obtained from a real network
located on a United States Air Force base. Of the five
weeks, we use data from weeks 1–3: weeks 1 and 3 have
no attacks, week 2 contains labeled attacks and weeks 4
and 5 contain unlabeled data. We used the portion of the
database corresponding to packets resulting from commu-
nications between external and internal computers. EM
estimation and GLRT classification algorithms were im-
plemented in Matlab on a machine with a 2.93 GHz Intel
Xeon X7350 processor.

4.1 Estimation of φ0

Let yn denote the training signal used to estimate φ0
consisting of all week 1 packet inter-arrival times, with
n = 7293600. We conducted numerical experiments as-
suming three parametric forms for p(yn;φ): an MMPP,
a mixture of exponentials, and a Poisson process, i.e., an
MMPP with r = 1.

4.1.1 Poisson Process

The Poisson process is parameterized only by the inten-
sity λ, thus φ = λ. The pdf is given by p(yn;φ) =∏n
t=1 λ exp(−λyt). Let λ̃ denote the ML estimate of λ

given by λ̃ = n/
∑n
t=1 yt = 18.418. The estimation of

λ̃ took 0.05 seconds using the computing configuration
specified above.

4.1.2 Mixture of Exponentials

A mixture of r exponentials has pdf

p(yt;φ) =

r∑
i=1

α(i)λ(i)e−λ(i)yt ,

where {α(i)} are the mixture weights and
{λ(i)} are the exponential rates. Thus φ =
{λ(1), . . . λ(r), α(1), . . . , α(r)} is the parameter of
the mixture model. An EM algorithm to estimate φ is
given by

λ̂k+1(i) =

∑
t ξt(i; φ̂

k)∑
t ξt(i; φ̂

k)yt
, α̂k+1(i) =

∑
t ξt(i; φ̂

k)

n
(7)

where conditional probabilities ξt(i; φ̂
k) are calculated us-

ing

ξt(i; φ̂
k) =

α̂k(i)λ̂k(i) exp(−λ̂k(i)yt)

p(yt; φ̂k)
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We chose the number of states r = 4 to allow for diverse
traffic patterns while keeping computational overhead to
a minimum. Additional parameters λ̂0 and α̂0(i) were

chosen as λ̂0 = (1000, 100, 10, 1)T and α̂0(i) = 1/4 for i =
1, . . . , 4 in order to capture behaviors of different orders of
magnitude. Because parameters are estimated using an
EM algorithm, values of parameters are subject to local
extrema.

Using ε = 10−4 in Equation (6), the EM algorithm

converged in k = 19 iterations with log p(yn; φ̂k)/n =
3.406. The resulting estimates were

λ̂k =


1023.740

79.725
20.163
2.069

 , α̂k =


0.435
0.409
0.062
0.095

 (8)

Each iteration of the EM algorithm took approximately
6.4 seconds on the computing configuration specified
above.

4.1.3 MMPP

The MMPP EM algorithm used r = 4, the same number
of states as the exponential mixture model. Estimates
for the parameters {Q,Λ} must be initialized for MMPP
training. The diagonal elements of the initial estimate
Λ̂0 were the final estimates of the mixture of exponentials
given in Equation (8): Λ̂0 = diag(λ̂k). Let A denote
the r × r empirical transition matrix of the exponential
mixture states, where the state Syt during yt is considered
to be the exponential mixture i = 1 . . . n with largest
conditional probability. The initial estimate Q̂0 is given
by Q̂0 = log(A)λ̃. If A has negative eigenvalues, Q̂0 will
not be a valid generator matrix. In this case, the rows of
Q̂0 can be scaled to produce a valid generator matrix.

Using ε = 10−4 in Equation (6), Rydén’s EM algorithm

converged in k = 59 iterations with log p(yn; φ̂k)/n =
3.457. The resulting estimates were

Λ̂k = diag(556.587, 39.232, 0.030, 0.828),

Q̂k =


−298.766 23.529 275.238 1.94 · 10−7

17.974 −40.703 7.447 15.282
98.148 53.904 −152.052 6.56 · 10−6

1.286 0.127 0.159 −1.572


Each iteration of the EM algorithm took approximately
42.7 minutes using the computing configuration specified
above.

4.2 Implementation and Performance of
GLRT

Assume now that yn denotes a test sequence that we wish
to classify using the GLRT as arising from H0 or H1. The
GLRT is implemented using the estimates of φ0 given in
the previous section. The denominator of Equation (1)
is calculated using the ML estimate of φ where p(yn;φ)
is assumed to be a Poisson process. This assumption is

made as estimation is simplified considerably compared to
estimation when an MMPP is assumed. Furthermore, n is
generally too small to produce reliable MMPP estimates
on test intervals. With this assumption, the GLRT test
statistic comprised of Equations (1)–(2) is given by

log δ(yn;φ0) = log p(yn;φ0)− n(log λ̃− 1).

Performance of the models was evaluated on test data
containing so-called SYN flood attacks obtained from
week 2 of the DARPA data set. The target computers
of such attacks are inundated with network packets re-
questing that the target establishes a connection with a
remote machine. The target can become overwhelmed
when such requests are left unresolved. There are two
SYN flood attacks, each of which are approximately 206
seconds long. This data was segmented into 16, 30-second
intervals. From week 3, a week with no attacks, we se-
lected 12, 3-minute intervals of bursty traffic, for a total of
72, 30-second intervals of test data free of attacks. These
88, 30-second intervals each constitute a yn used in our
experiments.

The empirical ROC curves are shown in Figure 1 by
plotting the relative frequencies of detections and false
alarms for varying thresholds. The curves for the Poisson
process, mixture of exponentials, and MMPP is shown as
a dashed, dotted-dashed, and solid line, respectively. The
curve representing completely random guesses is shown as
a dotted line. On our computer configuration, the MMPP
classifier operated at speeds of approximately 50 times
real time, i.e. the 30 second test signals were classified
in just under one second. The mixture of exponential
classifier operated at speeds approximately 2 orders of
magnitude faster.
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Figure 1: Empirical ROC curves obtained using DARPA
data set. The relative frequencies of false alarms and
attack detections are plotted for each detection method:
Poisson model, exponential mixture model, and MMPP.
The dotted line indicating completely random guesses is
also shown.

Comparing the ROC curves in Figure 1, we can see
that the MMPP achieves lift over the exponential mix-
ture model, which achieves lift over the Poisson model.
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Let fD and fFA denote the relative rates of attack detec-
tion and false alarms, respectively. Of particular interest
is the region of the low false alarm rate near fFA = 0.
The MMPP-based GLRT is able to detect 11 of 16 attack
segments before suffering a single false alarms. Both the
Poisson process and the exponential mixture produce at
least one false alarm without successfully detecting any
attacks. In this region, the MMPP produces a lower false
alarm rate than the other two methods. At full detection
(fD = 1), the MMPP-based GLRT suffers significantly
fewer false alarms. When fD = 1, out of the 72 seg-
ments tested, the MMPP based GLRT produces 12 false
alarms. At the same detection rate, the GLRT assuming
Poisson and mixture of exponentials, suffer 28 and 24 false
alarms, respectively. At peak performance, the MMPP-
based GLRT detects 81.25% of attacks with a false alarm
rate of 8.57%.

5 Conclusions and Comments

The ROC curve shown in Figure 1 shows that the each
model in the GLRT achieves lift over those models that
are less sophisticated, indicating that detection perfor-
mance of each model in the GLRT increases with model
sophistication. Using an MMPP yields the highest perfor-
mance, suggesting that its assumption of Markovian rates
is representative of real traffic. The mixture of exponen-
tials is a less elaborate model, assuming iid observations,
but requires substantially less computation. The Poisson
processes is the simplest model, assuming iid observations
and a single traffic rate, but it has very low computational
requirements.

The low computational requirements of the GLRTs us-
ing a Poisson process and a mixture of exponentials may
allow them to be used advantageously in a multi-tiered
approach. In this approach, the Poisson-based GLRT is
applied first. If H1 is chosen, the GLRT with a mixture
of exponentials is applied. If this classifier also chooses
H1, the MMPP-based GLRT is applied. H0 is chosen as
the final result if any of the individual classifiers choose
it, otherwise H1 is chosen. The thresholds for the tests
may need to be carefully chosen. The multi-tiered ap-
proach may be particularly applicable for networks which
carry significantly more traffic than the network consid-
ered here.
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Abstract

Recently, Teng, Wu and Tang proposed a new ID-based
authenticated dynamic group key agreement (DGKA)
protocol. They claimed that leaving users cannot calcu-
late subsequent group session keys and joining users can-
not calculate previous group session keys. In this paper,
we will show that Teng et al.’s protocol cannot provide
forward confidentiality or backward confidentiality.

Keywords: Backward confidentiality, bilinear pairing, dy-
namic group key agreement, forward confidentiality

1 Introduction

Ingemarsson et al. [4] first introduced the concept of group
key agreement (GKA). Afterward, many group key agree-
ment protocols have been proposed [1, 2, 3, 5]. In par-
ticular, some of them are designed for dynamic groups,
which are called dynamic group key agreement (DGKA)
protocols. Secure DGKA protocols must provide the fun-
damental security requirements for general GKA proto-
cols, and also should encompass the following two require-
ments [6, 8]:

• Forward confidentiality: While a group user leaves
from the current group, he should not be able to cal-
culate the new session key.

• Backward confidentiality: While a new user joins into
the current group, he should not be able to calculate
the previous session key.

Recently, Teng, Wu and Tang [7] proposed a new ID-
based authenticated DGKA protocol, called Teng-Wu-

Tang protocol. They proved the Teng-Wu-Tang proto-
col’s security in the random oracle model. In addition,
they also claimed that the leaving users cannot obtain in-
formation about subsequent new group session keys and
joining users cannot obtain information about previous
group session keys. In this paper, we will demonstrate
that the Teng-Wu-Tang protocol is not secure. Though
the Teng-Wu-Tang protocol’s join algorithm only requires
one round communication and its leave algorithm does
not require exchange message, the Teng-Wu-Tang pro-
tocol cannot provide forward confidentiality or backward
confidentiality. It means that the Teng-Wu-Tang protocol
is infeasible for real-life implementation.

2 Review of the Teng-Wu-Tang
Protocol

In this section, we briefly review the Teng-Wu-Tang pro-
tocol, which is composed of the following three stages as
well as the join algorithm and the leave algorithm. For
more details, refer to [7].

2.1 System Initialization Stage

Let q be a large prime, G1 and G2 be two groups with the
same order of q. P is a generator of G1 and Q is randomly
chosen from G1. ê : G1 × G1 → G2 is a bilinear pairing
and H : {0, 1}∗ → G∗1 is a hash function. Key generation
center (KGC) randomly chooses the master private key
s ∈ Z∗q and computes Ppub = sP as the master public key.
The system parameters are {q,G1, G2, P,Q, ê,H, Ppub}.
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2.2 Key Extract Stage

This phase is run by the KGC for each user with an
identity IDi ∈ {0, 1}∗. The KGC first computes Qi =
H(IDi), and then computes the user’s private key Si =
sQi.

2.3 Key Agreement Stage

Let {U1, . . . , Un} be the initial group of n users. The key
agreement stage is described below:

1) Each user Ui(1 ≤ i ≤ n) define the (n−1)×n matrix

A =


a2
a3
·
·
·
an

 =


1 1 0 · · · 0
1 0 1 · · · 0
· · · ·
· · · · ·
1 · · · 1 0
1 0 0 · · 0 1


2) Each user Ui(1 ≤ i ≤ n) randomly chooses ri ∈ Z∗q

and computes Pi = riP, Vij = riQ
′
j(1 ≤ j ≤ n, j 6=

i), where Q′j = Q + Qj . Then user Ui broadcasts
Pi, Vij .

3) Each user Ui(1 < i < n) sets two vectors ai1 =
(0, ..., 0, 1i, 0, 0, ..., 0), which denotes ith element is 1,
and a′i1 = (0, ..., 0, 1i+1, 0, 0, ..., 0) with n elements,
which denotes i + 1th element is 1, and then defines
two n× n matrixes Ai and A′i as follows:

Ai =


ai1
a2
...
an

 , A′i =


a′i1
a2
...
an


User U1 sets a vector a′11 = (0, 1, 0, ..., 0) with n ele-
ments. User Un also sets a vector an1

= (0, 0, ..., 1)
with n elements. Then U1 and Un define two ma-
trixes A′1 and An respectively as follows:

A′1 =


a1′1
a2
...
an

 , An =


an1

a2
...
an


Two matrixes Ai and A′i are nonsingular due to
|Ai| 6= 0 and |A′i| 6= 0, where | · | denotes the de-
terminant of a matrix. Let (x1, x2, . . . , xn) be the
solution of X × Ai = (1, 1, ..., 1) and (x′1, x

′
2, . . . , x

′
n)

be the solution of X ×A′i = (1, 1, ..., 1).

Further, Ui defines the (n − 1) × (n − 1) matrix Mi

as follows:

Mi =


V12 · · · V(i−1)1 V(i+1)1 · · · Vn1

V13 · · · V(i−1)2 V(i+1)2 · · · Vn2

...
...

V1n · · · V(i−1)n V(i+1)n · · · Vn(n−1)



It means that messages Vcd from the cth column is
received from user c, when c < i, and also messages
V(c+1)d from the cth column is received from user
c + 1, when c ≥ i.
Next, Ui sets two matrixes Mi,1 and Mi,2, which are
composed of the first i− 1 columns of the matrix Mi

and the other columns of the matrix Mi respectively.

Mi,1 =



r1(Q + Q2) · · · ri−1(Q + Q1)
r1(Q + Q3) · · · ri−1(Q + Q2)

...
...

r1(Q + Qi−2) · · · ri−1(Q + Qi−2)
r1(Q + Qi−1) · · · ri−1(Q + Qi)

...
...

r1(Q + Qn) · · · ri−1(Q + Qn)



Mi,2 =



ri+1(Q + Q1) · · · rn(Q + Q1)
ri+1(Q + Q2) · · · rn(Q + Q2)

...
...

ri+1(Q + Qi) · · · rn(Q + Qi)
ri+1(Q + Qi+2) · · · rn(Q + Qi+1)

...
...

ri+1(Q + Qn) · · · rn(Q + Qn−1)


With (x1, x2, · · · , xn) and (x′1, x

′
2, · · · , x′n), Ui com-

putes

Q̂i,1 = (x2, x3, · · · , xn)Mi,1


1
1
...
1


n−1

Q̂i,2 = (x′2, x
′
3, · · · , x′n)Mi,2


1
1
...
1


n−1

Finally, Ui(1 < i < n) computes the group session
key

sk = ski,1 · ski,2 · ê(Ppub, riQi) =

i=n∏
i=1

ê(Ppub, Qi)
ri ,

where

ski,1 = ê(

i−1∑
j=1

Pj , x1Si) · ê(Ppub, Q̂i,1),

ski,2 = ê(

n∑
j=i+1

Pj , x
′
1Si) · ê(Ppub, Q̂i,2)

and Qi = Q+Q1 +Q2 + · · ·+Qi−1 +Qi+1 + · · ·+Qn

(1 ≤ i ≤ n).

User U1 computes the group session key sk =
sk1,2 · ê(Ppub, r1Q1) =

∏i=n
i=1 ê(Ppub, Qi)

ri and user
Un computes the group session key sk = skn,1 ·
ê(Ppub, rnQn) =

∏i=n
i=1 ê(Ppub, Qi)

ri .
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2.4 Join Algorithm

Let {U1, . . . , Un} be the current group and
{Un+1, . . . , Un+m} be the set of joining users. For
generating the new group session key, each user
Ui(1 ≤ i ≤ n+m) first defines a new (n+m−1)×(n+m)
matrix A as follows:

A =


a2
a3
·
·
·

am

 =


1 1 0 · · · 0
1 0 1 · · · 0
· · · ·
· · · · ·
1 · · · 1 0
1 0 0 · · 0 1


Then each user Ui(1 ≤ i ≤ n) computes ri(Q +

Qn+j)(1 ≤ j ≤ m), where ri is chosen in the key
agreement stage. Then user Ui(1 ≤ i ≤ n) broadcasts
riP, ri(Q + Qj′)(1 ≤ j′ ≤ n + m, j′ 6= i), where riP and
ri(Q + Qj′)(1 ≤ j′ ≤ n, j′ 6= i) are computed in the key
agreement stage. At the same time, user Un+j(1 ≤ j ≤
m) randomly chooses rn+j ∈ Z∗q , computes and broad-
casts Pn+j = rn+jP, V(n+j)j′

= rn+j(Q + Qj′)(1 ≤ j ≤
m, 1 ≤ j′ ≤ n+m, j′ 6= n+j), where rn+j is kept secretly.

Finally, each user Ui(1 ≤ i ≤ n+m) computes the new

group session key as sk =
∏i=n+m

i=1 ê(Ppub, Qi)
ri , where

Qi = Q + Q1 + Q2 + · · ·+ Qi−1 + Qi+1 + · · ·+ Qn+m.

2.5 Leave Algorithm

Let {Um+1, . . . , Un} be the set of leaving users and
{U1, . . . , Um} be the current group. For generating the
new group session key, each user Ui(1 ≤ i ≤ m) first
defines a new (m− 1)×m matrix A as follows:

A =


a2
a3
·
·
·

am

 =


1 1 0 · · · 0
1 0 1 · · · 0
· · · ·
· · · · ·
1 · · · 1 0
1 0 0 · · 0 1


Then each user Ui(1 ≤ i ≤ m) defines the new (m −

1) × (m − 1) matrix M ′i , which includes the first m − 1
rows and the first m− 1 columns of matrix Mi.

Finally, each user Ui(1 ≤ i ≤ m) computes the new

group session key as sk =
∏i=m

i=1 ê(Ppub, Qi)
ri , where Qi =

Q + Q1 + Q2 + · · ·+ Qi−1 + Qi+1 + · · ·+ Qm.

3 Cryptanalysis of the Teng-Wu-
Tang Protocol

In this section, we show that the Teng-Wu-Tang protocol
is not secure. Here, we only consider the simplest case, i.e.
a joining user and a leaving user. In the join algorithm,
a new joining user can use his private key and ephemeral
key to recover the accepted group session key generated
by the former group users before he joined the group. In

the leave algorithm, a leaving user can use his private key
and ephemeral key to compute the new group session key
generated by the new group users after he left the group.

3.1 Attack on the Backward Confiden-
tiality

Let {U1, . . . , Un} be the set of the current group users
and Un+1 be the new joining user. From the key agree-
ment stage, we know that U1, U2 . . . , Un−1 and Un have
shared the group session key sk =

∏i=n
i=1 ê(Ppub, Qi)

ri ,
where Qi = Q+Q1 +Q2 + · · ·+Qi−1 +Qi+1 + · · ·+Qn.
In order to keep the previous encrypted messages se-
cretly, U1, U2 . . . , Un and Un+1 must use the join algo-
rithm to generate a new shared group session key sk′ =∏i=n+1

i=1 ê(Ppub, Q′i)
ri , where Q′i = Q + Q1 + Q2 + · · · +

Qi−1 + Qi+1 + · · ·+ Qn + Qn+1.
If Un+1 is a malicious user, he can use his private key

Sn+1, ephemeral key rn+1 and the new group session key
sk′ to recover the previous group session key.

Since

sk′ =

i=n+1∏
i=1

ê(Ppub, Q′i)
ri

=

[
i=n∏
i=1

ê(Ppub, Q′i)
ri

]
ê(Ppub, Q′n+1)rn+1

=

[
i=n∏
i=1

ê(Ppub, Qi + Qn+1)ri

]
ê(Ppub, Q′n+1)rn+1

=

[
i=n∏
i=1

ê(Ppub, Qi)
ri

][
i=n∏
i=1

ê(Ppub, Qn+1)ri

]
ê(Ppub, Q′n+1)rn+1

= sk

[
i=n∏
i=1

ê(Ppub, Qn+1)ri

]
ê(Ppub, Q′n+1)rn+1

= sk

[
i=n∏
i=1

ê(P, sQn+1)ri

]
ê(Ppub, Q′n+1)rn+1

= sk

[
i=n∏
i=1

ê(riP, sQn+1)

]
ê(Ppub, Q′n+1)rn+1

= sk

[
i=n∏
i=1

ê(Pi, Sn+1)

]
ê(Ppub, Q′n+1)rn+1 ,

the malicious user Un+1 can compute
∏i=n

i=1 ê(Pi, Sn+1)

and ê(Ppub, Q′n+1)rn+1 with his private key Sn+1 and
ephemeral key rn+1, where Pi = riP (1 ≤ i ≤ n) is a
public message and Q′n+1 = Q + Q1 + Q2 + · · ·+ Qn.

Then the malicious user Un+1 can compute the previ-
ous group session key as follows:

sk =
sk′[∏i=n

i=1 ê(Pi, Sn+1)
]
ê(Ppub, Q′n+1)rn+1

Clearly, the new joining user Un+1 has successfully
computed the previous group session key generated be-
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fore he joined the current group. Therefore, the Teng-
Wu-Tang protocol cannot provide backward confidential-
ity.

3.2 Attack on the Forward Confidential-
ity

Let {U1, . . . , Un} be the set of the current group users and
Un be the leaving user. From the key agreement stage,
we know that U1, U2 . . . , Un−1 and Un have shared the
group session key sk =

∏i=n
i=1 ê(Ppub, Qi)

ri , where Qi =
Q+Q1+Q2+· · ·+Qi−1+Qi+1+· · ·+Qn. In order to keep
the future encrypted messages secretly, U1, U2 . . . , Un−2
and Un−1 must use the leave algorithm to generate a new
shared group session key sk′′ =

∏i=n−1
i=1 ê(Ppub, Q′′i )ri ,

where Q′′i = Q + Q1 + Q2 + · · · + Qi−1 + Qi+1 + · · · +
Qn−2 + Qn−1.

If Un is a malicious user, he can write the current group
session key sk as follows:

sk =

i=n∏
i=1

ê(Ppub, Qi)
ri

=

[
i=n−1∏
i=1

ê(Ppub, Qi)
ri

]
ê(Ppub, Qn)rn

=

[
i=n−1∏
i=1

ê(Ppub, Q′′i + Qn)ri

]
ê(Ppub, Qn)rn

=

[
i=n−1∏
i=1

[
ê(Ppub, Q′′i )ri ê(Ppub, Qn)ri

]]
ê(Ppub, Qn)rn

=

[
i=n−1∏
i=1

ê(Ppub, Q′′i )ri

][
i=n−1∏
i=1

ê(Ppub, Qn)ri

]
ê(Ppub, Qn)rn

= sk′′

[
i=n−1∏
i=1

ê(Ppub, Qn)ri

]
ê(Ppub, Qn)rn

= sk′′

[
i=n−1∏
i=1

ê(riPpub, Qn)

]
ê(Ppub, Qn)rn

= sk′′

[
i=n−1∏
i=1

ê(risP,Qn)

]
ê(Ppub, Qn)rn

= sk′′

[
i=n−1∏
i=1

ê(riP, sQn)

]
ê(Ppub, Qn)rn

= sk′′

[
i=n−1∏
i=1

ê(Pi, Sn)

]
ê(Ppub, Qn)rn .

Since Sn is the private key of user Un and rn is se-
lected by user Un, he can compute

∏i=n−1
i=1 ê(Pi, Sn) and

ê(Ppub, Qn)rn , where Pi = riP (1 ≤ i ≤ n− 1) is a public
message and Qn = Q + Q1 + Q2 + · · · + Qn−1. Finally,
the malicious user Un can compute the new group session

key as follows:

sk′′ =
sk[∏i=n−1

i=1 ê(Pi, Sn)
]
ê(Ppub, Qn)rn

Clearly, the leaving user Un has successfully computed
the new group session key generated after he left the cur-
rent group. Therefore, the Teng-Wu-Tang protocol can-
not provide forward confidentiality.

4 Conclusion

In this paper, we have pointed out that the Teng-Wu-
Tang protocol fails to provide forward confidentiality and
backward confidentiality. It means that a leaving user
can calculate the future session key and a joining user can
calculate the previous session key. So the Teng-Wu-Tang
protocol is not suitable for practical applications.
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Abstract

With exponential growth in the number of computer applica-
tions and the sizes of networks, the potential damage that can
be caused by attacks launched over the Internet keeps increas-
ing dramatically. A number of network intrusion detection
methods have been developed with respective strengths and
weaknesses. The majority of network intrusion detection re-
search and development is still based on simulated datasets
due to non-availability of real datasets. A simulated dataset
cannot represent a real network intrusion scenario. It is im-
portant to generate real and timely datasets to ensure accurate
and consistent evaluation of detection methods. In this paper,
we propose a systematic approach to generate unbiased full-
feature real-life network intrusion datasets to compensate for
the crucial shortcomings of existing datasets. We establish the
importance of an intrusion dataset in the development and val-
idation process of detection mechanisms, identify a set of re-
quirements for effective dataset generation, and discuss several
attack scenarios and their incorporation in generating datasets.
We also establish the effectiveness of the generated dataset in
the context of several existing datasets.
Keywords: Dataset, intrusion detection, NetFlow, network
traffic

1 Introduction

In network intrusion detection, particularly when using
anomaly based detection, it is difficult to accurately evaluate,
compare and deploy a system that is expected to detect novel
attacks due to scarcity of adequate datasets. Before deploy-
ing in any real world environment, an anomaly based network
intrusion detection system (ANIDS) must be trained, tested
and evaluated using real labelled network traffic traces with

a intensive set of intrusions or attacks. This is a significant
challenge, since not many such datasets are available. There-
fore the detection methods and systems are evaluated only with
a few publicly available datasets that lack comprehensiveness
and completeness [2, 17] or are outdated. For example, Coop-
erative Association for Internet Data Analysis (CAIDA) Dis-
tributed Denial of Service (DDoS) 2007, Lawrence Berkeley
National Laboratory (LBNL), and ICSI datasets are heavily
anonymized without payload information, decreasing research
utility. Researchers also frequently use a single NetFlow based
intrusion dataset found at [25, 40] with a limited number of at-
tacks.

1.1 Importance of Datasets

In network traffic anomaly detection, it is always important to
test and evaluate detection methods and systems using datasets
as network scenarios evolve. We enumerate the following rea-
sons to justify the importance of a dataset.

• Repeatability of experiments: Researchers should be able
to repeat experiments with the dataset and get similar re-
sults, when using the same approach. This is important
because the proposed method should cope with the evolv-
ing nature of attacks and network scenarios.

• Validation of new approaches: New methods and algo-
rithms are being continuously developed to detect net-
work anomalies. It is necessary that every new approach
be validated.

• Comparison of different approaches: State-of-the-art net-
work anomaly detection methods must not only be vali-
dated, but also show improvements over older methods in
performance in a quantifiable manner. For example, the
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DARPA 1998 dataset [26] is commonly used for perfor-
mance evaluation of anomaly detection systems [24]. So
that one method can be compared against others.

• Parameters tuning: To properly obtain the model to clas-
sify the normal from malicious traffic, it is necessary to
tune model parameters. Network anomaly detection as-
sumes the normality model to identify malicious traffic.
For example, Cemerlic et al. [9] and Thomas et al. [44]
use the attack-free part of the DARPA 1999 dataset for
training to estimate parameter values.

• Dimensionality or the number of features: An optimal set
of features or attributes should be used to represent nor-
mal as well as all possible attack instances.

1.2 Requirements
Although good datasets are necessary for validating and evalu-
ating IDSs, generating such datasets is a time consuming task.
A dataset generation approach should meet the following re-
quirements.

• Real world: A dataset should be generated by monitor-
ing the daily situation in a realistic way, such as the daily
network traffic of an organization.

• Completeness in labelling: The labelling of traffic as be-
nign or malicious must be backed by proper evidence for
each instance. The aim these days should be to provide
labelled datasets at both packet and flow levels for each
piece of benign and malicious traffic.

• Correctness in labelling: Given a dataset, labelling of
each traffic instance must be correct. This means that our
knowledge of security events represented by the data has
to be certain.

• Sufficient trace size: The generated dataset should be un-
biased in terms of size in both benign and malicious traffic
instances.

• Concrete feature extraction: Extraction of an optimal set
of concrete features when generating a dataset is impor-
tant because such features play an important role when
validating a detection mechanisms.

• Diverse attack scenarios: With the increasing frequency,
size, variety and complexity of attacks, intrusion threats
have become more complex including the selection of tar-
geted services and applications. When contemplating at-
tack scenarios for dataset generation, it is important to tilt
toward a diverse set of multi-step attacks that are recent.

• Ratio between normal and attack traffic: Most bench-
mark datasets are biased because the proportion of normal
and attack traffic are not the same. This is because nor-
mal traffic is usually much more common than anomalous
traffic. However, the evaluation of an intrusion detection
method or system using biased datasets may not be fit

for real-time deployment in certain situations. Most ex-
isting datasets have been created based on the following
assumptions.

– Anomalous traffic is statistically different from nor-
mal traffic [13].

– The majority of network traffic instances is nor-
mal [36].

However, unlike most traditional intrusions, DDoS at-
tacks do not follow these assumptions because they
change network traffic rate dynamically and employ
multi-stage attacks. A DDoS dataset must reflect this fact.

1.3 Motivation and Contributions
By considering the aforementioned requirements, we propose
a systematic approach for generating real-life network intru-
sion dataset at both packet and flow levels with a view to
analyzing, testing and evaluating network intrusion detection
methods and systems with a clear focus on anomaly based de-
tectors. The following are the major contributions of this paper.

• We present guidelines for real-life intrusion dataset gen-
eration.

• We discuss systematic generation of both normal and at-
tack traffic.

• We extract features from the captured network traffic
such as basic, content-based, time-based, and connec-
tion-based features using a distributed feature extraction
framework.

• We generate three categories of real-life intrusion
datasets, viz., (i) TUIDS (Tezpur University Intrusion
Detection System) intrusion dataset, (ii) TUIDS coor-
dinated scan dataset, and (iii) TUIDS DDoS dataset.
These datasets are available for the research community
to download for free.

1.4 Organization of the Paper
The remainder of the paper is organized as follows. Section 2
discusses prior datasets and their characteristics. Section 3 is
dedicated to the discussion of a systematic approach to gen-
erate real-life datasets for intrusion detection with a focus on
network anomaly detectors. Finally, Section 4 presents obser-
vations and concluding remarks.

2 Existing Datasets
As discussed earlier, datasets play an important role in the test-
ing and validation of network anomaly detection methods or
systems. A good quality dataset not only allows us to iden-
tify the ability of a method or a system to detect anomalous
behavior, but also allows us to provide potential effective-
ness when deployed in real operating environments. Several
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datasets are publicly available for testing and evaluation of net-
work anomaly detection methods and systems. A taxonomy of
network intrusion datasets is shown in Figure 1. We briefly
discuss each of them below.

Figure 1: A taxonomy of network intrusion datasets [2]

2.1 Synthetic Datasets

Synthetic datasets are generated to meet specific needs or cer-
tain conditions or tests that real data satisfy. Such datasets
are useful when designing any prototype system for theoret-
ical analysis so that the design can be refined. A synthetic
dataset can be used to test and create many different types of
test scenarios. This enables designers to build realistic behav-
ior profiles for normal users and attackers based on the dataset
to test a proposed system. This provides initial validation of
a specific method or a system; if the results prove to be satis-
factory, the developers then continue to evaluate a method or a
system in a specific domain real-life data.

2.2 Benchmark Datasets

We discuss seven publicly available benchmark datasets gener-
ated using simulated environments in large networks. Different
attack scenarios were simulated during the generation of these
datasets.

2.2.1 KDDcup99 Dataset

Since 1999, the KDDcup99 dataset [21] has been the most
widely used dataset for evaluation of network based anomaly
detection methods and systems. This dataset was prepared by
Stolfo et al. [41] and is built upon the data captured in the
DARPA98 IDS evaluation program. The KDD training dataset
consists of approximately 4, 900, 000 single connection vec-
tors, each of which contains 41 features and is labelled as ei-
ther normal or attack of a specific attack type. The test dataset
contains about 300, 000 samples with a total 24 training types,
with an additional 14 attack types in the test dataset only [14].
The represented attacks are mainly four types: denial of ser-
vice, remote-to-local, user-to-root, and surveillance or prob-
ing.

• Denial of Service (DoS): An attacker attempts to prevent
valid users from using a service provided by a system.
Examples include SYN flood, smurf and teardrop attacks.

• Remote to Local (r2l): Attackers try to gain entrance to
a victim machine without having an account on it. An
example is the password guessing attack.

• User to Root (u2r): Attackers have access to a local vic-
tim machine and attempt to gain privilege of a superuser.
Examples include buffer overflow attacks.

• Probe: Attackers attempt to acquire information about the
target host. Some examples of probe attacks are port-
scans and ping-sweep attacks.

Background traffic was simulated and the attacks were all
known. The training set, consisting of seven weeks of la-
belled data, is available to the developers of intrusion detec-
tion systems. The testing set also consists of simulated back-
ground traffic and known attacks, including some attacks that
are not present in the training set. The distribution of normal
and attack traffic for this dataset is reported in Table 1. We
also identify the services associated with each category of at-
tacks [12, 22] and summarize them in Table 2.

2.2.2 NSL-KDD Dataset

Analysis of the KDD dataset showed that there were two im-
portant issues with the dataset, which highly affect the perfor-
mance of evaluated systems often resulting in poor evaluation
of anomaly detection methods [43]. To address these issues, a
new dataset known as NSL-KDD [32], consisting of selected
records of the complete KDD dataset was introduced. This
dataset is also publicly available for researchers1 and has the
following advantages over the original KDD dataset.

• This dataset doesn’t contain superfluous and repeated
records in the training set, so classifiers or detection meth-
ods will not be biased towards more frequent records.

• There are no duplicate records in the test set. Therefore,
the performance of learners is not biased by the methods
which have better detection rates on frequent records.

• The number of selected records from each difficulty level
is inversely proportional to the percentage of records in
the original KDD dataset. As a result, the classification
rates of various machine learning methods vary in a wider
range, which makes it more efficient to have an accurate
evaluation of various learning techniques.

• The number of records in the training and testing sets is
reasonable, which makes it practical to run experiments
on the complete set without the need to randomly select a
small portion. Consequently, evaluation results of differ-
ent research groups are consistent and comparable.

1http://www.iscx.ca/NSL-KDD/
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The NSL-KDD dataset consists of two parts: (i) KDDTrain+

and (ii) KDDTest+. The KDDTrain+ part of the NSL-KDD
dataset is used to train a detection method or system to de-
tect network intrusions. It contains four classes of attacks
and a normal class dataset. The KDDTest+ part of NSL-
KDD dataset is used for testing a detection method or a system
when it is evaluated for performance. It also contains the same
classes of traffic present in the training set. The distribution of
attack and normal instances in the NSL-KDD dataset is shown
in Table 3.

Table 3: Distribution of normal and attack traffic instances in
NSL-KDD dataset

Dataset DoS u2r r2l Probe Normal Total

KDDTrain+ 45927 52 995 11656 67343 125973

KDDTest+ 7458 67 2887 2422 9710 22544

2.2.3 DARPA 2000 Dataset

A DARPA2 evaluation project [18] targeted the detection of
complex attacks that contain multiple steps. Two attack sce-
narios were simulated in the DARPA 2000 evaluation contest,
namely Lincoln Laboratory scenario DDoS (LLDOS) 1.0 and
LLDOS 2.0. To achieve variations, these two attack scenar-
ios were carried out over several network and audit scenarios.
These sessions were grouped into four attack phases: (a) prob-
ing, (b) breaking into the system by exploiting vulnerability,
(c) installing DDoS software for the compromised system, and
(d) launching DDoS attack against another target. LLDOS 2.0
is different from LLDOS 1.0 in that attacks are more stealthy
and thus harder to detect. Since this dataset contains multi-
stage attack scenarios, it is also commonly used for evaluation
of alert correlation techniques.

2.2.4 DEFCON Dataset

The DEFCON3 dataset is another commonly used dataset for
evaluation of IDSs [11]. It contains network traffic captured
during a hacker competition called Capture The Flag (CTF),
in which competing teams are divided into two groups: attack-
ers and defenders. The traffic produced during CTF is very
different from real world network traffic since it contains only
intrusive traffic without any normal background traffic. Due to
this limitation, DEFCON dataset has been found useful only in
evaluating alert correlation techniques.

2.2.5 CAIDA Dataset

CAIDA4 collects many different types of data and makes them
available to the research community. CAIDA datasets [8] are
very specific to particular events or attacks. Most of its longer

2http://www.ll.mit.edu/mission/communications/ist/corpora/
ideval/data/index.html

3http://cctf.shmoo.com/data/
4http://www.caida.org/home/
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traces are anonymized backbone traces without their payload.
The CAIDA DDoS 2007 attack dataset contains one hour of
anonymized traffic traces from DDoS attacks on August 4,
2007, which attempted to consume a large amount of net-
work resources when connecting to Internet servers. The traf-
fic traces contain only attack traffic to the victim and responses
from the victim with 5 minutes split form. All traffic traces are
in pcap (tcpdump) format. The creators removed non-attack
traffic as much as possible when creating the CAIDA DDoS
2007 dataset.

2.2.6 LBNL Dataset

LBNL’s internal enterprise traffic traces are full header net-
work traces without payload [23]. This dataset suffers from
heavy anonymization to the extent that scanning traffic was
extracted and separately anonymized to remove any informa-
tion which could identify individual IPs. The background and
attack traffic in the LBNL dataset are described below.

• LBNL background traffic: This dataset can be ob-
tained from the Lawrence Berkeley National Laboratory
(LBNL) in the US. Traffic in this dataset is comprised
of packet level incoming, outgoing and internally routed
traffic streams at the LBNL edge routers. Traffic was
anonymized using the tcpmkpub tool [35]. The main ap-
plications observed in the internal and external traffic are
Web, email and name services. Other applications like
Windows services, network file services and backup were
used by internal hosts. The details of each service and
information on each packet and other relevant description
are given in [34]. The background network traffic statis-
tics of the LBNL dataset are given in Table 4.

• LBNL attack traffic: This dataset identifies attack traf-
fic by isolating scans in aggregate traffic traces. Scans
are identified by flagging those hosts which unsuccess-
fully probe more than 20 hosts, out of which 16 hosts are
probed in ascending or descending IP order [35]. Mali-
cious traffic mostly consists of failed incoming TCP SYN
requests, i.e., TCP port scans targeted towards LBNL
hosts. However, there are also some outgoing TCP scans
in the dataset. Most UDP traffic observed in the data (in-
coming and outgoing) is comprised of successful con-
nections, i.e., host replies for the received UDP flows.
Clearly, the attack rate is significantly lower than the
background traffic rate. Details of the attack traffic in this
dataset are shown in Table 4. Complexity and privacy
were two main reservations of the participants of the end-
point data collection study. To address these reservations,
the dataset creators developed a custom multi-threaded
MS Windows tool using the Winpcap API [7] for data
collection. To reduce packet logging complexity at the
endpoints, they only logged very elementary session-level
information (bidirectional communication between two
IP addresses on different ports) for the TCP and UDP
packets. To ensure user privacy, an anonymization pol-
icy was used to anonymize all traffic instances.

2.2.7 Endpoint Dataset

The background and attack traffic for the endpoint datasets are
described below.

• Endpoint background traffic: In the endpoint context, we
see in Table 5 that home computers generate significantly
higher traffic volumes than office and university comput-
ers because: (i) they are generally shared between mul-
tiple users, and (ii) they run peer-to-peer and multimedia
applications. The large traffic volumes of home comput-
ers are also evident from their high mean number of ses-
sions per second. To generate attack traffic, developers
on infect Virtual Machines (VMs) at the endpoints with
different malware, viz., Zotob.G, Forbot-FU, Sdbot-AFR,
Dloader-NY, So-Big.E@mm, MyDoom.A@mm, Blaster,
Rbot-AQJ, and RBOT.CCC. Details of the malware can
be found in [42]. Characteristics of the attack traffic in
this dataset are given in Table 6. These malwares have
diverse scanning rates and attack ports or applications.

• Endpoint attack traffic: The attack traffic logged at the
endpoints is mostly comprised of outgoing port scans.
Note that this is the opposite of the LBNL dataset, in
which most attack traffic is inbound. Moreover, the attack
traffic rates at the endpoints are generally much higher
than the background traffic rates of the LBNL datasets.
This diversity in attack direction and rates provides a
sound basis for performance comparison among scan de-
tectors. For each malware, attack traffic of 15 minute
duration was inserted in the background traffic for each
endpoint at a random time instance. This operation was
repeated to insert 100 non-overlapping attacks of each
worm inside each endpoint’s background traffic.

2.3 Real-life Datasets
We discuss three real-life datasets created by collecting net-
work traffic on several consecutive days. The details include
both normal as well as attack traffic in appropriate proportions
in the authors’ respective campus networks (i.e., testbeds).

2.3.1 UNIBS Dataset

The UNIBS packet traces [45] were collected on the edge
router of the campus network of the University of Brescia
in Italy, on three consecutive working days. The dataset in-
cludes traffic captured or collected and stored using 20 work-
stations, each running the GT (Ground Truth) client daemon.
The dataset creators collected the traffic by running tcpdump
on the faculty router, which was a dual Xeon Linux box that
connected the local network to the Internet through a dedicated
100Mb/s uplink. They captured and stored the traces on a ded-
icated disk of a workstation connected to the router through a
dedicated ATA controller.

2.3.2 ISCX-UNB Dataset

The ISCX-UNB dataset [37] is built on the concept of profiles
that include the details of intrusions. The datasets were col-
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Table 4: Background and attack traffic information for the LBNL datasets
Date Duration

(mins)
LBNL hosts Remote hosts Background traffic rate

(packet/sec)
Attack traffic rate
(packet/sec)

10/04/2004 10 min 4,767 4,342 8.47 0.41
12/15/2004 60 min 5,761 10,478 3.5 0.061
12/16/2004 60 min 5,210 7,138 243.83 72

Table 5: Background traffic information for four endpoints
with high and low rates

Endpoint
ID

Endpoint
type

Duration
(months)

Total ses-
sions

Mean session
rate (/sec)

3 Home 3 3,73,009 1.92
4 home 2 4,44,345 5.28
6 University 9 60,979 0.19
10 University 13 1,52,048 0.21

Table 6: Endpoint attack traffic for two high and two low-rate
worms

Malware Release Date Avg. Scan rate
(/sec)

Port (s) Used

Dloader-NY Jul 2005 46.84 sps TCP 1,35,139
Forbot-FU Sept 2005 32.53 sps TCP 445
Rbot-AQJ Oct 2005 0.68 sps TCP 1,39,769
MyDoom-A Jan 2006 0.14 sps TCP 3127-3198

lected using a real-time testbed by incorporating multi-stage
attacks. It uses two profiles - α and β - during the generation
of the datasets. α profiles are constructed using the knowledge
of specific attacks and β profiles are built using the filtered
traffic traces. Real packet traces were analyzed to create α and
β profiles for agents that generate real-time traffic for HTTP,
SMTP, SSH, IMAP, POP3 and FTP protocols. Various mul-
tistage attack scenarios were explored to generate malicious
traffic.

2.3.3 KU Dataset

The Kyoto University dataset5 is a collection of network traffic
data obtained from honeypots. The raw dataset obtained from
the honeypot system consisted of 24 statistical features, out of
which 14 significant features were extracted [38]. The dataset
developers extracted 10 additional features that could be used
to investigate network events inside the university more effec-
tively. The initial 14 features extracted are similar to those in
the KDDcup99 datasets. Only 14 conventional features were
used during training and testing.

2.4 Discussion
The datasets described above are valuable assets for the intru-
sion detection community. However, the benchmark datasets
suffer from the fact that they are not good representatives of
real world traffic. For example, the DARPA dataset has been
questioned about the realism of the background traffic [27, 29]

5http://www.takakura.com/kyoto data

because it is synthetically generated. In addition to the diffi-
culty of simulating real time network traffic, there are addi-
tional challenges in IDS evaluation [30]. These include diffi-
culties in collecting attack scripts and victim software, differ-
ing requirements for testing signature based vs. anomaly based
IDSs, and host-based vs. network based IDSs. In addition to
these, we make the following observations based on our anal-
ysis.

• Most datasets are not labelled properly due to non-
availability of actual attack information. These include
KDDcup99, UNIBS, Endpoint and LBNL datasets.

• The proportion of normal and attack ratios are different in
different datasets [21, 38, 45].

• Several existing datasets [21, 23, 38] have not been main-
tained or updated to reflect recent trends in network traffic
by incorporating evolved network attacks.

• Most existing datasets are annonymized [8, 18] due to po-
tential security risks to an organization. They do not share
their raw data with researchers.

• Several datasets [8, 23, 18, 45] lack in traffic features.
They have only raw traffic traces but it is important to
extract relevant traffic features for individual attack iden-
tification.

3 Real-life Datasets Generation
As noted above, the generation of an unbiased real-life intru-
sion dataset incorporating a large number of real world attacks
is important to evaluate network anomaly detection methods
and systems. In this paper, we describe the generation of
three real-life network intrusion datasets6 including (a) a TU-
IDS (Tezpur University Intrusion Detection System) intrusion
dataset, (b) a TUIDS coordinated scan dataset, and (c) a TU-
IDS DDoS dataset at both packet and flow levels [16]. The
resulting details and supporting infrastructure is discussed in
the following subsections.

3.1 Testbed Network Architecture
The TUIDS testbed network consists of 250 hosts, 15 L2
switches, 8 L3 switches, 3 wireless controllers, and 4 routers
that compose 5 different networks inside the Tezpur University
campus. The architectures of the TUIDS testbed and TUIDS
testbed for DDoS dataset generation are given in Figures 2 and

6http://agnigarh.tezu.ernet.in/∼dkb/resources.html
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3, respectively. The hosts are divided into several VLANs,
each VLAN belonging to an L3 switch or an L2 switch inside
the network. All servers are installed inside a DMZ7 to pro-
vide an additional layer of protection in the security system of
an organization.

3.2 Network Traffic Generation
To generate real time normal and attack traffic, we configured
several hosts, workstations, and servers in the TUIDS testbed
network. The network consists of 6 interconnected Ubuntu
10.10 workstations. On each workstation, we have installed
several severs including a network file server (Samba), a mail
sever (Dovecot), a telnet server, an FTP server, a Web server,
and an SQL sever with PHP compatibility. We also installed
and configured 4 Windows Servers 2003 to exploit a diverse
set of known vulnerabilities against the testbed environment.
Servers and their services running on our testbed are summa-
rized in Table 7.

Table 7: Servers and their services running on the testbed net-
work

Server Operating
system

Services Provider

Main Server Ubuntu 10.10 Web, eMail Apache 2.4.3,
Dovecot 2.1.14

Network File
Server

Ubuntu 10.10 Samba Samba 4.0.2

Telnet Server Ubuntu 10.10 Telnet telnet-0.17-
36bulid1

FTP Server Ubuntu 10.10 ftp vsFTPd 2.3.0

Windows Server Windows
Server 2003

Web IIS v7.5

MySQL Server Ubuntu 10.10 database MySQL 5.5.30

The normal network traffic is generated based on the day-
to-day activities of users and especially generated traffic from
configured servers. It is important to generate different types
of normal traffic. So, we capture traffic from students, faculty
members, system administrators, and office staff on different
days within the University. The attack traffic is generated by
launching attacks within the testbed network in three different
subsets, viz., a TUIDS intrusion dataset, a coordinated scan
dataset and a DDoS dataset. The attacks launched in the gen-
eration of these real-life datasets are summarized in Table 8.

As seen in the table above, 22 distinct attack types (1-22 in
Table 8) were used to generate the attack traffic for the TUIDS
intrusion dataset; six attacks (17-22 in Table 8) were used to
generate the attack traffic for the coordinated scan dataset and
finally six attacks (23-28 in Table 8) were used to generate
the attack traffic for a DDoS dataset with combination of TCP,
UDP and ICMP protocols.

7Demilitarized zone is a network segment located between a secured local
network and unsecured external networks (Internet). A DMZ usually contains
servers that provide services to users on the external network, such as Web,
mail and DNS servers that are hardened systems. Typically, two firewalls are
installed to form the DMZ.

Table 8: List of real time attacks and their generation tools

Attack name Generation
tool

Attack name Generation tool

1.bonk targa2.c 15.linux-icmp linux-icmp.c

2.jolt targa2.c 16.syn-flood synflood.c

3.land targa2.c 17.window-scan nmap/rnmap

4.saihyousen targa2.c 18.syn-scan nmap/rnmap

5.teardrop targa2.c 19.xmasstree-scan nmap/rnmap

6.newtear targa2.c 20.fin-scan nmap/rnmap

7.1234 targa2.c 21.null-scan nmap/rnmap

8.winnuke targa2.c 22.udp-scan nmap/rnmap

9.oshare targa2.c 23.syn-
flood(DDoS)

LOIC

10.nestea targa2.c 24.rst-flood(DDoS) Trinity v3

11.syndrop targa2.c 25.udp-
flood(DDoS)

LOIC

12.smurf smurf4.c 26.ping-
flood(DDoS)

DDoS ping v2.0

13.opentear opentear.c 27.fraggle udp-
flood(DDoS)

Trinoo

14.fraggle fraggle.c 28.smurf icmp-
flood(DDoS)

TFN2K

3.3 Attack Scenarios

The attack scenarios start with information gathering tech-
niques collecting target network IP ranges, identities of name
servers, mail servers and user e-mail accounts, etc. This is
achieved by querying the DNS for resource records using net-
work administrative tools like nslookup and dig. We consider
six attack scenarios when collecting real time network traffic
for dataset generation.

3.3.1 Scenario 1: Denial of Service Using Targa

This attack scenario is designed to perform attacks on a target
using the targa8 tool until it is successful. Targa is a very pow-
erful tool to quickly damage a particular network belonging to
an organization. We ran targa by specifying different parame-
ter values such as IP ranges, attacks to run and number of times
to repeat the attack.

3.3.2 Scenario 2: Probing Using nmap

In this scenario, we attempt to acquire information about the
target host and then launch the attack by exploiting the vulner-
abilities found using the nmap9 tool. Examples of attacks that
can be launched by this method are syn-scan and ping-sweep.

3.3.3 Scenario 3: Coordinated Scan Using rnmap

This scenario starts with a goal to perform coordinated port
scans to single and multiple targets. Tasks are distributed

8http://packetstormsecurity.com/
9http://nmap.org/
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Figure 2: Testbed network architecture used during TUIDS dataset generation

Figure 3: Testbed network architecture used during DDoS dataset generation

among multiple hosts for individual actions which may be syn-
chronized. We use the rnmap10 tool to launch coordinated
scans in our testbed network during the collection of traffic.

3.3.4 Scenario 4: User to Root Using Brute Force ssh

These attacks are very common against networks as they tend
to break into accounts with weak username and password com-

10http://rnmap.sourceforge.net/

binations. This attack has been designed with the goal of ac-
quiring an SSH account by running a brute force dictionary at-
tack against our central server. We use the brutessh11 tool and
a customized dictionary list. The dictionary consists of over
6100 alphanumeric entries of varying length. We executed the
attack for 60 minutes, during which superuser credentials were
returned from the server. This ID and password combination
was used to download other users’ credentials immediately.

11http://www.securitytube-tools.net/
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3.3.5 Scenario 5: Distributed Denial of Service Using
Agent-handler Network

This scenario mainly attempts to exploit an agent handler net-
work to launch the DDoS attack in the TUIDS testbed net-
work. The agent-handler network consists of clients, handlers
and agents. The handlers are software packages that are used
by the attacker to communicate indirectly with the agents. The
agent software exists in compromised systems that will even-
tually carry out the attack on the victim system. The attacker
may communicate with any number of handlers, thus making
sure that the agents are up and running. We use Trinity v3,
TFN2K, Trinoo, and DDoS ping 2.0 to launch the attacks in
our testbed.

3.3.6 Scenario 6: Distributed Denial of Service Using IRC
Botnet

Botnets are an emerging threat to all organizations because
they can compromise a network and steal important informa-
tion and distribute malware. Botnets combine individual ma-
licious behaviors into a single platform by simplifying the ac-
tions needed to be performed by users to initiate sophisticated
attacks against computers or networks around the world. These
behaviors include coordinated scanning, DDoS activities, di-
rect attacks, indirect attacks and other deceitful activities tak-
ing place across the Internet.

The main goal of this scenario is to perform distributed at-
tacks using infected hosts on the testbed. An Internet Relay
Chat (IRC) bot network allow users to create public, private
and secret channels. For this, we use a LOIC12, an IRC-based
DDoS attack generation tool. The IRC systems have sev-
eral other significant advantages for launching DDoS attacks.
Among the three important benefits are (i) they afford a high
degree of anonymity, (ii) they are difficult to detect, and (iii)
they provide a strong, guaranteed delivery system. Further-
more, the attacker no longer needs to maintain a list of agents,
since he can simply log on to the IRC server and see a list of
all available agents. The IRC channels receive communica-
tions from the agent software regarding the status of the agents
(i.e., up or down) and participate in notifying the attackers re-
garding the status of the agents.

3.4 Capturing Traffic
The key tasks in network traffic monitoring are lossless packet
capturing and precise timestamping. Therefore, software or
hardware is required with a guarantee that all traffic is cap-
tured and stored. The real network traffic is captured using
the Libpcap [19, 20] library, an open source C library offer-
ing an interface for capturing link-layer frames over a wide
range of system architectures. It provides a high-level com-
mon Application Programming Interface (API) to the differ-
ent packet capture frameworks of various operating systems.
The offered abstraction layer allows programmers to rapidly
develop highly portable applications. A hierarchy of network
traffic capturing components is given in Figure 4 [10].

12http://sourceforge.net/projects/loic/

Figure 4: Hierarchy of Network Traffic Capturing Components

Libpcap defines a common standard format for files in
which captured frames are stored, also known as the tcpdump
format, currently a de facto standard used widely in public net-
work traffic archives. Modern kernel-level capture frameworks
on UNIX operating systems are mostly based on the BSD (or
Berkeley) Packet Filter (BPF) [28]. The BPF is a software de-
vice that taps network interfaces, copying packets into kernel
buffers and filtering out unwanted packets directly in interrupt
context. Definitions of packets to be filtered can be written
in a simple human readable format using Boolean operators
and can be compiled into a pseudo-code to be passed to the
BPF device driver by a system call. The pseudo-code is in-
terpreted by the BPF Pseudo-Machine, a lightweight, high-
performance, state machine specifically designed for packet
filtering. Libpcap also allows programmers to write appli-
cations that transparently support a rich set of constructs to
build detailed filtering expressions for most network protocols.
A few Libpcap system calls can be read directly from user’s
command line, compile into pseudo-code and passed it to the
Berkeley Packet Filter. Libpcap and the BPF interact to al-
low network packet data to traverse several layers to finally
be processed and transformed into capture files (i.e., tcpdump
format) or samples for statistical analysis.

With the goal of preparing both packet and flow level
datasets, we capture both packet and NetFlow traffic from dif-
ferent locations in the TUIDS testbed. The capturing period
started at 08:00:05 am on Monday February 21, 2011 and con-
tinuously ran for an exact duration of seven days, ending at
08:00:05 am on Sunday February 27th. Attacks were executed
during this period for the TUIDS intrusion and the coordinated
scan datasets. DDoS traffic was also collected for the same
amount of time but during October, 2012 with several varia-
tions of real time DDoS attacks. Figure 5 illustrates the pro-
tocol composition and the average throughput during the last
hour of data capture for the TUIDS intrusion dataset.

We use a tool known as lossless gigabit remote packet cap-
ture with Linux (Gulp13) for capturing packet level traffic in a
mirror port as shown in the TUIDS testbed architecture. Gulp
reads packets directly from the network card and writes to the
disk at a high rate of packet capture without dropping pack-
ets. For low-rate packets, Gulp flushes the ring buffer if it
has not written anything in the last second. Gulp writes into

13http://staff.washington.edu/corey/gulp/
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Figure 5: (a) composition of protocols and (b) average throughput during last hour of data capture for the TUIDS intrusion
dataset seen in our lab’s traffic

even block boundaries for excellent writing performance when
the data rate increases. It stops filling the ring buffer after re-
ceiving an interrupt but it would write into the disk whatever
remains in the ring buffer.

In the last few years, NetFlow has become the most popular
approach for IP network monitoring, since it helps cope with
scalability issues introduced by increasing network speeds.
Now major vendors offer flow-enabled devices, such as Cisco
routers with NetFlow. A NetFlow is a stream of packets that
arrives on a source interface with the key values shown in
Figure 6. A key is an identified value for a field within the
packet. Cisco routers have NetFlow features that can be en-
abled to generate NetFlow records. The principle of NetFlow
is as follows: When the router receives a packet, its NetFlow
module scans the source IP address, the destination IP address,
the source port number, the destination port number, the proto-
col type, the type of service (ToS) bit in the IP header, and the
input or output interface number on the router of the IP packet
to judge whether it belongs to a NetFlow record that already
exists in the cache. If so, it updates the NetFlow record; oth-
erwise, a new NetFlow record is generated in the cache. The
expired NetFlow records in the cache are exported periodically
to a destination IP address using a UDP port.

For capturing the NetFlow traffic, we need a NetFlow col-
lector that can listen to a specific UDP port for getting traffic.
The NetFlow collector captures exported traffic from multiple
routers and periodically stores it in summarized or aggregated
format into a round robin database (RRD). The following tools
are used to capture and visualize the NetFlow traffic.

Figure 6: Common NetFlow parameters

(a) NFDUMP: This tool captures and displays NetFlow traf-
fic. All versions of nfdump support NetFlow v5, v7, and v9.
nfcapd is a NetFlow capture daemon that reads the NetFlow
data from the routers and stores the data into files periodically.
It automatically rotates files every n minutes (by default it is
5 minutes). We need one nfcapd process for each NetFlow
stream. Nfdump reads the NetFlow data from the files stored
by nfcapd. The syntax is similar to that of tcpdump. Nfdump
displays NetFlow data and can create top N statistics for flows
based on the parameters selected. The main goal is to analyze
NetFlow data from the past as well as to track interesting traffic
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Table 9: Parameters identified for packet level data
Sl.
No.

Parameter
name

Description

1 Time Time since occurrence of first frame
2 Frame No Frame number
3 Frame Len Length of a frame
4 Capture Len Capture length
5 TTL Time to live
6 Protocol Protocols (such as, TCP, UDP, ICMP etc.)
7 Src IP Source IP address
8 Dst IP Destination IP address
9 Src port Source port
10 Dst port Destination port
11 Len Data length
12 Seq No Sequence number
13 Header Len Header length
14 CWR Congestion window record
15 ECN Explicit congestion notification
16 URG Urgent TCP flag
17 ACK Acknowledgement flag
18 PSH Push flag
19 RST Reset flag
20 SYN TCP syn flag
21 FIN TCP fin flag
22 Win Size Window Size
23 MSS Maximum segment size

patterns continuously from high speed networks. The amount
of time from the past is limited only by the disk space available
for all NetFlow data.

Nfdump has four fixed output formats: raw, line, long and
extended. In addition, the user may specify any desired out-
put format by customizing it. The default format is line, un-
less specified. The raw format displays each record in multiple
lines and prints any available information in the traffic record.
(b) NFSEN: NfSen is a graphical Web based front end tool for
visualization of NetFlow traffic. NfSen facilitates the visual-
ization of several traffic statistics, e.g., flow-wise statistics for
various features, navigation through the NetFlow traffic, pro-
cesses within a time span and continuous profiles. It can also
add own plugins to process NetFlow traffic in a customized
manner at a regular time interval.

Normal traffic is captured by restricting it to the internal
networks, where 80% of the hosts are connected to the router,
including wireless networks. We assume that normal traf-
fic follows the normal probability distribution. Attack traffic
is captured as we launch various attacks in the testbed for a
week. For DDoS attacks, we used packet-craft14 to generate
customized packets. Figures 7 and 8 show the number of flows
per second and also the protocol-wise distribution of flows dur-
ing the capturing period, respectively.

3.5 Feature Extraction

We use wireshark and Java routines for filtering unwanted
packets (such as packets with routing protocols, and packets
with application layer protocols) as well as irrelevant informa-
tion from captured packets. Finally, we retrieve all relevant
information from each packet using Java routines and store it

14http://www.packet-craft.net/

Figure 7: Number of flows per second in TUIDS intrusion
datasets during the capture period

Figure 8: Protocol-wise distribution of flow per second in TU-
IDS intrusion dataset during the capture period

in comma separated form in a text file. The details of parame-
ters identified for packet level data are shown in Table 9.

We developed several C routines and used them for filter-
ing NetFlow data and for extracting features from the captured
data. A detailed list of parameters identified for flow level data
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is given in Table 10.
We capture, preprocess and extract various features in both

packet and flow level network traffic. We introduce a frame-
work for fast distributed feature extraction from raw network
traffic, correlation computation and data labelling, as shown
in Figure 9. We extract four types of features: basic, content
based, time based and connection based, from the raw network
traffic. We use T = 5 seconds as the time window for extrac-
tion of both time based and connection based traffic features.
S1 and S2 are servers used for preprocessing, attack labelling
and profile generation. WS1 and WS2 are high-end worksta-
tions used for basic feature extraction and merging packet and
NetFlow traffic. N1, N2, · · ·N6 are independent nodes used
for protocol specific feature extraction. The lists of extracted
features at both packet and flow levels for the intrusion datasets
are presented in Table 11 and Table 12, respectively. The list
of features available in the KDDcup99 intrusion dataset is also
shown in Table 13.

Table 10: Parameters identified for flow level data
Sl.
No.

Parameter
name

Description

1 flow-start Starting of flow
2 Duration Total life time of a flow
3 Proto Protocol, i.e., TCP, UDP, ICMP etc.
3 Src-IP Source IP address
4 Src-port Source port
5 Dest-IP Destination IP address
6 Dest-port Destination port
7 Flags TCP flags
8 ToS Type of Service
9 Packets Packets per flow
10 Bytes Bytes per flow
11 Pps Packet per second
12 Bps Bit per second
13 Bpp Byte per packet

3.6 Data Processing and Labelling
As reported in the previous section, traffic features are ex-
tracted separately (within a time interval). So, it is impor-
tant to correlate each feature (i.e., basic, content based, time
based, and connection based) to a time interval. Once cor-
relation is performed for both packet and flow level traffic,
labelling of each feature data as normal or anomalous is im-
portant. The labelling process enriches the feature data with
information such as (i) the type and structure of malicious or
anomalous data, and (ii) dependencies among different iso-
lated malicious activities. The correlation and labelling of each
feature traffic as normal or anomalous is made using Algorithm
1. F = {α, β, γ, δ} is the set of extracted features, where α
is the set of basic features, β is the set of content-based fea-
tures, γ is the set of time-based features and δ is the set of
connection-based features. Both normal and anomalous traf-
fic are collected separately in several sessions within a week.
We remove normal traffic from anomalous traces as much as
possible.

The overall traffic composition with protocol distribution in
the generated datasets is summarized in Table 14. The traffic

Algorithm 1 : FC and labelling (F )
Input: extracted feature set, F = {α, β, γ, δ}
Output: correlated and labelled feature data, D

1: initialize D
2: call FeatureExtraction(), F ← {α, β, γ, δ}, . the pro-

cedure FeatureExtraction() extracts the features separately
for all cases

3: for i← 1 to |N | do . N is the total traffic instances
4: for i← 1 to |F | do . F is the total traffic features
5: if (unique(src.ip ∧ dst.ip)) then
6: store D[ij]← αij , βij
7: end if
8: if ((T == 5s) ∧ (LnP == 100)) then . T is the

time window, LnP is the last n packets
9: Store D[ij]← γij , δij

10: end if
11: end for
12: D[ij]← {normal, attack} .

label each traffic feature instance based on the duration of
the collected traffic

13: end for

includes the TUIDS intrusion dataset, the TUIDS coordinated
scan dataset and the TUIDS DDoS dataset. The final labelled
feature datasets for each category with the distribution of nor-
mal and attack information are summarized in Table 15. All
datasets are prepared at both packet and flow levels and pre-
sented in terms of training and testing in Table 15.

3.7 Comparison with Other Public Datasets
Several real network traffic traces are readily available to the
research community as reported in Section 2. Although these
traffic traces are invaluable to the research community most
if not all, fail to satisfy one or more requirements described
in Section 1. This paper is mostly distinguished by the fact
that the issue of data generation is approached from what other
datasets have been unable to provide, for the network secu-
rity community. It attempts to resolve the issues seen in other
datasets by presenting a systematic approach to generate real-
life network intrusion datasets. Table 16 summarizes a com-
parison between the prior datasets and the dataset generated
through the application of our systematic approach to fulfill
the principal objectives outlined for qualifying dataset.

Most datasets are unlabelled as labelling is labor-intensive
and requires a comprehensive search to tag anomalous traffic.
Although an IDS helps by reducing the work, there is no guar-
antee that all anomalous activity is labelled. This has been a
major issue with all datasets and one of the reasons behind the
post insertion of attack traffic in the DARPA 1999 dataset, so
that anomalous traffic can be labelled in a deterministic man-
ner. Having seen the inconsistencies produced by traffic merg-
ing, this paper has adopted a different approach to provide the
same level of deterministic behavior with respect to anomalous
traffic by conducting anomalous activity within the capturing
period using available network resources. Through the use of
logging, all ill-intended activity can be effectively labelled.
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Figure 9: Fast distributed feature extraction, correlation and labelling framework

The extent and scope of network traffic capture become
relevant in situations where the information contained in the
traces may breach the privacy of individuals or organizations.
In order to prevent privacy issues, almost all publicly avail-
able datasets remove any identifying information such as pay-
load, protocol, destination and flags. In addition, the data is
anonymized where necessary header information is cropped or
flows are just summarized.

In addition to anomalous traffic, traces must contain back-
ground traffic. Most captured datasets have little control over
the anomalous activities included in the traces. However, a
major concern with evaluating anomaly based detection ap-
proaches is the requirement that anomalous traffic must be
present at a certain scale. Anomalous traffic also tends to be-
come outdated with the introduction of more sophisticated at-
tacks. So, we have generated more up-to-date datasets that
reflect the current trends and are tailored to evaluate certain
characteristics of detection mechanisms which are unique to
themselves.

As discussed earlier, several datasets are available for evalu-
ating an IDS. Network intrusion detection researchers evaluate
detection methods using intrusion datasets to demonstrate how
their methods can handle recent attacks and network environ-
ments. We have used our datasets to evaluate several network
intrusion detection methods. Some of them are outlier-based
network anomaly detection approach (NADO) [4], an unsu-
pervised method [3, 6], an adaptive outlier-based coordinated
scan detection approach (AOCD) [5], and a multi-level hybrid
IDS (MLH-IDS) [15]. We found better results in almost all the
experiments when we used TUIDS dataset in terms of false
positive rate, true positive rate and F-measure.

3.8 Comparison with Other Relevant Work

Our approach differs from other works as follows.

• The NSL-KDD [32] dataset is an enhanced version of
the KDDcup99 intrusion dataset prepared by Tavallaee
et al. [43]. This dataset is too old to evaluate a mod-
ern detection method or a system that has been devel-
oped recently. It removes repeated traffic records from
the old KDDcup99 dataset. In contrast, our datasets are
prepared using diverse attack scenarios incorporating re-
cent attacks. Our datasets contain both packet and flow
level information that help detect attacks more effectively
in high speed networks.

• Song et al. [39] prepared the KU dataset and used the
dataset to evaluate an unsupervised network anomaly de-
tection method. This dataset contains 17 different features
at packet level only. In contrast, we present a systematic
approach to generate real-life network intrusion datasets
and prepared three different categories of datasets at both
packet and flow levels.

• Like Shiravi et al. [37], our approach considers recently
developed attacks and attacks on network layers when
generating the datasets. Shiravi et al. concentrate mostly
on application-layer attacks. They build profiles for dif-
ferent real-world attack scenarios and use them to gener-
ate traffic that follows the same behavior while generating
the dataset at packet level. In comparison, we generate
three different categories of datasets at both packet and
flow levels for the research community to evaluate detec-
tion methods or systems. Since we have extracted more
number of features at both packet and flow levels. Our
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Table 11: List of packet level features in TUIDS intrusion dataset
Label/feature name Type Description
Basic features
1. Duration C Length (number of seconds) of the connection
2. Protocol-type D Type of protocol, e.g., tcp, udp, etc.
3. Src-ip C Source host IP address
4. Dest-ip C Destination IP address
5. Src-port C Source host port number
6. Dest-port C Destination host port number
7. Service D Network service at the destination, e.g., http, telnet, etc.
8. num-bytes-src-dst C The number of data bytes flowing from source to destination
9. num-bytes-dst-src C The number of data bytes flowing from destination to source
10. Fr-no C Frame number
11. Fr-len C Frame length
12. Cap-len C Captured frame length
13. Head-len C Header length of the packet
14. Frag-off D Fragment offset: ‘1’ for the second packet overwrite everything, ‘0’ otherwise
15. TTL C Time to live: ‘0’ discards the packet
16. Seq-no C Sequence number of the packet
17. CWR D Congestion window record
18. ECN D Explicit congestion notification
19. URG D Urgent TCP flag
20. ACK D Acknowledgement flag value
21. PSH D Push TCP flag
22. RST D Reset TCP flag
23. SYN D Syn TCP flag
24. FIN D Fin TCP flag
25. Land D 1 if connection is from/to the same host/port; 0 otherwise
Content-based features
26. Mss-src-dest-requested C Maximum segment size from source to destination requested
27. Mss-dest-src-requested C Maximum segment size from destination to source requested
28. Ttt-len-src-dst C Time to live length from source to destination
29. Ttt-len-dst-src C Time to live length from destination to source
30. Conn-status C Status of the connection (e.g., ‘1’ for complete, ‘0’ for reset)
Time-based features
31. count-fr-dest C Number of frames received by unique destinations in the last T seconds from the same source
32. count-fr-src C Number of frames received from unique sources in the last T seconds from the same destination
33. count-serv-src C Number of frames from the source to the same destination port in the last T seconds
34. count-serv-dest C Number of frames from destination to the same source port in the last T seconds
35. num-pushed-src-dst C The number of pushed packets flowing from source to destination
36. num-pushed-dst-src C The number of pushed packets flowing from destination to source
37. num-SYN-FIN-src-dst C The number of SYN/FIN packets flowing from source to destination
38. num-SYN-FIN-dst-src C The number of SYN/FIN packets flowing from destination to source
39. num-FIN-src-dst C The number of FIN packets flowing from source to destination
40. num-FIN-dst-src C The number of FIN packets flowing from destination to source
Connection-based features
41. count-dest-conn C Number of frames to unique destinations in the last N packets from the same source
42. count-src-conn C Number of frames from unique sources in the last N packets to the same destination
43. count-serv-srcconn C Number of frames from the source to the same destination port in the last N packets
44. count-serv-destconn C Number of frames from the destination to the same source port in the last N packets
45. num-packets-src-dst C The number of packets flowing from source to destination
46. num-packets-dst-src C The number of packets flowing from destination to source
47. num-acks-src-dst C The number of acknowledgement packets flowing from source to destination
48. num-acks-dst-src C The number of acknowledgement packets flowing from destination to source
49. num-retransmit-src-dst C The number of retransmitted packets flowing from source to destination
50. num-retransmit-dst-src C The number of retransmitted packets flowing from destination to source
C-Continuous, D-Discrete

datasets will help to identify individual attacks in more
effectively in high speed networks.

4 Observations and Conclusion

Several questions may be raised with respect to what consti-
tutes a perfect dataset when dealing with the datasets gener-
ation task. These include qualities of normal, anomalous or
realistic traffic included in the dataset. We provide a path and
a template to generate a dataset that simultaneously exhibits
the appropriate levels of normality, anomalousness and real-
ism while avoiding the various weak points of currently avail-
able datasets, pointed out earlier. Quantitative measurements
can be obtained only when specific methods are applied to the
dataset.

The following are the major observations and requirements
when generating an unbiased real-life dataset for intrusion de-
tection.

• The dataset should not exhibit any unintended property in
both normal and anomalous traffic.

• The dataset should be labelled properly.

• The dataset should cover all possible current network sce-
narios.

• The dataset should be entirely nonanonymized.

• In most benchmark datasets, the two basic assumptions
described in Section 1 are valid but this bias should be
avoided as much as possible.
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Table 12: List of flow level features in TUIDS intrusion dataset
Label/feature name Type Description
Basic features
1. Duration C Length (number of seconds) of the flow
2. Protocol-type D Type of protocol, e.g., TCP, UDP, ICMP
3. Src-ip C Source host IP address
4. Dest-ip C Destination IP address
5. Src-port C Source host port number
6. Dest-port C Destination host port number
7. ToS D Type of service
8. URG D TCP urgent flag
9. ACK D TCP acknowledgement flag
10. PSH D TCP push flag
11. RST D TCP reset flag
12. SYN D TCP SYN flag
13. FIN D TCP FIN flag
14. Src-bytes C Number of data bytes transfered from source to destination
15. Dest-bytes C Number of data bytes transfered from destination to source
16. Land D 1 if connection is from/to the same host/port; 0 otherwise
Content-based features
17. Conn-status C Status of the connection (e.g., ‘1’ for complete, ‘0’ for reset)
Time-based features
18. count-dest C Number of flows to unique destination IPs in the last T seconds from the same source
19. count-src C Number of flows from unique source IPs in the last T seconds to the same destination
20. count-serv-src C Number of flows from the source to the same destination port in the last T seconds
21. count-serv-dest C Number of flows from the destination to the same source port in the last T seconds
Connection-based features
22. count-dest-conn C Number of flows to unique destination IPs in the last N flows from the same source
23. count-src-conn C Number of flows from unique source IPs in the last N flows to the same destination
24. count-serv-srcconn C Number of flows from the source IP to the same destination port in the last N flows
25. count-serv-destconn C Number of flows to the destination IP to the same source port in the last N flows
C-Continuous, D-Discrete

• Several datasets lack traffic features, although it is impor-
tant to extract traffic features with their relevancy for a
particular attack.

Despite the effort needed to create unbiased datasets, there
will always be deficiencies in any one particular dataset.
Therefore, it is very important to generate dynamic datasets
which not only reflect the traffic compositions and intrusions
types of the time, but are also modifiable, extensible, and re-
producible. Therefore, new datasets must be generated from
time to time for the purpose of analysis, testing and evalua-
tion of network intrusion detection methods and systems from
multiple perspectives.

In this paper, we provide a systematic approach to generate
real-life network intrusion datasets using both packet and flow
level traffic information. Three different types of datasets has
been generated using the TUIDS testbed. They are (i) the TU-
IDS intrusion dataset, (ii) the TUIDS coordinated scan dataset,
and (iii) the TUIDS DDoS dataset. We incorporate the maxi-
mum number of possible attacks and scenarios when generat-
ing the datasets on our testbed network.

Acknowledgments

This work is partially supported by Department of Information
Technology (DIT) and Council of Scientific & Industrial Re-
search (CSIR), Government of India. The authors are thankful
to the funding agencies and also gratefully acknowledge the
anonymous reviewers for their valuable comments.

References

[1] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“RODD: An effective reference-based outlier detection
technique for large datasets,” in Proceedings of First In-
ternational Conference on Computer Science and Infor-
mation Technology, pp. 76–84, Bangalore, India, 2011.

[2] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“Network anomaly detection: Methods, systems and
tools,” IEEE Communications Surveys and Tutorials,
vol. 16, no. 1, pp. 303–336, 2014.

[3] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“Towards an unsupervised method for network anomaly
detection in large datasets,” Computing and Informatics,
vol. 33, no. 1, pp. 1–34, 2014.

[4] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“NADO: Network anomaly detection using outlier ap-
proach,” in Proceedings of ACM International Con-
ference on Communication, Computing & Security,
pp. 531–536, New York, USA, 2011.

[5] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“AOCD: An adaptive outlier based coordinated scan de-
tection approach,” International Journal of Network Se-
curity, vol. 14, no. 6, pp. 339–351, 2012.

[6] M. H. Bhuyan, D. K. Bhattacharyya, and J. K. Kalita,
“An effective unsupervised network anomaly detection
method,” in Proceedings of ACM International Confer-
ence on Advances in Computing, Communications and
Informatics, pp. 533–539, New York, USA, 2012.

[7] CACE Technologies, WinPcap, June 2015.
(http://www.winpcap.org)

[8] CAIDA, The Cooperative Analysis for Internet Data
Analysis, 2011. (http://www.caida.org)



International Journal of Network Security, Vol.17, No.6, PP.683-701, Nov. 2015 698

Table 13: List of features in the KDDcup99 intrusion dataset
Label/feature name Type Description
Basic features
1. Duration C Length (number of seconds) of the connection
2. Protocol-type D Type of protocol, e.g., tcp, udp, etc.
3. Service D Network service at the destination, e.g., http, telnet, etc.
4. Flag D Normal or error status of the connection
5. Src-bytes C Number of data bytes from source to destination
6. Dst-bytes C Number of data bytes from destination to source
7. Land D 1 if connection is from/to the same host/port; 0 otherwise
8. Wrong-fragment C Number of “wrong” fragments
9. Urgen C Number of urgent packets
Content-based features
10. Hot C Number of “hot” indicators (hot: number of directory accesses, create and execute program)
11. Num-failed-logins C Number of failed login attempts
12. Logged-in D 1 if successfully logged-in; 0 otherwise
13. Num-compromised C Number of “compromised” conditions (compromised condition: number of file/path not found errors and jumping commands)
14. Root-shell D 1 if root-shell is obtained; 0 otherwise
15. Su-attempted D 1 if “su root” command attempted; 0 otherwise
16. Num-root C Number of “root” accesses
17. Num-file-creations C Number of file creation operations
18. Num-shells C Number of shell prompts
19. Num-access-files C Number of operations on access control files
20. Num-outbound-cmds C Number of outbound commands in an ftp session
21. Is-host-login D 1 if login belongs to the “hot” list; 0 otherwise
22. Is-guest-login D 1 if the login is a “guest” login; 0 otherwise
Time-based features
23. Count C Number of connections to the same host as the current connection in the past 2 seconds
24. Srv-count C Number of connections to the same service as the current connection in the past 2 seconds (same-host connections)
25. Serror-rate C % of connections that have “SYN” errors (same-host connections)
26. Srv-serror-rate C % of connections that have “SYN” errors (same-service connections)
27. Rerror-rate C % of connections that have “REJ” errors (same-host connections)
28. Srv-rerror-rate C % of connections that have “REJ” errors (same-service connections)
29. Same-srv-rate C % of connections to the same service (same-host connections)
30. Diff-srv-rate C % of connections to different services (same-host connections)
31. Srv-diff-host-rate C % of connections to different hosts (same-service connections)
Connection-based features
32. Dst-host-count C Count of destination hosts
33. Dst-host-srv-count C Srv count for destination host
34. Dst-host-same-srv-rate C Same srv rate for destination host
35. Dst-host-diff-srv-rate C Diff srv rate for destination host
36. Dst-host-same-src-port-rate C Same src port rate for destination host
37. Dst-host-srv-diff-host-rate C Diff host rate for destination host
38. Dst-host-serror-rate C Serror rate for destination host
39. Dst-host-srv-serror-rate C Srv serror rate for destination host
40. Dst-host-rerror-rate C Rerror rate for destination host
41. Dst-host-srv-rerror-rate C Srv rerror rate for destination host
C-Continuous, D-Discrete

Table 14: TUIDS dataset traffic composition
Protocol Size (MB) (%)
(a) Total traffic composition
IP 66784.29 99.99
ARP 3.96 0.005
IPv6 0.00 0.00
IPX 0.00 0.00
STP 0.00 0.00
Other 0.00 0.00
(b) TCP/UDP/ICMP traffic composi-
tion
TCP 49049.29 73.44%
UDP 14940.53 22.37%
ICMP 2798.43 4.19%
ICMPv6 0.00 0.00
Other 0.00 0.00

[9] A. Cemerlic, L. Yang, and J.M. Kizza, “Network intru-
sion detection based on bayesian networks,” in Proceed-
ings of the 20th International Conference on Software
Engineering and Knowledge Engineering, pp. 791–794,
San Francisco, USA, 2008.

[10] A. Dainotti and A. Pescape, “PLAB: A packet cap-
ture and analysis architecture,” 2004. (http://traffic.
comics.unina.it/software/ITG/D-ITGpublications/TR-

DIS-122004.pdf)
[11] DEFCON, The SHMOO Group, 2011. (http://cctf.

shmoo.com/)
[12] L. Delooze, Applying Soft-Computing Techniques to

Intrusion Detection, Ph.D. Thesis, Computer Science
Department, University of Colorado, Colorado Springs,
2005.

[13] D. E. Denning, “An intrusion-detection model,” IEEE
Transactions on Software Engineering, vol. 13, pp. 222–
232, Feb. 1987.

[14] A. A. Ghorbani, W. Lu, and M. Tavallaee, “Network at-
tacks,” in Network Intrusion Detection and Prevention,
pp. 1–25, Springer-verlag, 2010.

[15] P. Gogoi, D. K. Bhattacharyya, B. Bora, and J. K.
Kalita, “MLH-IDS: A multi-level hybrid intrusion detec-
tion method,” The Computer Journal, vol. 57, pp. 602–
623, May 2014.

[16] P. Gogoi, M. H. Bhuyan, D. K. Bhattacharyya, and
J. K. Kalita, “Packet and flow-based network intrusion
dataset,” in Proceedings of the 5th International Con-
ference on Contemporary Computing, LNCS-CCIS 306,
pp. 322–334, Springer, 2012.



International Journal of Network Security, Vol.17, No.6, PP.683-701, Nov. 2015 699

Table 15: Distribution of normal and attack connection instances in real time packet and flow level TUIDS datasets
Dataset type

Connection type Training dataset Testing dataset

(a) TUIDS intrusion dataset
Packet level
Normal 71785 58.87% 47895 55.52%
DoS 42592 34.93% 30613 35.49%
Probe 7550 6.19% 7757 8.99%
Total 121927 - 86265 -
Flow level
Normal 23120 43.75% 16770 41.17%
DoS 21441 40.57% 14475 35.54%
Probe 8282 15.67% 9480 23.28%
Total 52843 - 40725 -
(b) TUIDS coordinated scan dataset
Packet level
Normal 65285 90.14% 41095 84.95%
Probe 7140 9.86% 7283 15.05%
Total 72425 - 48378 -
Flow level
Normal 20180 73.44% 15853 65.52%
Probe 7297 26.56% 8357 34.52%
Total 27477 - 24210 -
(c) TUIDS DDoS dataset
Packet level
Normal 46513 68.62% 44328 60.50%
Flooding attacks 21273 31.38% 28936 39.49%
Total 67786 - 73264 -
Flow level
Normal 27411 57.67% 28841 61.38%
Flooding attacks 20117 42.33% 18150 38.62%
Total 47528 - 46991 -

Table 16: Comparison of existing datasets and their characteristics
Dataset u v w No. of instances No. of attributes x y z Some references
Synthetic No No Yes user dependent user dependent Not known any user dependent [4, 1]
KDDcup99 Yes No Yes 805050 41 BCTW P C1 [48, 33, 47, 31]
NSL-KDD Yes No Yes 148517 41 BCTW P C1 [43]
DARPA 2000 Yes No No Huge Not known Raw Raw C2 [37]
DEFCON No No No Huge Not known Raw P C2 [37]
CAIDA Yes Yes No Huge Not known Raw P C1 [37]
LBNL Yes Yes No Huge Not known Raw P C2 [46]
Endpoint Yes Yes No Huge Not known Raw P C2, C3 [46]
UNIBS Yes Yes No Huge Not known Raw P C2 [46]
ISCX-UNB Yes Yes Yes Huge Not known Raw P A [37]
KU Yes Yes No Huge 24 BTW P C1 [39]
TUIDS Yes Yes Yes Huge 50,24 BCTW P,F C1 [4, 1]
u-realistic network configuration
v-indicates realistic traffic
w-describes the label information
x-types of features extracted as basic features (B), content based features (C), time based features(T)

and window based features(W)
y-explains the types of data as packet based (P) or flow based (F) or hybrid (H) or others (O)
z-represents the attack category as C1-all attacks, C2-denial of service, C3-probe, C4-user to root,
C5-remote to local, and A-application layer attacks

[17] D. Hoplaros, Z Tari, and I. Khalil, “Data summarization
for network traffic monitoring,” Journal of Network and
Computer Applications, vol. 37, pp. 194–205, 2014.

[18] Information Systems Technology Group MIT Lin-
coln Lab, DARPA Intrusion Detection Data Sets,
Mar. 2000. (http://www.ll.mit.edu/mission/ communica-
tions/ist/corpora/ideval/data/2000data.html)

[19] V. Jacobson, C. Leres, and S. McCanne, “The tcpdump
manual page,” Lawrence Berkeley Laboratory, Berkeley,
CA, 1989.

[20] V. Jacobson, C. Leres, and S. McCanne, “Libpcap,”
Lawrence Berkeley Laboratory, Berkeley, CA, Initial
public release, June 1994.

[21] KDDcup99, “Knowledge discovery in databases
DARPA archive,” 1999. (https://archive.ics.uci.edu/ml/

databases/kddcup99/)
[22] K. Kendall, A Database of Computer Attacks for the

Evaluation of Intrusion Detection Systems, Master’s The-
sis, MIT, 1999.

[23] Lawrence Berkeley National Laboratory (LBNL),
ICSI, LBNL/ICSI Enterprise Tracing Project, 2005.
(http://www.icir.org/enterprise-tracing/)

[24] A. Lazarevic, L. Ertoz, V. Kumar, A. Ozgur, and J. Sri-
vastava, “A comparative study of anomaly detection
schemes in network intrusion detection,” in Proceedings
of the 3rd SIAM International Conference on Data Min-
ing, pp. 25–36, 2003.

[25] B. Li, J. Springer, G. Bebis, and M. H. Gunes, “A sur-
vey of network flow applications,” Journal of Network



International Journal of Network Security, Vol.17, No.6, PP.683-701, Nov. 2015 700

and Computer Applications, vol. 36, no. 2, pp. 567–581,
2013.

[26] R. P. Lippmann, D. J. Fried, I. Graf, et al., “Evaluating
intrusion detection systems: The 1998 DARPA offline
intrusion detection evaluation,” in Proceedings of the
DARPA Information Survivability Conference and Expo-
sition, pp. 12–26, 2000.

[27] M. V. Mahoney and P. K. Chan, “An analysis of the 1999
DARPA/Lincoln laboratory evaluation data for network
anomaly detection,” in Proceedings of the 6th Interna-
tional Symposium on Recent Advances in Intrusion De-
tection, pp. 220–237, 2003.

[28] S. McCanne and V. Jacobson, “The BSD packet fil-
ter: A new architecture for user level packet capture,”
in Proceedings of the Winter 1993 USENIX Conference,
pp. 259–269, 1993.

[29] J. McHugh, “Testing intrusion detection systems: a cri-
tique of the 1998 and 1999 DARPA intrusion detection
system evaluations as performed by lincoln laboratory,”
ACM Transactions on Information and System Security,
vol. 3, pp. 262–294, Nov. 2000.

[30] P. Mell, V. Hu, R. Lippmann, J. Haines, and M. Zissman,
An Overview of Issues in Testing Intrusion Detection Sys-
tems, 2003. (http://citeseer.ist.psu.edu/621355.html)

[31] Z. Muda, W. Yassin, M. N. Sulaiman, and N. I. Udzir,
“A K-means and naive bayes learning approach for bet-
ter intrusion detection,” Information Technology Journal,
vol. 10, no. 3, pp. 648–655, 2011.

[32] NSL-KDD, NSL-KDD Data Set for Network-based
Intrusion Detection Systems, Mar. 2009. (http://iscx.cs.
unb.ca/NSL-KDD/)

[33] M. E. Otey, A. Ghoting, and S. Parthasarathy, “Fast dis-
tributed outlier detection in mixed-attribute data sets,”
Data Mining and Knowledge Discovery, vol. 12, no. 2-
3, pp. 203–228, 2006.

[34] R. Pang, M. Allman, M. Bennett, J. Lee, V. Paxson, and
B. Tierney, “A first look at modern enterprise traffic,” in
Proceedings of the 5th ACM SIGCOMM Conference on
Internet Measurement, pp. 2, Berkeley, USA, 2005.

[35] R. Pang, M. Allman, V. Paxson, and J. Lee, “The devil
and packet trace anonymization,” SIGCOMM Computer
Communication Review, vol. 36, no. 1, pp. 29–38, 2006.

[36] L. Portnoy, E. Eskin, and S. Stolfo, “Intrusion detection
with unlabeled data using clustering,” in Proceedings of
ACM CSS Workshop on Data Mining Applied to Security,
pp. 5–8, 2001.

[37] A. Shiravi, H. Shiravi, M. Tavallaee, and A. A. Ghorbani,
“Towards developing a systematic approach to generate
benchmark datasets for intrusion detection,” Computers
& Security, vol. 31, no. 3, pp. 357–374, 2012.

[38] J. Song, H. Takakura, and Y. Okabe, “Description
of kyoto university benchmark data,”. pp. 1–3. 2006.
(http://www.takakura.com/Kyoto data/BenchmarkData-
Description-v5.pdf)

[39] J. Song, H. Takakura, Y. Okabe, and K. Nakao, “Toward a
more practical unsupervised anomaly detection system,”
Information Sciences, vol. 231, pp. 4–14, Aug. 2013.

[40] A. Sperotto, R. Sadre, F. Vliet, and A. Pras, “A labeled
data set for flow-based intrusion detection,” in Proceed-
ings of the 9th IEEE International Workshop on IP Oper-
ations and Management, pp. 39–50, Venice, Italy, 2009.

[41] S. J. Stolfo, W. Fan, W. Lee, A. Prodromidis, and P. K.
Chan, “Cost-based modeling for fraud and intrusion de-
tection: Results from the JAM project,” in Proceedings of
the IEEE DARPA Information Survivability Conference
and Exposition, vol. 2, pp. 130–144, USA, 2000.

[42] symantec.com, Symantec Security Response, June 2015.
(http://securityresponse.symantec.com/avcenter)

[43] M. Tavallaee, E. Bagheri, W. Lu, and A. A. Ghorbani,
“A detailed analysis of the KDD CUP 99 data set,” in
Proceedings of the 2nd IEEE International Conference
on Computational Intelligence for Security and Defense
Applications, pp. 53–58, USA, 2009.

[44] C. Thomas, V. Sharma, and N. Balakrishnan, “Usefulness
of DARPA dataset for intrusion detection system evalua-
tion,” in Proceedings of the Data Mining, Intrusion De-
tection, Information Assurance, and Data Networks Se-
curity, SPIE 6973, Orlando, FL, 2008.

[45] UNIBS, University of Brescia Dataset, 2009.
(http://www.ing.unibs.it/ntw/tools/traces/)

[46] J. Xu and C. R. Shelton, “Intrusion detection using con-
tinuous time bayesian networks,” Journal of Artificial In-
telligence Research, vol. 39, pp. 745–774, 2010.

[47] G. Zhang, S. Jiang, G. Wei, and Q. Guan, “A prediction-
based detection algorithm against distributed denial-of-
service attacks,” in Proceedings of the ACM International
Conference on Wireless Communications and Mobile
Computing: Connecting the World Wirelessly, pp. 106–
110, Leipzig, Germany, 2009.

[48] Y. F. Zhang, Z. Y. Xiong, and X. Q. Wang, “Distributed
intrusion detection based on clustering,” in Proceeding of
the International Conference on Machine Learning and
Cybernetics, vol. 4, pp. 2379–2383, Aug. 2005.

Monowar H. Bhuyan is an assistant professor in the Depart-
ment of Computer Science and Engineering at Kaziranga Uni-
versity, Jorhat, Assam, India. He received his Ph.D. in Com-
puter Science & Engineering from Tezpur University (a Cen-
tral University) in February 2014. He is a life member of IETE,
India. His research areas include data mining, cloud security,
computer and network security. He has published 20 papers
in international journals and referred conference proceedings.
He is on the programme committee members/referees of sev-
eral international conferences/journals.

Dhruba K. Bhattacharyya received his Ph.D. in Computer
Science from Tezpur University in 1999. Currently, he is a
Professor in the Computer Science & Engineering Department
at Tezpur University. His research areas include data min-
ing, network security and bioinformatics. Prof. Bhattacharyya
has published more than 220 research papers in leading in-
ternational journals and conference proceedings. Dr. Bhat-
tacharyya also has written/edited 10 books. He is on the edito-
rial boards of several international journals and also on the pro-
gramme committees/advisory bodies of several international
conferences/workshops.



International Journal of Network Security, Vol.17, No.6, PP.683-701, Nov. 2015 701

Jugal K. Kalita is a professor of Computer Science at the Uni-
versity of Colorado at Colorado Springs. He received his Ph.D.
from the University of Pennsylvania in 1990. His research
interests are in natural language processing, machine learn-
ing, artificial intelligence, bioinformatics and applications of
AI techniques to computer and network security. He has pub-
lished more than 150 papers in international journals and re-
ferred conference proceedings and has written two technical
books. Professor Kalita is a frequent visitor of Tezpur Uni-
versity where he collaborates on research projects with faculty
and students.



International Journal of Network Security, Vol.17, No.6, PP.702-707, Nov. 2015 702

An Efficient and Practical Authenticated
Communication Scheme for Vehicular Ad Hoc

Networks

Chin-Chen Chang1, Jen-Ho Yang2, and Yu-Ching Wu3

(Corresponding author: Jen-Ho Yang)

Department of Information Engineering and Computer Science, Feng Chia University1

100 Wenhwa Rd., Seatwen, Taichung 40724, Taiwan, R.O.C.

Department of Information and Electronic Commerce, Kainan University2

No. 1, Kannan Rd., Luzhu, Taoyuan County, 33857, Taiwan, R.O.C.

(Email: jenhoyang@mail.knu.edu.tw)

Department of Computer Science and Information Engineering, National Chung Cheng University3

160 San-Hsing, Ming-Hsiung, Chiayi 621, Taiwan, R.O.C.

(Received Mar. 4, 2013; revised and accepted May 16 & Aug. 13, 2013)

Abstract

In the vehicular ad hoc networks (VANET), various au-
thentication schemes have been proposed for secure com-
munications. However, the previous schemes are ineffi-
cient because each vehicle needs to share and keep a large
number of session keys for communicating with the other
vehicles on the VANET. To overcome the above drawback,
we propose a new authenticated communication scheme
for the VANET. In the proposed scheme, each vehicle
communicates with the other vehicles through the road-
side unit (RSU). Based upon this environment, each ve-
hicle only has to share a session key with the RSU to
communicate with different vehicles. Thus, the proposed
communication model can be simplified on the VANET.

Keywords: Authentication, elliptic curve cryptography,
mobile ad hoc networks, vehicular ad hoc networks, wire-
less communication

1 Introduction

Mobile ad hoc networks (MANET) [1, 3, 14, 17, 19, 21] is
a network architecture which combines ad hoc and wire-
less networks. The MANET does not require a fixed net-
work infrastructure to keep the network connection and
it is self-organized. In the MANET applications, a ve-
hicular ad hoc network (VANET) is the most popular
one because it provides a secure environment for vehicu-
lar communications. However, some characteristics of the
VANET are different from those of the MANET. For ex-
ample, the vehicle speed on the VANET is faster than the
mobile node in the MANET, and the network topology
of the VANET is deployed according to the direction of

roadway. The main goal of the VANET is to provide the
driving safety and comfortable to users. The applications
of the VANET can be divided into two parts: the Intel-
ligent Transportation system (ITS) application and the
comfortable application [5, 11, 13, 16].

Generally, the ITS is used to provide the transmission
safety of vehicle communications and increase the driv-
ing efficiency. The ITS applications include the control of
traffic flows, preventing the car collisions, analyzing the
traffic jams, evaluating the traffic situations, and deciding
the driving routes and so on. For example, a vehicle can
broadcast the accident message to caution the other in-
coming vehicles while a vehicle accident happens. Then,
the incoming vehicles can select other driving routes to
prevent this traffic jam so the possibility of the traffic
accident can be reduced.

Besides, the comfortable application on the VANET
is to provide the network connections for vehicles so the
passengers in vehicles can derive some electronic services.
For example, the passenger can easily download the elec-
tronic music, games, and E-mails in a vehicle.

From the business or commercial point of view, the
VANET has the commercial potential for many ap-
plications so it becomes a popular research in recent
years. For the communication security, many secure
communication schemes for the VANET have been pro-
posed [5, 12, 13, 16]. For traffic control on the VANET, Li
et al. [11] proposed a secure model with three communica-
tion schemes based on ID-based cryptography [10, 15, 20]
and the blind digital signature schemes [2, 4, 18]. In addi-
tion, they also proposed an entertainment service scheme
with privacy preservation for the VANET.

However, we found that Li et al.’s communication
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model for traffic control is too complicated and ineffi-
cient. This is because that each vehicle needs to share
and keep a large number of session keys for communicat-
ing with the other vehicles in their scheme. Moreover, Li
et al.’s communication model is impractical because a ve-
hicle needs to perform different communication schemes
to communicate with different roles on the VANET. Be-
sides, their entertainment service scheme is also inefficient
and impractical because it has unnecessary communica-
tions between the vehicle and the service provider.

To overcome the above-mentioned drawbacks, we pro-
pose an efficient authenticated communication scheme for
the VANET. In the proposed scheme, a vehicle commu-
nicates with the other vehicles through the roadside unit
(RSU), which is set on the roadside to broadcast and
receive messages for vehicles. Based upon this environ-
ment, a vehicle only needs to share a session key with
the RSU to communicate with a large number of vehi-
cles. Besides, the proposed scheme integrates Li et al.’s
three communication schemes so the infrastructure of the
proposed scheme is more practical and simpler for the
VANET.

Besides, we also propose an entertainment service
scheme for the VANET without involving the service
provider. In the proposed service scheme, the function of
the service provider is integrated into the RSU . There-
fore, the communication and computation costs can be
drastically reduced when the passenger requires the en-
tertainment services in a vehicle. According to the above-
mentioned advantages, the proposed scheme is more effi-
cient and practical than the previously proposed schemes
for the VANET.

2 The Related Work

In this section, we briefly describe Li et al.’s scheme [11]
and its drawbacks.

2.1 Li et al.’s Scheme

There are three roles in Li et al.’s scheme: the vehicle, the
roadside unit (RSU), and the service provider. In this
system, each vehicle is equipped with a mobile device to
communicate with the other vehicles and the RSU . The
RSU is responsible for broadcasting traffic information or
entertainment applications to the vehicles. And, the ser-
vice provider is responsible for providing some entertain-
ment services to passengers in a vehicle. In [11], Li et al.
proposed three communication models for the VANET:
the vehicle-to-vehicle communication, the vehicle-to-RSU
communication, and the RSU-to-vehicle communication
models. Besides, Li et al. also proposed a secure and ef-
ficient communication scheme with privacy preservation
(SECSPP) for entertainment applications on the VANET.
The notations used in Li et al.’s schemes are shown in Ta-
ble 1. Now, we describe Li et al.’s schemes as follows.

2.1.1 The Vehicle-to-Vehicle Communication
Scheme

Assume that a vehicle Vi wants to communication with
another vehicle Vj , the detailed steps are shown as follows.

1) Vi selects a random number a and tag#. Next, Vi

computes M = C ⊕ (tag#||IDVi
||IDVj

||TVi
||a) and

C = (ID2
Vi

)H(TVi
||r)KVi , where TVi is a timestamp, r

is the roadway section, and KVi is the secret key of
Vi.

2) Vi broadcasts H ′(SK) ⊕ (tag#, IDVi
, IDVj

, hop,
r, TVj

, M) to the vehicles within Vi’s transmission
range, where H ′(SK) is the shared secret key in the
network.

3) After receiving H ′(SK) ⊕ (tag#, IDVi , IDVj , hop, r,
TVj ,M), Vj decrypts the message by H ′(SK). Then,

Vj computes C ′ = (ID2
Vi

)H(TVi
||r)KVi to reveal S.

And, Vj checks the validity of hop and IDVj
. If they

are valid, then Vj selects a random number b to com-
pute a session key KVj ,Vi

= H(a||b||0).

4) Vj sends H ′(SK) ⊕ (tag#, IDVi
, IDVj

, TVj
, r, S′)

to Vi, where M ′ = C ′ ⊕ (tag#||IDVi ||IDS

||TVi ||r||b||MAC) and MAC = H(KVj ,Vi ; a + 1).

5) After receiving H ′(SK) ⊕ (tag#, IDVi , IDVj , TVj ,
r, S′), A reveals (tag#, IDVi

, IDVj
, TVj

, r||b||MAC).
Then, Vi can compute the session key KVi,Vj

=
H(a||b||0) and verifies the correctness of MAC. If the
above verifications hold, then Vi and Vj can share a
common session key and use it to communicate with
each other.

2.1.2 The Vehicle-to-RSU Communication
Scheme

Assume that an ambulance VA transmits an emergency
signal to the RSU , then VA can control traffic lights on
its way to a hospital. The detailed steps are shown as
follows.

1) VA generates a random number a to compute
M = C ⊕ (ES||IDVA

||IDR ||TVi
||a) and C =

(ID2
R)H(TVA

||r)KVA , where IDR is the identity of
RSU , ES is the emergency signal, and KA is the
secret key. Then, VA sends H ′(SK) ⊕ (ES, IDVA

,
IDR, r, TVA

, M) to R.

2) Upon receiving the above messages, R reveals the
message by H ′(SK) and checks the validity of VA.
If the above verification is correct, then RSU com-
putes C ′ = (ID2

VA
)H(TVA

||r)KR to reveal S. After-
ward, RSU selects a random number b to compute
the session key KR,VA

(a||b||0).

3) RSU sends H ′(SK) ⊕ (ES, IDR, IDVA
, r, TR,

S′) to A, where M ′ = C ′ ⊕ (ES||IDR||IDVA

||TR||r||b||MAC) and MAC = H(KR,VA
||a + 1).
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Table 1: The notations of Li et al.’s scheme

IDX The identity of the entity X
PK ′SSKS The public/private key of the service provider

KX The secret key of the entity X
tag# An unique tag number for a request
hop The number of hops

r The identity of roadway section
ES An emergency signal

MAC The message authentication code
H(·) A collision-free and public one-way hash function
MX The receipt of the service access for the vehicle X
TX A timestamp generated by the entity X

H(SK) The group secret key shared among all nodes in the VANET
|| The concatenation operation

EPKS
{·} The asymmetric encryption function using the public key

DSKS
{·} The asymmetric decryption function using the private key

4) After receiving the above messages, VA uses H ′(SK)
and C to reveal (ES||IDR||IDVA

||TB ||r||b||MAC).
Next, VA computes KVA,R = (a||b||0) to verify the
correctness of MAC. If the above verifications are
correct, then VA and RSU can use the session key to
communicate with each other.

2.1.3 The RSU-to-Vehicle Communication
Scheme

Assume that RSU wants to update the shared group key
H ′(SK) to all vehicles within its transmission range, and
then the detailed steps are shown as follows.

1) RSU generates a new shared key c and nonceR.
Next, the RSU broadcasts the following message
H ′(SK) ⊕ (Update Key, Ht−1(SK), IDR, r, TR,
nonceR) to all vehicles in its transmission range.

2) After Vi receiving the following message: H ′(SK)⊕
(Update Key,Ht−1(SK), IDR, r, TR, nonceR), then
Vi can decrypt it by using H ′(SK). Next, Vi ver-
ifies the shared key Ht−1(SK) by checking if the
equation H ′(SK) = H(Ht−1(SK)) holds or not. If
the equation holds, then Vi updates the shared key
with Ht−1(SK) and broadcasts the following mes-
sage Ht−1(SK)⊕ (IDVi , TVi , r, nonceR + 1) to RSU .

3) After receiving Ht−1(SK) ⊕ (IDVi
, TVi

, r, nonceR +
1), RSU can obtain (IDVi

, TVi
, r, nonceR + 1) by

Ht−1(SK)⊕ (IDVi , TVi , r, nonceR + 1)⊕Ht−1(SK).
Then, RSU verifies if (nonceR + 1) is correct or not.
If it is correct, then RSU knows that Vi has updated
its shared key.

2.2 The Drawbacks of Li et al.’s Scheme

For the traffic control, Li et al. proposed a communication
model containing three schemes: the vehicle-to-vehicle,

the vehicle-to-RSU, and the RSU-to-vehicle communica-
tion schemes. However, this model is too complicated and
inefficient. For example, in Li et al.’s vehicle-to-vehicle
scheme, a vehicle Vi needs to share a session key and keep
it to communicate with another vehicle Vj . If Vi wants to
communicate with a large amount of vehicles, then Vi also
needs to share and keep a large number of session keys for
different vehicles. To communicate with RSU , the vehi-
cle Vi also needs to share another session key with RSU .
This drawback increases the communication and compu-
tation costs of each vehicle in Li et al.’s communication
model for the VANET. In addition, to communicate with
another vehicle or RSU , each vehicle needs to perform
three different schemes. This drawback also makes Li et
al.’s model impractical for the VANET.

3 The Proposed Scheme

For the traffic control on the VANET, Li et al. pro-
posed a model containing three communication schemes
as follows: the vehicle-to-vehicle, the vehicle-to-RSU, and
the RSU-to-vehicle communication schemes. However,
we point out that this model is inefficient and imprac-
tical in Subsection 2.3. If a vehicle Vi can communi-
cate with the other vehicles through RSU , then Vi only
needs to share and keep one session key for RSU on the
VANET. Based upon this conception, we propose an effi-
cient vehicle-RSU-vehicle communication scheme for the
VANET in this section. Then, Li et al.’s three communi-
cation schemes can be simply simplified by the proposed
scheme. Therefore, the proposed communication model
for the traffic control on the VANET is more efficient and
simpler than Li et al.’s model.

Table 2 shows the notations used in the proposed
schemes. Now, we present the proposed schemes as fol-
lows.

Before describing the proposed scheme, we define some
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Table 2: The Notations of the proposed scheme

IDX The identity of the entity X
KVi

A pre-shared key shared between a vehicle Vi and RSU
M The transmitted message such as traffic information and emergency signal
TX A timestamp generated by the entity X

H(·) A secure one-way hash function
ES The entertainment service such as online music and movies
x The secret key of RSU
|| The concatenation operation

notations as follows. In the proposed scheme, the system
chooses Ep(a, b): y2 = x3 + ax + b(modp) over a prime
finite field Fp with the order n, where a, b ∈ Fp, p > 3,
and 4a3 + 27b2 6= 0(modp) [6, 7, 8, 9]. Then, the system
selects x ∈ Zn∗ to be the secret key of RSU and computes
X = x∗Q to be the public key of RSU , where Q is a base
point over Ep and ”*” is the point multiplication over Ep.
When a vehicle Vi wants to join into the proposed system,
Vi first registers with RSU . Then, RSU generates a pre-
shared key KVi = H(IDVi ||x) for Vi, and thus Vi can use
KVi

to communicate with RSU .

Assume that Vi wants to send the message M to an-
other vehicle Vj , then Vi broadcasts M and some authen-
tication information to RSU . Then, RSU can authenti-
cate the source and the validity of M using the pre-shared
key KVi . Also, RSU generates a signature for M using
ECDSA [7] and broadcasts it to Vj . Finally, Vj can ver-
ify the signature to authenticate the validity of M . The
detailed steps are shown as follows.

1) Vi broadcasts {IDVi .IDVj ,M, TVi ,KVi⊕H(M ||TVi)}
to all vehicles and the RSU within its transmission
range.

2) After receiving the above message, Vj does not need
to authenticate it immediately. Vj just stores this
message into its database until it receives the authen-
ticated message from RSU . If Vj does not receive
the authenticated message in a pre-defined expira-
tion time, then it discards this message.

3) After receiving {IDVi
, IDVj

, M , TVi
, KVi

⊕
H(M ||TVi

)}, RSU computes K ′Vi
= H(IDVi

||x) ac-
cording to IDVi

. RSU computes H ′(M ||TVi
) =

K ′Vi
⊕ KVi ⊕ H(M ||TVi). Then, RSU checks if the

equation H ′(M ||TVi) = H(M ||TVi) holds. If it holds,
then RSU authenticates the validity of M and TVi

.

4) RSU randomly selects an integer t ∈ Z∗n and
computes T = t ∗ Q = (x1, y1), where x1 and
y1 are x-coordinate and y-coordinate of T , respec-
tively. RSU computes r = x1 mod n and s =
t−1 · [H(M ||TR) + x · t] mod n. Finally, RSU broad-
casts {IDR, IDVj

,M, (r, s), TR} to all vehicles within
its transmission range.

5) After receiving the above authenticated message, Vj

checks whether the received message is in its database
or not. If the message exists, then Vj computes the
following H(M ||TR) · s−1 mod n, r · s−1 mod n, and
(H(M ||TR) ·s−1)∗Q+(r ·s−1)∗X = (x′1, y

′
1). Then,

RSU computes r′ = x′1 mod n and checks if r′ = r
holds. If it holds, then Vj confirms that the message
is really sent from Vi and M is valid.

Figure 1 illustrates the steps of the proposed vehicle-
RSU-vehicle communication scheme. To broadcast a large
number of vehicles and RSU , a vehicle only needs to share
and keep one session key with RSU in our scheme. There-
fore, the proposed scheme greatly reduces the communi-
cation loads and computation costs.

Based on the proposed scheme, if RSU wants to broad-
cast a message M to a vehicle Vi, we only need to perform
the similar steps according to Step 1 and Step 3. For
example, the RSU replaces {IDVi

, IDVj
,M, TVi

,KVi
⊕

H(M ||TVi
)} with {IDR, IDVj

,M, TR,KVi
⊕ H(M ||TR)}

in Step 1, and then RSU broadcasts it in its broadcast
range. Then, Vi can authenticate M by KVi according
to the verification equations in Step 3. Note that only
the correct Vi can verify the validity of M . Similarly, if
Vi wants to broadcast a message to RSU , then Vi only
needs to perform Step 1 and Step 3 by replacing some
messages. Therefore, we successfully simplify Li et al.’s
three schemes into the proposed vehicle-RSU-vehicle com-
munication scheme.

4 The Security Analysis

To analyze the security of the two proposed schemes, we
discuss some possible attacks as follows.

Replay attack. Assume that an attacker wiretaps the
communications between the vehicles in the pro-
posed vehicle-RSU-vehicle scheme, then the attacker
can obtain {IDVi , IDVj ,M, TVi ,KVi ⊕ H(M ||TVi)}.
Furthermore, the attacker wants to re-broadcast
the following message {IDVi

.IDVj
,M, T ′Vi

,KVi
⊕

H(M ||TVi
)} at the time T ′Vi

. However, this attack
cannot work because RSU computes KVi and checks
if H(M ||T ′Vi

) is equal to H(M ||TVi). Then, RSU can
discover that the message {IDVi

, IDVj
,M, T ′Vi

,KVi
⊕
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Figure 1: The proposed scheme

H(M ||TVi
)} is sent by the attacker because of

H(M ||T ′Vi
) 6= H(M ||TVi

). Hence, this attack is in-
feasible for the proposed scheme.

Impersonation attack. Assume that an attacker wants
to impersonate the vehicle Vi to broadcast
the following message {IDVi

, IDVj
,M∗, T ∗Vi

,K∗Vi
⊕

H(M∗||T ∗Vi
)} in the proposed vehicle-RSU-vehicle

scheme, then he/she selects a random number
x∗ ∈ Zn∗ to compute the pre-shared key K∗Vi

=
H(IDVi ||x∗). In addition, the attacker broad-
casts {IDVi , IDVj ,M

∗, T ∗Vi
,K∗Vi

⊕H(M∗||T ∗Vi
)}. Af-

ter receiving the message, RSU computes KVi
=

H(IDVi
||x) and checks if H(M∗||T ∗Vi

) is equal
to KVi

⊕ K∗Vi
⊕ H(M∗||T ∗Vi

) or not. Ob-
viously, RSU can discover that the message
{IDVi , IDVj ,M

∗, T ∗Vi
,K∗Vi

⊕ H(M∗||T ∗Vi
)} is broad-

casted by the attacker because K∗Vi
6= KVi

. There-
fore, this attack is impossible for the vehicle-RSU-
vehicle scheme.

Outsider attack. Assume that an attacker wants to
obtain the symmetric key KVi

, then he/she inter-
cepts the communication between a vehicle Vi and
RSU to get the messages {IDVi , IDVj ,M, TVi ,KVi⊕
H(M ||TVi

)}. However, it is infeasible to derive the
symmetric key KVi

because the attacker does not
know the secret key x of the RSU , where KVi

=
H(IDVi

||x). To compute KVi
, the attacker has to

know the secret key x. Hence, the outsider attack is
impossible for the proposed scheme.

5 Conclusions

In this paper, we propose an efficient authenticated com-
munication scheme for the traffic control on the VANET.
In the proposed scheme, a vehicle communicates with the
other vehicles through RSU . Based upon this idea, a vehi-
cle only needs to share one session key with RSU to com-
municate with the other vehicles in the proposed schemes.
In addition, the communication model of the proposed
schemes is simpler than that of Li et al.’s schemes. There-
fore, the proposed schemes are more efficient and practical
than the previously proposed schemes for the VANET.
In the future, we will investigate a new communication
scheme without using the elliptic curve cryptosystem so
the vehicle communications on the VANET can become
more efficient in practice.
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Abstract

Recently, Fan et al. proposed a novel e-cash scheme which
allows a user to recover the e-cash he lost. They claimed
their e-cash possesses properties of anonymity, unlinkabil-
ity (i.e. untraceability), bank-off-line payment, double-
spending detection, and anonymity revocation. The e-
cash untraceability is greatly related to users’ privacy and
indicates that no one including the issuer bank can link
e-cash to any user when the e-cash is legally spent. Al-
though, the authors have formally proved the unlinkabil-
ity of their scheme, we still found a loophole to compro-
mise user’s privacy. That is, an issuer bank or an attacker
who intrudes the issuer bank’s system can link e-cash to
a user by collecting e-cash withdrawal and deposit trans-
action messages. This may make the user’s shopping be-
haviors or location information exposed.

Keywords: Anonymity revocation, digital signatures, elec-
tronic commerce and payment, off-Line E-Cash, recover-
able, RSA

1 Introduction

With the advances of technology, people are paying
through diverse payment tools or systems [2, 8, 16, 18],
for example credit cards, debit cards, PayPal, account
transfer, Short-Message-Service (SMS) payment, mobile
phone payments, electronic transportation toll, and etc.
Most of the payment tools or systems are named pay-
ments which make the payers’ identities exposed to the
brokers or intermediaries. In the case of the globally
widespread credit card payments, card-issuing banks are
aware of the contents of the cardholder’s all spending,
such as the cardholder went somewhere to buy something
at some time, visited some restaurant to have dinner, or
travelled to some gas station, and so forth. To prevent

personal privacy exposure to the payment intermediaries,
electronic cash (e-cash) which holds the anonymity prop-
erty like dollar bill can make the payer not to be aware
of and not to be tracked. There have been many crypto-
graphic scientists working within the field of e-cash sys-
tem design [1, 3, 4, 5, 6, 7, 9, 10, 11, 17] since Chaum first
proposed the concept of e-cash in 1982. From the view-
point of control, e-cash systems fall into two categories:
bank-controlled e-cash systems, ex. Mondex, and P2P
(peer-to-peer)-distributed e-cash systems, ex. Bitcoin.

Mondex [15] developed by National Westminster Bank
in the U. K. and had big success in 1990s. It has the
advantage of absolute anonymity but opens a perfect way
for criminals to illegally transfer funds with untraceabil-
ity. While Bitcoin [13, 19] kills the role of the central
bank or authority, reduces the expensive bank-processing
cost, and prevails over the cyberspace and the real world.
All activities including coin mintage, coin validness check,
double-spending check are done through the cooperation
of the peer nodes on the Bitcoin P2P network. By just
generating a public/private key pair, a user can join the
Bitcoin network, and he/she uses this public key as a
his/her pseudonym to mine, exchange, buy, and pay the
Bitcoin without revealing his/her real identity and loca-
tion. However, some privacy issues exist since all Bitcoin
transactions are public. One may trace sensitive transac-
tions or de-anonymize social network data using network
topology, thus violating users’ privacy [12, 14].

For a sound cash system, some essential properties
should be focused.

Verifiability. The validness of e-cash can be publicly ex-
amined.

Unforgeability. E-cash should be only issued through
defined procedures. No one including banks can forge
e-cash by other ways.
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Anonymity. It indicates that a user need not present
his/her real identity when paying.

Untraceability or Unlinkability. It means that no
one including the banks can know the owner of the
e-cash when it is legally used. Specially, although
the bank provides e-cash withdrawal service to her
account holder, it cannot link any e-cash to her ac-
count holder.

Double-spending detection. An e-cash system should
prevent e-cash to be spent twice. If it happens, the
system should efficiently catch the cheater.

Anonymity revocation. When e-cash is used for illegal
purposes such as money laundering and tax evading,
the system should disclose the owner identity of the
e-cash.

Recently, Fan et al. [3] proposed a bank-off-line e-cash
scheme with fast anonymity revoking. Bank-off-line e-
cash indicates that e-cash in a payment transaction need
not an online bank to examine its validness. Fan et al.
claimed that each user possessed anonymity and unlinka-
bility, and the user is allowed to recover his e-cash when
lost. Besides, the bank can detect the double spending
and efficiently derive the identity of the user, without any
help of the Trust Third Party (TTP). Moreover, TTP
can revoke the anonymity of the e-cash owner when ille-
gal transaction occurs. Additionally, Fan et al. scheme
allows the police to trace a specific user. However, after
examining their scheme, we found that it does not have
anonymity and unlinkability.

2 Review of Fan et al.’s Scheme

Fan et al.’s e-cash scheme [3] applies the concepts of
Chaum’s blind signature and the chameleon hashing func-
tion. It consists of two main protocols, the withdrawal
protocol and the payment protocol, and four entities user,
bank, shop and the judge. The bank publishes {nb, eb}
as RSA public key, H as one-way hash function, and
{p, q, g} as the parameters of chameleon hashing func-
tion hHk. The judge generates public and private key
pair {pkj , skj}, and embeds {pkj , skj , H, hHk, nb, eb} into
a tamper-resistant device. In the below, we first describe
Fan et al.’s withdrawal and payment protocols and show
their weaknesses then.

2.1 E-cash Withdrawal

In an e-cash withdrawal process, Fan et al.’s scheme as-
sumes that the bank authenticates her account holder
through a secure channel first. The bank and the user
then perform the following e-cash withdrawal protocol.

1) User → Bank: Epkj
(k,m, r).

The user randomly chooses three random strings
{k,m, r} and he then sends Epkj

(k,m, r) to the bank,

where E(·) is a public key encryption algorithm and
k is a secret session key to be shared with the judge’s
device embedded in the bank system.

2) Bank → Judge’s device: {Epkj
(k,m, r), µ}.

After the bank authenticates the user, she knows the
user’s identity IDu. She then sends Epkj

(k,m, r) and
µ = IDu to the judge’s device.

3) Judge’s device → Bank: {β,Ek(x, x′, c, k, δ)}.
On receiving {Epkj

(k,m, r), µ}, the judge’s de-
vice uses the stored private key skj to decrypt
Epkj (k,m, r) and obtain {k,m, r}. Then, it ran-
domly chooses three strings {r1, r2, c}, and computes

x = (µ||r1),

x′ = x−1(modq),

δ = Epkj
(µ, r2),

y = gx(modp),

β = (c−1)ebhHk(m, r)H(δ||y)(modnb),

where hHk(m, r) = gmyr(modq), and outputs
{β,Ek(x, x′, c, k, δ)} to the bank system. Note that
hHk(·) is a chameleon hashing function with the se-
cret key Hk; given hHk(m, r) one can easily find a
preimage (m′, r′) such that hHk(m′, r′) = hHk(m, r)
if he knows the secret key Hk.

4) Bank → User: {t, Ek(x, x′, c, k, δ)}
On receiving the device response, the bank sys-
tem returns {t = βdb , Ek(x, x′, c, k, δ)} to the user
(where db is the bank’s RSA signing key), and
stores {IDu, Epkj (k,m, r), Ek(x, x′, c, k, δ)} in her
database.

5) User unblinding e-cash On receiving {t, Ek(x, x′, c, k,
δ)}, the user decrypts Ek(x, x′, c, k, δ) and parses the
4th parameter in the decryption result as k′. Then
he checks whether k′ = k. If it holds, he computes∑

= ct(modnb). At last, the user obtains an e-cash
as {

∑
, y,m, r, δ}.

2.2 E-cash Paying and Deposit

A user in Fan et al.’s e-cash system allows to pay his cash
to an Internet shop in the bank-offline manner as follows.

1) Shop → User: {m′}.
On receiving the user’s payment request, the shop
sends a challenge m′ = (IDsrs) to the user, where
IDs is the shop’s identity and rs is a random string.

2) User → Shop: {
∑
, y, r′, δ}

On receiving the shop’s challenge m′, the user com-
putes r′ = x′(m + xr −m′)(modq) and answers the
shop {

∑
, y, r′, δ}.

3) Shop → Bank: {
∑
, y,m′, r′, δ} On receiving the

user’s response, the shop verifies if the following equa-
tion holds.

eb∑
= hHk(m′, r′)H(δ||y)(modnb).
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If it holds, the shop accepts the e-cash and stores the
e-cash transcript {

∑
, y,m′, r′, δ}. In the clear time,

the shop sends the bank the e-cash transcript.

4) Bank: acceptance or rejection. On receiving the e-
cash transcript for deposit from the shop, the bank
first verifies the e-cash by checking if the equation
in 3) holds and if data {

∑
, y, δ} has not existed in

bank’s database. If both are true, the bank stores
the e-cash transcript {

∑
, y,m′, r′, δ} in the database

and credits the shop’s account. Otherwise, the bank
rejects the shop’s deposit request.

3 A Loophole of Users’ Privacy

An attacker can collect the transmitted messages of with-
drawal, payment and deposit transactions in Fan et al.’s
e-cash system, and obtain information as follows:

1) From a withdrawal transaction, the attacker can
know the values, µ, β, and t. Notice that the user in
the end of the transaction privately produces the e-
cash {

∑
, y,m, r, δ} which is not known to any other

ones including the attacker.

2) From an off-line payment transaction, the attacker
can know the e-cash, {

∑∗
, y∗,m∗, r∗, δ∗} from the

communication.

He then launches an offline attack by the following
steps.

1) Computes c∗ =
∑∗

t−1(modnb).

2) Computes to see if β ?
= hHk(m∗, r∗)H(δ∗||y∗).

If the equation in 2) holds, the attacker links the e-
cash {

∑∗
, y∗,m∗, r∗, δ∗} to the user whose identity is µ(=

IDu). Thus, the features of anonymity and unlinkability
are broken.

4 Conclusion

In this paper, we showed that Fan et al.’s recoverable off-
line e-cash’s scheme is flawed. It suffers from linkability
and identity leakage. This may result in e-cash user’s
shopping behaviors and movement information exposed
to banks or attackers.
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Abstract

A Wi-Fi has been able to accomplish great transmission
due to its co-transfer mode. Each wireless network node
has to rely on the way to achieve its mission of informa-
tion transmission. In unattended sensing network envi-
ronment, the relay process of how to select an appropri-
ate relay nodes can adjust power consumption and com-
munication quality, so it has attracted a lot of research
attention and considerable results. Yang and Brante are
few of researchers in recent years. They applied the fuzzy
inference system to the relay selection algorithm, which
was confirmed to have a good performance. In this study,
a safety assessment method for fuzzy relay selection al-
gorithms has been introduced. and introduce the safety
performance of Yang’s and Brante’s method. Then this
article can be expected to extend the depth and breadth
by the future research.

Keywords: Fuzzy relationship rule, relay selection algo-
rithm, wireless sensor network

1 Introduction

This study focuses on the issue of saving sensor networks.
The need for energy-saving of sensor networks is required,
because it was difficult or impossible to charge energy in
some application areas at unattended sensing nodes. In
this case, the whole sensing network life cycle was de-
pendent on battery power [24, 31]. In the energy-saving
study area, it is usually divided into three areas: sens-
ing, aggregated data and communication [11, 12]. The
relay selection algorithms belong to the field of commu-
nications. The research in this area pointed out that the
biggest action of power consumption in the wireless sensor
nodes are transmitted and received [3], and most effec-
tive energy-saving strategy is to use sleep mode [7]. This
strategy allows a node only to transmit and receive when
it?s necessary. However, how to select the most appro-

priate partners [1] from candidate relay gateway nodes
in staggered complex wireless sensor networks is to avoid
transmitting and receiving the same information by all
possible nodes. Repeating each other’s electricity con-
sumption will result in lower overall network life cycle.
That was still a very important issue [6, 31]. Specifically,
the trade-off problem [2] was how to balance the commu-
nication quality and remainder power between nodes, and
still able to maintain optimal network life cycle.

Cover and ElGamal proposed the concept of three relay
architecture [5] first in 1979. The existing study of relay
selection techniques can be classified as a measure, effec-
tiveness threshold and adjustment patterns opportunity.
For communication nodes to exchange information point
of view, it can be divided into two types of forms and
competitions [23]. Recently, for the fuzzy relay selection
algorithm, it is based on fuzzy sets to use fuzzy rule base
and defuzzification architecture out of the relay selection
algorithms. Yang made the first algorithm based fuzzy
relay selection, and proved the effectiveness of the use of
fuzzy theory that can make performers get traditional re-
lay selection algorithm [28]. Brante structure is a more
complete fuzzy relay selection algorithm. It focuses on
the balance of nodes between the quality of communica-
tion and remainder power, and optimizing the efficiency
of the algorithm [4]. This paper suggests that poor design
of fuzzy relay selection algorithms is most likely to suffer
an attack [22]. If the algorithm without adjustment, then
it would choose a high power, high communication state
parameters. It will come to the opposite effect, and lose
the purposes to reach energy-saving and adjust commu-
nication in a power attack mode. Therefore, that needs
to be properly analyzed to protect its safety.

This paper are organized as follows: Section 2 describes
the relay selection algorithms, including the fuzzy relay
selection algorithms proposed by Yang and Brante. Sec-
tion 3 describes a safety test system. Section 4 is to ana-
lyze the results of Yang and Brante algorithm in a safety
test system. Section 5 is about future research. The last
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section is to make a conclusion.

2 Fuzzy Relay Selection Algo-
rithm

Yang [28] and Brante [4] proposed a fuzzy relay selection
algorithm. The algorithm has shown better trade-off than
traditional effect. This section describes a fuzzy system
architecture of wireless sensor networks, and the research
methods proposed by Yang and Brante who used the fuzzy
rule base system by this architecture.

2.1 Fuzzy Based Relay Selection Algo-
rithm

The fuzzy inference system has first started since 1965.
When Zadeh published the fuzzy logic and created the
fuzzy theory [29, 30]. It has been developed over the
years. Those theoretical methods included: the mem-
bership function, fuzzy, fuzzy inference rule and defuzzifi-
cation [21]. The well known MATLAB platform has built
based on the Foundations of Fuzzy Logic to specificly
practice Mamdani [17, 18] and Sugeno’s theory [17, 26].
Moreover, MATLAB provides an easy-to-operate graphi-
cal interface [10] with Fuzzy Logic Toolbox. Such a com-
plete modeling environment has become a favorite tool of
researchers [25].

A typical fuzzy inference system architecture built on
MATLAB as in Figure 1.

Figure 1: A block diagram of a typical fuzzy inference
system

A simple instance exercises of typical fuzzy inference
system on MATLAB is shown in Figure 2. It accounts for
the situation of fuzzy relay selection algorithm on wireless
sensor networks. The construction of its contents is shown
in the following subsections.

2.1.1 Define the Variables

This example is a scenarios for battery-powered wireless
sensor networks. The main application of the fuzzy con-
troller is to regulate power consumption and communica-
tion status. Therefore, Two input variables are defined as
the Re (remaining energy) and CSI (Chanel State Infor-
mation). One output variable is defined as Select (prob-
ability of a candidate node for forwards select). Its rep-
resentations are as follows: (1) variable domain range,
(2) variable parameter, (3) parameter semantic and (4)
member function.

Figure 2: Typical instance of a fuzzy inference system on
MATLAB

Variable Domain Range:

Re = [0 ∼ 100%]
CSI = [−255dBm ∼ 0dBm]

Select = [0 ∼ 100%]

Variable Parameter:

Re = {S : Small,M : Medium,L : Large}
CSI = {S : Small,M : Medium,L : Large}

Select = {VB : V eryBad,B : Bad,
M : Medium,
G : Good,VG : V eryGood}

Parameter Semantic:

Re = {Lesspower,Mediumpower,Highpower}
CSI = {Badsignal,Mediumsignal,Goodsignal}

Select = {V erybad,Bad, InterMedium,Good,
V erygood}

Member Function:

Re{S} = trimf(X1 : 0, 0.25, 0.5)
Re{M} = trimf(X1 : 0.25, 0.5, 0.75)
Re{L} = trimf(X1 : 0.5, 0.75, 1)
CSI{S} = trimf(X2 : −255,−187.5,−125)
CSI{M} = trimf(X2 : −187.5,−125,−62.5)
CSI{L} = trimf(X2 : −125,−62.5, 0)

Select{VB} = trimf(Y : 0, 0, 0.25)
Select{B} = trimf(Y : 0, 0.25, 0.5)
Select{M} = trimf(Y : 0.25, 0.5, 0.75)
Select{G} = trimf(Y : 0.5, 0.75, 1)

Select{VG} = trimf(Y : 0.75, 1, 1)
(1)

This example used Triangle Membership function
(trimf). The input values will belong to a different set,
and convert to the µ (membership grade) between 0∼1.
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2.1.2 Design a Fuzzy Rule Base

A fuzzy rule base is based on experience and expert knowl-
edge. It’s translated to semantic with the control rules as
“If X1 and X2 Then Y”. The example was divided into
three fuzzy parameters. Therefore, it can be deduced to
a relation matrix of 3 ∗ 3 input and output in Table 1.
Thus, the rule bases are got as nine fuzzy rules:

Rule1 : If X1 : Re{S} andX2 : CSI{S}
Then Y : Select{V B}

Rule2 : If X1 : Re{S} andX2 : CSI{M}
Then Y : Select{B}

Rule3 : If X1 : Re{S} andX2 : CSI{L}
Then Y : Select{B}

Rule4 : If X1 : Re{M} andX2 : CSI{S}
Then Y : Select{B}

Rule5 : If X1 : Re{M} andX2 : CSI{M}
Then Y : Select{M}

Rule6 : If X1 : Re{M} andX2 : CSI{L}
Then Y : Select{G}

Rule7 : If X1 : Re{L} andX2 : CSI{S}
Then Y : Select{M}

Rule8 : If X1 : Re{L} andX2 : CSI{M}
Then Y : Select{G}

Rule9 : If X1 : Re{L} andX2 : CSI{L}
Then Y : Select{V G}

(2)

Table 1: The relation matrix of fuzzy rules base

Re\CSI S M L

S VB B B

M B M G

L M G VG

2.1.3 Fuzzification

Assume the input value is set to Re = 60%, CSI = -
75dBm in Figure 2. According to the membership func-
tion represented by Equations (1) and (2), the member-
ship grade is obtained: µRe{M} = 0.6, µRe{L} = 0.4,
µCSI{M} = 0.2, µCSI{L} = 0.8. Next, the specified rule is
based on this instance process Min fuzzy arithmetic with
the And of sets operator to output membership function
value as shown in Table 2:

2.1.4 Defuzzification

It’s not the only value was obtained by the output mem-
bership function. In this case, calculated result was using
the Max aggregation method and the Centroid method to
defuzzification such as follows:

Z∗Cente =
Z1 + Z2 + Z3 + Z4 + Z5 + Z6 + Z7

0.2 + 0.2 + 0.2 + 0.6 + 0.6 + 0.6 + 0.4

=
1.976

2.8
= 0.706 (3)

Notes:

Z1 = 0.3× 0.2,

Z2 = 0.5× 0.2,

Z3 = 0.55× 0.2,

Z4 = 0.65× 0.6,

Z5 = 0.75× 0.6,

Z6 = 0.85× 0.6,

Z7 = 0.85× 0.6,

Z8 = 0.89× 0.4.

The output value of 0.706 was got by the typical fuzzy
inference system. If the value is greater than the defuzzi-
fication output of other nodes, eventually, this node is
selected as the relay node from fuzzy relay selection algo-
rithms in wireless sensor networks.

2.2 Yang’s Fuzzy Inference Method

Although fuzzy theory have developed for many years.
But it can be applied to regulate power consumption and
communication status of a relay selection method in wire-
less sensor networks only by Yang until 2009. Although
the relay selection algorithm by Yang’s have assigned the
membership function within fuzzy system functions. But
it’s only using the traditional method of weighted aver-
age instead of the fuzzy inference rule and defuzzification
process. Yang’s fuzzy theory operation is shown in the
following subsections.

2.2.1 Define the Variables

Variable Domain Range:

Re = [0 ∼ 100%]

CSI = [−255dBm ∼ 0dBm].

Variable Parameter:

Re = {All},
CSI = {All}.

Parameter Semantic:

Re = {Power},
CSI = {Signal}.

Member Function:

Re{All} = trimf(X1 : 0, 0, 1)

CSI{All} = trimf(X2 : −255,−255, 0).

2.2.2 Design a Fuzzy Rule Base

From the above, Yang uses a single variable parameter.
The fuzzy system will create the equivalent of fuzzy input
matrix R:

R = [µRe{All}, µCSI{All}].
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Table 2: Operation results by Min fuzzy method

Re \ CSI µCSI{S} = 0 µCSI{M} = 0.2 µCSI{L} = 0.8

µRe{S} = 0 Min(0,0)=0 Min(0,0.6)=0 Min(0,0.8)=0

µRe{M} = 0.6 Min(0.6,0)=0
Min(0.6,0.2)=
µSelect{M}(0.2)

Min(0.6,0.8)=
µSelect{G}(0.6)

µRe{L} = 0.4 Min(0.4,0)=0
Min(0.4,0.2)=
µSelect{G}(0.2)

Min(0.4,0.8)=
µSelect{V G}(0.4)

2.2.3 Fuzzification and Defuzzification

Yang uses the output weights W as a defuzzification op-
eration mechanism:

W = (WRe = 0.5,WCSI = 0.5).

Finally, the following equation is used to assess the
output results to determine a relay node with a maximum
value:

Z = R •W
= (µRe{All} × WRe) + (µCSI{All} × WCSI).

The simulation of Yang’s relay selection algorithm have
proved that the network life cycle is improved than a relay
selection algorithms which only assess a single network
quality with CSI. Although Yang method is still using
some of the traditional method, the survey of literature [1]
for relay selection algorithms has not still categorized the
fuzzy system relay selection algorithms as an exclusive
categories; Brante said: Yang’s research is the first fuzzy
system to use relay selection algorithms [4].

2.3 Brante’s Fuzzy Inference Method

Brante proposed a distributed relay selection algorithm
on wireless sensor networks in 2013. Relative to Yang re-
lay selection algorithm in 2009, Brante’s research has been
able to use the complete fuzzy systems to control the selec-
tion of cooperative nodes. The block diagram of Brante’s
fuzzy system for relay selection algorithms is shown in
Figure 3. Brante’s fuzzy theory operated is shown in the
following subsections.

2.3.1 Define the Variables

Variable Domain Range:

Re = [0 ∼ 100%]

CSI = [0 ∼ ∞].

Variable Parameter:

Re = {L : Low;M : Medium;F : Full}
CSI = {W : Weak;A : Average;S : Strong}

Select = {V B : V eryBad;B : Bad;

M : Medium;G : Good;

V G : V eryGood}

Figure 3: The block diagram of Brante’s fuzzy system for
relay selection

Parameter Semantic:

Re = {LessPower,MediumPower,HighPower}
CSI = {BadSignal,MediumSignal,GoodSignal}

Select = {V eryBad,
Bad,

Medium,

Good,

V eryGood}.

Member Function: Use Trapezoid Membership func-
tion (trapmf).

Re{L} = trapmf(X1 : 0, 0, 0.25, 0.5)

Re{M} = trapmf(X1 : 0.25, 0.5, 0.5, 0.75)

Re{F} = trapmf(X1 : 0.5, 0, 75, 1, 1)

CSI{W} = trapmf(X2 : −255,−255,−187.5,

−125)

CSI{A} = trapmf(X2 : −187.5,−125,−125,

−62.5)

CSI{S} = trapmf(X2 : −125,−62.5, 0, 0)

Select{VB} = trapmf(Y : 0, 0, 0, 0.3)

Select{B} = trapmf(Y : 0.1, 0.3, 0.3, 0.5)

Select{M} = trapmf(Y : 0.3, 0.5, 0.5, 0.7)

Select{G} = trapmf(Y : 0.5, 0.7, 0.7, 0.9)

Select{VG} = trapmf(Y : 0.7, 1, 1, 1).
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2.3.2 Design a Fuzzy Rule Base

Table 3 is Brante’s 3 ∗ 3 relationship matrix of input and
output. Therefore, the rule bases will get 9 fuzzy rules.

Table 3: The relation matrix of Brante’s fuzzy rule

Re\CSI W A S

L VB B B

M B M G

F M G VG

2.3.3 Fuzzification and Defuzzification

The Aggregation Method of Brante’s fuzzy systems used
Max and Centroid for defuzzification. As the general, a
fuzzy systems often output a same value when defuzzi-
fication results in the same value. A random selection
method is used to determine a relay node by Brante’s al-
gorithm. Brante’s method get a better simulation results
when comparison with a traditional random selection re-
lay algorithm and an opportunity chosen relay algorithm,
which also play a simple calculation mechanism of fuzzy
systems and extend the network life cycle.

Yang and Brante officially used the fuzzy theory for
relay selection algorithm in wireless sensor networks. This
paper use the same framework to resolve its methodology.
Comparing their architecture with a typical fuzzy system,
the difference is shown in Table 4.

3 Safety Testing Systems

This section describes a relay selection algorithms based
on fuzzy systems in wireless sensor networks to evalu-
ate when it suffered an attack in an unsafe environment.
Some literature points out that the biggest threat in the
battery-powered wireless sensor networks are Sinkhole At-
tacks, Wormhole Attacks and Sybil Attacks. It directly
affects the algorithms results to regulate power consump-
tion and communication quality [22]. A common threat
in attacks mode is power consumption [15]. It’s often
increasing the burden of relaying nodes, when a sending
packet was dropped by an attacked node. Therefore, the
adjusting mechanism of algorithm will lose balance. Then
it can’t reach the expected purpose to extend the network
life cycle.

Since Yang’s and Brante’s proposed methods are as-
sumed to be performed in an unattacked state. In fact,
the effectiveness of the security is different between each
designed fuzzy-based inference rules system, when it suf-
fers a power attack.

Considering this scenario, the attacker increase an-
tenna power of attack nodes , and expand its transmission
range, or forge remaining power status or otherwise sup-
plemental power of attack nodes, so that adjacent nodes

mistake it reliable cooperative node, and then select the
attack node as a relay node.

Therefore, if an algorithm doesn’t consider these cases,
the mechanism of selection algorithm can easily be ex-
ploited by attackers. It has consumed too much power
without any awareness. In order to evaluate efficacy and
safety of different relay selection algorithms designed by
fuzzy-based inference rules, this study design a security
testing systems, and assess the method of construction
mode with fuzzy-based rules base in wireless sensor net-
work. It is described as follows:

The security testing System includes five components:
network architecture, signal processing, power consump-
tion, security assessment of simulated attacks and simu-
lation platform.

3.1 Network Architecture

As the study points out Brante’s method has relatively
good performance. Therefore, this study used Brante’s
architecture in networks [4] as shown in Figure 4 and Ta-
ble 5.

Figure 4: Simulation topology in wireless sensor networks

3.2 Signal Processing

The signal processing follows the IEEE 802.15.4 specifi-
cation, and use the data transfer mode [9] in networks.
Mixing with white noise processing in simulation [14, 19],
it assumes that the receiver sensitivity is -85dBm, and the
maximum transmission distance is 200M.

3.3 Power Consumption

The power consumption is using the first order radio
model radio power consumption model [8, 13] as shown in
Figure 5 and Table 6, and ignoring the tiny fixed detection
power calculation factor on electricity consumption [3, 7].
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Table 4: Comparing the architecture method with Yang’s and Brante’s fuzzy system

Fuzzy Systems Construction Yang’s system Brante’s system
Variables domain range Re = [0 ∼ 100%] Re = [0 ∼ 100%]

CSI = [−255dBm ∼ 0dBm] CSI = [−255dBm ∼ 0dBm]
Variable parameters 2 inputs are all divided into 1 set 2 inputs are all divided into 3 sets

undefined output 1 output is divided into 5 sets
Membership function trimf trapmf

Fuzzy rules base Undefined 9 sets
Defuzzification Traditional Centroid

Table 5: Simulation parameters in networks

Network topology Mesh topology
Node numbers 20 nodes (including Sink)

Transmission distance 200 M
Physical layer MAC protocol 802.15.4

Maximum number of network layers hops 3 layers
Data transfer mode Beacons

Table 6: Power consumption in model

Operational unit Power consumption

Transmitter electronics (ETxelec)
Receiver electronics (ERxelec) ETxelec=ERxelec=Eelec

50nJ/bit

Transmission amplifier (Eamp) 100 pJ/bit/m2

Figure 5: Radio power consumption model

3.4 Simulated Attack and Safety Assess-
ment

The safety effectiveness of relay selection algorithm with
fuzzy-based inference system was assumed that environ-
ment status were unprotected or lost protection in net-
work, and its defensive system didn’t even start yet. An
attacked node set its each positions in 3 hop layers in Fig-
ure 4, separately performing four different attack patterns
to construct the evaluation of system modules as shown
in Table 7.

The simulation was set under the same network topol-
ogy. All of 20 nodes starts attack after 50 rounds and
ends attack after at 200 rounds. An attacked number
was counted by relay nodes in selection algorithm. And
the safety rate was indicated as the security level of algo-

rithms by conversion as follows:

Safety Ratio

=
candidate attack numbers− attacked numbers

candidate attack numbers
×100%.

Therefore, the lower total number of attacks were
the better performance of hedging function, whereas the
higher total number of attacks were the worst perfor-
mance of hedging function. In contrast, an algorithm with
the better performance of hedging function able to ex-
tend the network life, because they can avoid the attacked
nodes and without waste retransmission for failure relay.
Thus, an algorithms can achieve its purposes for balanc-
ing power consumption and communication quality.

3.5 Simulation Platform

The simulation platform used the MATLAB Design and
simulate fuzzy logic systems [10]. It can execute two
kinds fuzzification connection methods of And-Min or Or-
Max and five kinds defuzzification approachs about Cen-
troid (center of gravity method), Bisector (the qualitative
method), Lom (maximum membership degree method),
Mom (middle membership degree method), and Som
(minimum membership degree method). As long as the
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Table 7: Consumption attack type with CSI and RE

Type Patterns and metrics (CSI & Re)

1
Signal attack
patterns

The attacked nodes utilize the enhanced power mode to change the signal
value of attacked nodes in select-right nodes

2
Power attack
patterns

The attacked nodes utilize the enhanced energy mode to change the remaining
energy value of attacked nodes in right selected nodes

3
Hybrid attack
patterns

The attacked nodes utilize the enhanced the power and energy mode to change
the signal and remaining energy value of attacked nodes in right selected nodes

4
Uncooperative
attack patterns

The attacked nodes themselves don’t change the power and energy mode, and
don’t change the signal and the remaining energy value of attacked nodes in right
selected nodes. It plays the role of uncooperative and doesn’t reply the data to
receive the information

testing system was replaced other fuzzy inference mod-
ule. Any relay selection algorithm of fuzzy systems can
operate in this testing system. The testing system will
store all candidate nodes information in different tests of
attack patterns. A single fuzzy system was displayed in
face different attack patterns from the real work. There
are nearly got ten thousand of records. To aggregated
these cumulative test data’s. Thats some valuable ex-
perience for fuzzy system to analysis the safety of relay
selection algorithms. Because the rules base of fuzzy in-
ference system is very dependent on experience of expert
and practical operation [26]. Extracting of those expe-
riences will be transformed into fuzzy-base algorithm to
improve its safety policy in the future work.

4 The Safety Test Results of Ex-
isting Fuzzy Relay Selection Al-
gorithms

This section describes the test results of Yang’s and
Brante’s fuzzy-based relay selection algorithms in wireless
sensor networks when they faces three attack positions
and four attack patterns in the study testing system.

Figure 6 shows the overall performance of the existing
algorithms of Yang and Brante. First, the 2hop safety rate
is always higher the 1hop when the position was launched
by the attacker. The outer layer is higher by 4% than the
inner layer of safety rate. It’s higher by 3.8% of Brante’s
algorithm due to the reason of the relationship between
network topology. The inner layer of the network trans-
mission load will come naturally heavier than the outer
layer. That means the inner network attackers have ob-
tained the highest efficiency, too. Further, the 3hop at
outermost has 100% safety rate due to the network envi-
ronment factors. There is no difference between Yang’s
and Brante’s algorithms. This also explains the outer-
most layer of the network, so it doesn’t need to pass as a
relay node. Therefore, the risk is close to zero.

For hedging effect view of the algorithms, Brante’s al-
gorithm is higher than 0.9% of Yang’s algorithm under

1hop attack. It’s also higher 0.7% under 2hop attack.
Therefore, hedge effectiveness of test results of Brante

simulation algorithm is better 0.8% better than Yang’s
algorithm in average.

Figure 6: Existing algorithms, Attack Position, hedge ef-
fectiveness

Figures 7 and 8 show Yang’s and Brante’s algorithms
facing four kinds of attack patterns to hedge effectiveness
under attack in 1hop position and 2hop position. Those
relay selection algorithms are concerned with the same
fuzzy inference developed in wireless sensor networks, and
whose defense strength order was: Type4 (Dicard) >
Type2 (Re) > Type1 (CSI) > Type3 (CSI + Re), when
Yang’s and Brante’s algorithms encounter four kinds of
attack patterns. That explains the Type3 attack patterns
are the most difficult to guard against by mixed signal and
power. The next was the Type1 attack patterns by the
signal, next was the Type2 power attack patterns, and, fi-
nally, the Type4 attack patterns are not so much affected
by uncooperative loss threat.

When viewed in Figures 7 and 8 at same time, it shows
the hedge effectiveness in Yang’s and Brante’s algorithms.
It’s more difficult to distinguish the difference between al-
gorithms when it is more to outer layer of the network.
This phenomenon can be applied to all the fuzzy-based re-
lay selection algorithms for the safety assessment in wire-
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Figure 7: Existing algorithms, Attack Mode by 1 hop
Position, hedge effectiveness

less sensor networks.

Figure 8: Existing algorithms, Attack Mode by 2hop Po-
sition, hedge effectiveness

5 Future Research

The fuzzy theory shows good performance. It was origi-
nally regarded as the best of the tools in the household ap-
pliance and automatic control. But most scholars gener-
ally believe that fuzzy is not productive to safety. Luckily,
Yang and Brante integrated the fuzzy theory with relay
selection algorithms in wireless sensor networks. And they
gained considerable achievements, so they pioneered out
the research-oriented. This section will present a number
of research directions to let interested scholars sustain re-
search results in this field.

5.1 Fuzzyfication and Defuzzyfication
Methodology

Because Yang and Brante used different fuzzyfication and
defuzzification methods (Table 8). Those show different
performance results on the simulation testing. In the

methodology, Table 9 showed output results by the typical
architecture of variable parameter rule base in Figure 2.
There are two kinds connection methods, And-Min and
Or-Max, for input and output, and five kinds defuzzifica-
tion methods, Centroid, Bisector, Lom, Mom and Som,
between the inference process; perhaps the value order
was the same, but after the inference, the results would
have been completely different because they used differ-
ences methodology. When they choose on doctrinal sit-
uation which get interaction between fuzzy membership
functions and fuzzy rules base, the calculation results are
very different from the traditional linear algorithm.

Therefore, we study the difference hedge effectiveness
in the attack state when they used different fuzzification
and defuzzification methods in the same domain [16] to
find or apply existing algorithms, thereby obtaining more
suitable methodology for fuzzy inference system. Even
to import C-Mean clustering or variable domain range in
fuzzy theory [20]. The formation of strategic inference
rules will contribute to the development of high safety
relay selection algorithms in wireless sensor networks.

5.2 Fuzzy Rules Base

The core value of the fuzzy rules base is to translate a
control rule of linguistic with “If X1 and X2 Then Y”
based on experience and expert knowledge. Under this
criterion, the relationship between inputs and outputs all
rely on control rules. Usually, if the input is divided into
three fuzzy parameters, there will be deduced nine fuzzy
rules from 3 * 3 matrix of input and output relationship.
How detailed should the rule base be controlled? The
affect was complete limited by the number of input vari-
ables and the division of output number. Therefore, the
study of membership function can focus on these numbers
to make the difference and develop specific rule base of re-
lay selection algorithm in wireless sensor networks which
accumulate sufficient data pass through the relay from
simulation. After all, the fuzzy rule base is not imagined,
it needs to have the support of big data in order to derive
a practical and effective experience and knowledge.

Table 8: Academics using fuzzification and defuzzification

Methods√
Used × Unused ∼ Similar

Yang Brante

Fuzzification
Connection

And-Min ×
√

Or-Max × ×
Defuzzification Centroid ×

√

Bisector × ×
Lom × ×
Mom ∼ ×
Som × ×
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Table 9: Example of fuzzy inference rule base

5.3 Fuzzy Feedback Control System Pa-
rameters

Figure 9 is a diagram of fuzzy-bases feedback control sys-
tem [27]. The purpose of the control system is to maintain
the yP output within the range of the SP set point. The
controller is adjusted with the e of deviation and the ∆e
of change deviation as follows:

e(n) = SP (n)− yp(n)

∆e = e(n)− e(n− 1) = −(yp(n)− yp(n− 1)).

Figure 9: Basic fuzzy feedback control system diagram

The study on fuzzy feedback mechanism could control
a relay selection algorithm to maintain security within a
certain degree. Then it’s unlikely to bog down under the
attack and obtain stop-loss effect.

6 Conclusion

The relay process is a noteworthy topic about safety of re-
lay selection algorithm in an unattended sensing network
environment. This paper explored the use of fuzzy theory
in a relay selection algorithm framework and focused on
existing research to balance between communication qual-
ity and consuming energy in a wireless sensor network. In
order to consider the safety for a fuzzy-based relay selec-
tion algorithm, safety testing and evaluation systems were
also constructed in wireless sensor networks to analyze the
safety effectiveness of existing algorithms about Yang and
Brante. In future studies, this paper proposes three main
directions. It mainly hopes to make more attention and
progress study based on a fuzzy theory in relay selection
algorithm. It will improve the research results to follow
this type of rely selection algorithms out from prevention
systems and protection systems.
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Abstract

Data hiding is a technique that is used to embed
secret data into a cover media. This paper
presents the implementation of reversible data hiding
in spatial domain images based on neighbor mean
image interpolation without impairing the image quality.
Here, the cover image and secret bits are extracted
from stego image without the need for any additional
information. The strength of the proposed method
has lower computational complexity, less blurring and
greater image resolution. This paper also discusses the
performance aspects of the proposed method which is
superior in terms of high data embedding capacity and
image quality.

Keywords: Image interpolation, payload, reversible data
hiding

1 Introduction

In the modern era of high speed internet, multimedia data
are represented in digital forms to be transmitted through
internet. Since digital media is easily replicated and
subject to tampering, protecting content is an important
issue. Data hiding schemes have been widely used to
protect the content of digital media. Data hiding schemes
generally embed important data into the cover media
by modifying the pixels to protect the data from illegal
peeking or damaging. The concept of data hiding was first
suggested by Simmons in 1983 [11]. Data can be hidden
in lots of ways. In order to hide secret data, straight
data insertion may encode every bit of data in the cover
media or it may selectively embed data in noisy areas
that describe a smaller amount of attention. Data may
also be scattered erratically throughout the cover media.
There are a number of ways to hide secret data; the most
common methods are the Least Significant Bit (LSB)

insertion, masking, filtering and transformations [7].

Reversible data hiding methods enable the exact
recovery of the original cover image from the stego
image without any distortion upon extraction of the
embedded information [6]. Image interpolation tackles
the difficulty of generating high resolution images from
its low resolution image. The model that is employed to
illustrate the relationship between high resolution and low
resolution pixels plays a crucial role in the performance
of an interpolation algorithm. Conventional linear
interpolation methods, derived from space-invariant
models, are unsuccessful to capture the hasty evolving
statistics around edges and annoying artifacts. Linear
interpolation [8] is commonly chosen for computational
simplicity not for performance. Hence, reversible data
hiding is incredibly important for securing sensitive data
in image applications.

With this goal, the implementation of reversible data
hiding in spatial domain images based on neighbor mean
image interpolation without impairing the image quality
is presented in this paper. The cover image and secret text
data are extracted from stego image without the need for
any additional information. The proposed method can
embed a huge amount of secret data whereas maintaining
an elevated image quality that of the other data hiding
methods.

This paper is organized as follows. Section 2 reviews
related works in the area of data hiding. In Section 3,
the details of the proposed data embedding method is
described. In Section 4, the experimental results are
presented and discussed. Finally, the concluding remarks
are presented in Section 5.

2 Related Works

In this section, some highlights of the relevant work in
the area of data hiding are outlined. A simple and most
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instinctive scheme for hiding secret data into a digital
image is to directly substitute the LSBs of each pixel in
the cover image with the bits of secret data [17]. Wang et
al. [16] described an optimal re-naming problem for the
hidden secret data, and then applied a genetic algorithm
for seeking the problem’s nearly optimal solution. Thien
and Lin [13] suggested a digit by digit data hiding scheme
based on modulus function.

Ni et al. [9] proposed a histogram based data hiding
scheme. In their scheme, the search for the pair of peak
and zero points from the histogram is performed first.
The peak point refers to the most often occurring pixel
value in the histogram. The zero point stands for the pixel
value with zero or minimal occurrences in the histogram.
The secret data are embedded by shifting the pixel values
located between the peak point and the zero point. Huang
et al. [5] proposed a histogram-based scheme which used
a multilevel hiding strategy to obtain high capacity and
low distortion.

Most of the work on reversible data hiding focuses
on the data embedding/extracting on the plain spatial
domain [1, 3, 4, 14]. Tsai et al. [15] developed a reversible
data embedding method that merges predictive coding
and histogram shifting techniques. Chang et al. [2]
suggested a reversible data embedding method to embed
secret data in original images based on the edge directed
prediction scheme. In this scheme, an embedded pixel
value is simplifying along with a predetermined threshold
and the difference between the predicted pixel value and
its original pixel value.

Peng et al. [10] proposed a reversible data embedding
algorithm based on integer transform and adaptive
embedding. In this algorithm, the parameter is adaptively
chosen in dissimilar blocks in integer transform. In [12],
Tai et al. presented a reversible data hiding scheme based
on histogram modification using pairs of peak points.
Owing to these existing works on data hiding and its
popularity, it is proposed to hide the data in spatial
domain images using neighbor mean image interpolation.

3 Proposed Method

The proposed method is made up of interpolation,
data embedding and data extraction phases. Initially,
the proposed method introduces a scaling up and an
interpolation technique. The scaling up image focuses
on high speed and low complexity that is used as a cover
image. In the data embedding phase, the secret data S
is taken as input and then, it converts into binary secret
bits. After the conversion process, then these secret bits
are embedded into the cover image C, and then transmit
the stego image to a receiver without impairing the image
quality.

At receiving side, the cover image and secret bits
are extracted from stego image without the need for
any additional information. Then these secret bits are
converted into text data. Figure 1 shows the sketch of

the proposed data embedding method.

3.1 Interpolation Phase

In the Neighbor Mean Interpolation (NMI) phase uses
neighboring pixel values to compute the mean, and after
that the computed mean value is introduced into a pixel
that has not been assigned yet. In general, high resolution
pixels are getting when a neighboring pixel values are
referenced in order to calculate a value that is to be
assigned, but time complexity is higher when the number
of referenced pixel is higher. The scaling up method
decides what application to which it should be applied.

p′(x, y) =



p(x, y) if x = k.i, y = k.j

[p(x, y − 1) + p(x, y + 1)]/k

if x = k.i, y = k.j + 1

[p(x− 1, y) + (p′(x+ 1, y)]/k

if x = k.i+ 1, y = k.j

[p(x− 1, y − 1) + p′(x− 1, y)+

p′(x, y − 1)]/k + 1) otherwise

(1)

Assume that p(x, y) represents the value of a pixel
located at (x, y) in original image and its interpolated
pixel in cover image p′(x, y) is computed as Equation (1),
where 0 ≤ y ≤ x and i, j = 0, 1, · · · , 127. k stands for a
value of scaling up coefficient. In the scaling up process,
the cover image is scaled two times more. Therefore, the
value of k is 2 for which a cover image can preserve an
elevated resolution.

For the pixel p′(0, 0) and p′(2, 2) are the same value
with p(0, 0) and p(2, 2), respectively. In the case of x < y,
p′(0, 1) is computed as (p(0, 0) + p(0, 2))/2 operation.
When x < y, p′(1, 0) is calculated as (p(0, 0) + p(2, 0))/2.
Finally, p′(1, 1) is obtained from (p(0, 0) + p′(0, 1) +
p′(1, 0))/3.

The proposed neighbor mean interpolation method
is more efficient, less blurring and greater image
resolution than nearest neighbor interpolation and
bilinear interpolation methods. So, the resulting image
that is produced by the NMI method is used with a cover
image.

3.2 Data Embedding Phase

In the data embedding phase, the sequence of
data embedding can be in zig-zag, left-to-right and
top to bottom directions. Before secret data are
embedded, the cover image is partitioned into four-pixel,
non-overlapping, consecutive by zig-zag scanning. For
every four non-overlapping consecutive pixel values, i.e.,
p(x, y), p(x, y + 1), p(x + 1, y) and p(x + 1, y + 1),
the corresponding stego-image pixel values are p′(x, y),
p′(x, y+ 1), p′(x+ 1, y), and p′(x+ 1, y+ 1), respectively.
Here, secret data are embedded into three pixels except
for p(x, y) pixel. The details of each step are specified as
follows.
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Figure 1: Sketch of proposed data hiding method

1) For every four non-overlapping consecutive pixel
values, a difference value d is computed as
Equation (2), where 0 ≤ x, y ≤ 127 and β, α value is
0 or 1, respectively. When β = α = 0, the difference
value d as zero.

d = p(k.x+ β, k.y + α)− p(k.x, k.y). (2)

2) Calculate the number of bits, say n, which can be
embedded in this pixel is

n = log2 |d|. (3)

3) Select first n bits from the secret message S that is
substream S(n) and it is converted to integer value
b.

4) Then, a stego image pixel p′(x, y) is computed as
follows.

p′(x, y) = p(x, y) + b. (4)

Figure 2: Example results of the data embedding
procedure

The following serves as a detailed example to depict the
data embedding procedure. Figure 2(a) shows a 3∗3 cover
image, and Figure 2(b) shows its stego image. Let secret
message S = ”1001100010100111”. In Figure 2(a), pixel
p(0, 0) = 50 is the starting point for zig-zag scanning.
In the proposed method, pixel p(0, 0) is retained. Next,

consider the pixel p(0, 1) as 83. First the difference value
d is computed by using Equation (2) as d = 83−50 = 33.
Second, by Equation (3) calculate the number of bits
embedded in p(0, 1) as log2 | d |= 5. Third, select
first 5 bits from the secret message S and convert it into
integer value b = 100112 = 19. Therefore, the pixel
of stego-image is p′(0, 1) = 83 + 19 = 102. Similarly,
other pixel values p(1, 0) and p(1, 1) are calculated and
tabulated in Table 1.

Table 1: Example details of the data embedding
procedure

Coordinate p(x, y) d n S(n) b p′(x, y)
(0, 1) 83 33 5 10011 19 102
(1, 0) 132 82 6 000101 5 137
(1, 1) 88 38 5 00111 7 95

3.3 Data Extraction Phase

In the data extraction phase, the cover image and secret
bits are obtained by using stego image only without need
for any further information. The cover image and the
secret data are extracted by using the following step by
step procedure.

1) Compute the pixel in cover image p(x, y) from
the stego image p′(x, y) using a simple arithmetic
expression as defined by Equation (5), where 0 ≤
y ≤ x and i, j = 0, 1, · · · , 127 and k is defined to 2.

p(x, y) =



[p′(x, y) + p′(x, y)]

if x = k.i, y = k.j

[p′(x, y) + p′(x, y + 1)]/k

if x = k.i, y = k.j + 1

[p′(x, y) + (p′(x+ 1, y)]/k

if x = k.i+ 1, y = k.j

[k.p′(x, y) + p′(x, y + 2)/k+

p′(x+ 2, y)/k]/(k + 1)

otherwise

(5)
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2) Then, the secret data embedding in p(x, y) is
computed as

b = p′(x, y)− p(x, y). (6)

3) Next, calculate the difference value d using
Equation (2) for the three neighboring pixels,
excluding p(0, 0); this is because p′(0, 0) does not
include secret bits.

4) Finally, the length of hiding is calculated for each
secret bit. The integer value b is represented as secret
bits based on the hiding length.

Table 2: Example details of the data extraction procedure
Coordinate p′(x, y) p(x, y) b d n S(n)

(0,1) 102 83 19 33 5 10011
(1,0) 137 132 5 82 6 101
(1,1) 95 88 7 38 5 111

Table 2 shows an example of the data extraction
procedure. For example, p(0, 1) is calculated by (p′(0, 0)+
p′(0, 2))/2 = (50 + 116)/2 = 83 and the secret data
embedding in p(0, 1) is 102 − 83 = 19. p(1, 0) is also
calculated by (p′(0, 0) + p′(2, 0))/2 = (50 + 214)/2 = 132
and the secret data embedding in p(1, 0) is 137−132 = 5.
Finally, p(1, 1) is obtained by [2 ∗ p′(0, 0) + p′(0, 2)/2 +
p′(2, 0)/2]/3 = (2 ∗ 50 + 116/2 + 214/2)/3 = 265/3 = 88
and secret data embedding in p′(1, 1) is 95−88 = 7. Then
calculate the difference value d as 33, 82 and 38 which
correspond to p′(0, 1), p′(1, 0) and p′(1, 1). Finally, based
on the hiding length n, the integer value b is represented as
secret bits as 19 = 100112, 5 = 0001012 and 7 = 001112.
As a result, the cover image and secret data are extracted
from the stego image only.

4 Results and Discussion

In this paper, four standard 512 × 512 gray scale images
Lena, Pepper, Airplane and Baboon are considered as
cover image for data embedding phase as shown in
Figure 3. To evaluate the performances of the proposed
method, two indicators have been considered.

Foremost, the histogram of the cover image and stego
image are compared. An image histogram shows how
pixels in an image are distributed by plotting the number
of pixels at each intensity level. The histogram of the
stego image is slightly varies from its cover image. So, the
image distortion gets reduced in this proposed method.
Due to this reason, the hacker cannot find the hidden
data, because stego image looks same as original image
but the secret data is embedded in stego image. From
this, the proposed method is more efficient to hide the
secret data by verifies the histogram of the original and
stego images as shown in Figure 4.

Second, the Peak Signal-to-Noise Ratio (PSNR) is
evaluated to compare visual quality between the cover

image and the stego-image. The PSNR value can be
computed by the following equation:

PSNR(dB) = 10× log
(2n − 1)2

MSE
. (7)

Where n represents the number of bits per pixel, and MSE
(Mean Square Error) can be computed as follows:

MSE =
1

u× v

u−1∑
0

v−1∑
0

(Exy − Cxy)2. (8)

The parameters u and v represent the height and width
of the image. The notations Cxy and Exy represent the
cover image and the stego image pixel value in position
(x, y) respectively. If the distortion between the cover
image and the stego image is small, the PSNR value
is large. Thus, a larger PSNR value means that the
quality of the stego image is better than the smaller
one. Generally, with human vision alone, it is hard to
differentiate a stego image from its original image when
the PSNR value is greater than 30 dB.

Table 3 gives the values of PSNR calculated for the
four cover images with different payload size are stated
by the formula specified in Equation (7).

Figure 3: The Four Cover Images

Figure 4: Histogram of original image and stego image

Here we include the results for the 512×512, 8 bits per
pixel (bpp) grayscale ”Lena”. The embedded payload size
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Table 3: PSNR values for the four cover images with
different payload size
Cover image Payload Size (bits)
(512 x 512) 2520 36216 42264 56840 71400 85960
Lena 66.7 61.93 54.19 51.56 49.94 48.76
Peppers 55.29 54.44 53.23 51.02 49.55 48.46
Airplane 63.28 59.54 52.82 50.76 49.37 48.32
Baboon 56.96 55.76 51.7 50.03 48.83 47.89

and its PSNR of embedded ”Lena” images are specified
in Table 4. It is also very apparent that the payload
size increases, the PSNR value decreases. But the image
quality is still preserved.

Table 4: Embedded payload size vs. PSNR of embedded
”Lena” image
Payload Size

(bits) 2520 36216 42264 56840 71400 85960
PSNR (dB) 66.7 61.93 54.19 51.56 49.94 48.76

Based on these aspects, it is observed that the
proposed method is good in terms of lower computational
complexity, less blurring, high data embedding capacity
and greater image quality.

5 Conclusion

The proposed data hiding method is a good candidate
for providing security over confidential data. Since this
method uses neighbor mean interpolation for generating
the cover image, so it provides less blurring and
degradation in cover image. And also it uses reversible
data hiding method, so that original image can be
extracted without impairing the image quality. Due
to these reasons, hacker can’t predict the hidden data.
Hence, it is robust method for providing data security
across networks. The histogram of original and stego
images are compared and it is clear that there is very
less degradation between the original and stego image.
The performance and quality of the cover image and
the stego image are computed and analyzed in terms of
PSNR value. With some performance improvement in
the computations it can be made useful in real time day
to day transaction security related with e-commerce and
other online transaction.
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Abstract

In 2011, Kumar et al. proposed an efficient password
authentication scheme using smart cards to overcome the
security flaws in Liao et al. scheme. However, in this
paper, we point out that Kumar et al.’s scheme actually
has various defects been overlooked, such as no provision
of forward secrecy, poor repairability and practicality.
More recently, Ramasamy and Muniyandi presented an
efficient two-factor scheme based on RSA and this scheme
is claimed to have a number of merits over existing
schemes. Notwithstanding their ambitions, Ramasamy-
Muniyandi’s scheme is vulnerable to user impersonation
attack, and it actually is equivalent to a verifier-table-
based scheme, which discourages any use of the scheme
for practical applications.
Keywords: Authentication protocol, cryptanalysis, imper-
sonation attack, RSA, smart card

1 Introduction

With the increasing need of accessing remote digital
services and protecting electronic transactions, password-
based authentication that enable two or more parties
sharing memorable passwords to securely communicate
over an open channel are gaining popularity due in
large part to its practical significance. Its feasibility
was investigated as early as the work of Lamport [21],
and this initial study has been followed by various pro-
posals, including ones employing multi-application smart
cards, [4, 6, 7, 10, 16, 18, 24, 26, 36, 37, 42, 46, 47, 55].

In such schemes, two participants, i.e. a server S and
a user U , are involved. In the beginning, U submits her
identity ID and password PW to S over a secure channel,
and upon receiving the registration request, S issues a
smart card to U with the smart card being personalized
with some initial security parameters [15, 32]. This phase
is called the registration phase and is carried out only
once for each client. With the smart card obtained, U can
get access to S by employing the login-and-authentication
phase. This phase can be carried out as many times

as demanded. Besides registration phase and login-and-
authentication phase, there may be additional phases,
such as the password change phase used when U wants to
change her password, and the user eviction phase is used
to delete an expired or malicious account.

In 2000, Peyravian and Zunic [34] proposed two user
authentication schemes which only employ lightweight
hash functions, and thus these two schemes are simple
and efficient to be implemented on resource-constrained
smart cards. Unfortunately, Peyravian-Zunic’s schemes
are found vulnerable to various attacks, such as of-
fline password guessing attack, stolen-verifier attack and
denial-of-service attack, by Hwang and Yeh in 2002 [14].
To overcome the defects in Peyravian-Zunic’s schemes, a
number of enhanced versions [3, 30] are subsequently put
forward. One common feature among these schemes is
that, a password-verifier table is stored on the authen-
tication server. As stated by Chen and Lee [5], these
schemes in [3, 14, 30, 34] invariably suffer from the risk of
modified-verifier-table attack and the cost of protecting
and maintaining the verifier table on remote server. If
this password-verifier table is stolen by the adversary or
leaked by accident, the entire system will be completely
broken. Accordingly, intensive research has been made to
cope with this problem [12, 18, 22, 28, 48, 50], yet most
of the previous schemes are found prone to various issues
on both security and performance aspects [13, 23, 25, 27,
31, 32, 40, 41, 45].

As stated by a comprehensive work [44], an important
reason for the failure of previous schemes is that, in most
of these previous studies, the authors demonstrate attacks
on problematic schemes and advance new proposals with
claims of the superior aspects of their schemes, and ignore
benefits that their schemes fail to provide. Accordingly,
a comprehensive and reasonable evaluation metric is of
particular importance. In 2006 Liao et al. [29] first
proposed ten requirements for evaluating a password
authentication, and then presented a new scheme using
smart cards for password authentication over insecure
networks. Liao et al. argued that their scheme can
satisfy all the ten requirements and thus is immune to
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various attacks. Although this scheme possesses many
admired features, particularly, no verifier table is needed
on the server and a user can freely change her password
without interaction with the remote server. However,
some security loopholes of this scheme are shortly pointed
out by Xiang et al. [52].

To remedy the defects identified in Liao et al.’s scheme,
Kumar et al. [20] further put forward an improved scheme
in 2011. This scheme is claimed to have enhanced security
and could maintain all the advantages of the original
scheme and be free from the attacks pointed out by
Xiang et al. [52]. Notwithstanding their claims, we will
report that this scheme still has serval serious defects:
(1) it cannot preserve forward secrecy; (2) it has poor
repairability; (3) it is not user friendly.

In 2012, Ramasamy and Muniyandi [35] also reported
that previous two-factor authentications are far from
practicality, and accordingly they put forward an efficient
RSA-based password authentication scheme with smart
card, which is claimed to be well-suited for practical
applications. Their schemes are not only very efficient,
but also can withstand various sophisticated attacks such
as parallel session attack, denial of service attack and
smart card loss attack, and the server has no need to
maintain a sensitive password table for authenticating
users. However, in this short paper, we will show that
Ramasamy-Muniyandi’s protocol cannot even attain the
basic goal of user authentication by demonstrating its
vulnerability to user impersonation attack, in which an
adversary does not need any credentials of the legitimate
user but just a protocol transcript. Moreover, we reveal
that this scheme actually is equal to a password-table-
based scheme by presenting a reduction to absurdity.

The rest of this paper is organized as follows: in
Section 2, we review Kumar et al.’s scheme. Section 3
describes the defects of Kumar et al.’s scheme. Then, we
turn to review and analyze masamy-Muniyandi’s scheme
in Section 4 and Section 5, respectively. Finally, the
conclusion is drawn in Section 6.

2 Review of Kumar et al.’s
Scheme

In this Section, we briefly review the remote user authen-
tication scheme proposed by Kumar et al. [20]. Their
scheme is composed of four phases: registration, login,
authentication, and password change. The notations and
descriptions used throughout this paper are summarized
in Table 1 and we will follow the notations in Kumar et
al.’s scheme as closely as possible.

2.1 Initialization Phase

In this phase, AS first selects a large prime number p.
Without loss of generality, p is large enough, e.g., at least
1024 bits. Besides, AS selects a secure one-way hash

Table 1: Notations and abbreviations
Symbol Description

Ui ith user
AS remote authentication server
M malicious attacker
IDi identity of user Ui

PWi password of user Ui

x the secret key of remote server AS
Skey the session key
h(·) collision free one-way hash function
⊕ the bitwise XOR operation
‖ the string concatenation operation
→ a common (insecure) channel
⇒ a secure channel

function h(·) and a long secret key x. The details of this
phase are described in the following.

2.2 Registration Phase

The registration phase involves the following operations:

1) Ui chooses her IDi and PWi, generates a random
number b and computes h(b‖PWi).

2) Ui ⇒ AS: {IDi, h(b‖PWi)}.
3) AS checks the format of IDi and computes A1 =

h(IDi)h(b‖PWi) mod p, A2 = (A1)K(x) mod p, EA2 =
A2 ⊕ h(b‖PWi), B = (h(IDi))x mod p, BK = K(B)
and EBK = BK ⊕ h(b‖PWi).

4) AS ⇒ Ui : SC containing {A1, EA2, EBK , p, h(·)}.

2.3 Login Phase

When Ui wants to login to AS, the following operations
will be performed:

1) Ui inserts her smart card into a card reader and
submits her identity IDi, password PWi and the
random number b∗;

2) SC computes A∗1 = h(ID∗
i )h(b∗‖PW∗

i ) mod p and
checks if A∗1 6= A1. If the equality does not hold,
the login request is rejected by the smart card.
Otherwise, SC proceeds to the next step.

3) SC computes A2 = EA2 ⊕ h(b‖PWi), BK = EBK

⊕h(b‖PWi), A3 = A2⊕h(BK‖TU1), C1 = R⊕ h(BK

‖TU1), C2 = (A2, BK)R mod p and C3 = h(C2‖TU1),
where R is a random number.

4) Ui → AS: Login request {IDi, A3, C1, C3, TU1}.
It should be noted that, as with many commercial

cards, if Ui fails to enter the correct triple {IDi, PWi, b}
and the number of failed attempts exceeds a predefined
value, then SC denies to work further and displays need
for re-registration.
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2.4 Authentication Phase

After receiving the login request from user Ui, S performs
the following operations:

1) S checks the validity of IDi and that TAS1 − TU1 ≤
∆T , where TAS1 is the time when the login request
was received. If either is invalid, the login request
is rejected. Otherwise, S performs the following
operations.

2) Computes BK = K(B) = K[(h(IDi))x mod p], A∗2 =
A3‖h(BK‖TU1) and R∗ = C1 ⊕ h(BK‖TU1).

3) Computes C∗2 = (A∗2‖BK)R∗ mod p and C∗3 =
h(C∗2‖TU1). If C∗3 6= C3 then rejects the login request.

4) Computes D1 = S⊕h(A2‖TAS2), D2 = (C2)S mod p
and D3 = h(D2‖TAS2), where S is a random number
chosen by AS from Z∗p .

5) AS → Ui : {D1, D3, TAS2}. On receiving the
response from AS, SC performs as follows:

a. Checks whether TU2 − TAS2 ≤ ∆T , where TU2

is the time when the response was received. If
so, then extracts S∗ = D1 ⊕ h(A2‖TAS2).

b. Computes D∗
2 = (C2)S∗ mod p and D∗

3 =
h(D∗

2‖ TAS2). If D∗
3 = D3, then the legality

of AS is confirmed.

6) After authenticating each other, Ui and AS use the
same session key Skey = h(D2‖A2 ‖BK ‖R ‖S ‖TU1

‖TAS2) for further communications.

2.5 Password Change Activity

When Ui wants to change the old password PWi to a new
one, this phase will be involved and Ui does not need to
interact with AS.

1) U inserts her SC into the smart card device and then
keys her identity ID∗

i , password PW ∗
i , and random

number b∗; and requests SC to change the password.

2) Computes A∗1 = h(ID∗
i )h(b∗‖PW∗

i ) mod p. If A∗1 =
A1, then U is allowed to enter the new password
PW ∗∗

i ;

3) Extracts A2 = EA2 ⊕ h(b∗‖PW ∗
i ), BK = EBK ⊕

h(b∗‖PW ∗
i ) and A∗∗1 = h(ID∗)h(b∗‖PW∗∗

i );

4) Computes A∗∗2 = A
(h−1(b∗‖PW∗

i ))(h(b∗‖PW∗∗
i ))

2 mod p,
EA∗∗2 = A∗∗2 ⊕ h(b∗‖PW ∗∗

i ) and EB∗∗
K = BK ⊕

h(b∗‖PW ∗∗
i );

5) Replaces A1, EA2 and EBK with A∗∗1 , EA∗∗2 , and
BK∗∗ respectively.

3 Cryptanalysis of Kumar et al.’s
Scheme

In this Section we will show that Kumar et al.’s
scheme [20] fails to provide forward secrecy, has poor
repairability and is not user-friendly, which make this
scheme unpractical. There are three assumptions of the
adversary’s capabilities clearly made in Kumar et al.’s
scheme, and we summarize them as follows:

Assumption 1. The malicious attacker M can eaves-
drop, insert, delete, alter, intercept or block any messages
transmitted in the channel. In other words, M has
total control over the communication channel between the
user U and the remote server S, this is consistent with
the Dolev-Yao standard distributed computing adversary
model [9];

Assumption 2. The malicious attacker M is able to
extract the secret security parameters stored in the smart
card when the user’s smart card is in M’s possession.
This assumption is reasonable according to the recent
research results on side-channel attack techniques [1, 2,
17, 33].

Assumption 3. The malicious attacker M can offline
enumerate the password space. For user-friendliness,
most schemes (e.g., the schemes in [11, 23, 27, 31])
facilitate the users to select their own password at will
during the password change phase and registration phase
and the users often choose passwords which are eas-
ily remembered for their convenience, and these easily-
remembered passwords are weak and fall into a small
dictionary [8, 51].

It is worth noting that the above three assumptions are
also explicitly made in most of the latest works [13, 27,
32, 38, 39, 40, 41, 45], and indeed reasonable as justified
in [46, 54]. Based on the above assumptions, in the
following discussions of the security flaws of Kumar et
al.’s scheme, we assume that an attacker can extract the
secret values {A1, EA2, EBk, p} stored in the legitimate
user’s smart card, and the attacker can also intercept or
block the login request {IDi, A3, C1, C3, TU1} sent out by
Ui and the reply message {D1, D3, TAS2} sent out by the
server AS.

3.1 Failure to Achieve Forward Secrecy

As noted in [43, 53], forward secrecy is an important
property of remote user authentication schemes for lim-
iting the effects of eventual failure of the entire system
in case the long-term private key(s) of the authentication
server is compromised (leaked or stolen). A scheme with
perfect forward secrecy assures that, even if the server’s
long-term key is compromised, the previously established
session keys will not be compromised.

When analyzing their scheme, Kumar et al. argued
that “if the secret key x of AS is revealed accidentally,
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even in possession of Ui’s smart card, M can neither
behave like legal AS nor like a legal Ui”, and hence this
scheme is claimed to provide forward secrecy. Firstly, we
have to say that Kumar et al. have misunderstood the
meaning of forward secrecy. Actually, as stated in [19, 43],
forward secrecy has nothing to do with impersonation but
relates to session keys. With this notion misunderstood,
their scheme, of course, cannot achieve this important
property.

Supposing an attacker M has obtained the master se-
cret key x from the compromised server and eavesdropped
the transcripts {IDi, A3, C1, C3, TU1, D1, D3, TAS2} dur-
ing Ui and AS’s jth authentication process from the open
channel. M can compute the session key of Ui and AS’s
jth encrypted communication as follows:

Step 1. Computes BK = K(B) = K[(h(IDi))x mod p],
where IDi is previously obtained by eavesdropping
on the public channel.

Step 2. Computes A2 = A3‖h(BK‖TU1), R = C1 ⊕
h(BK‖TU1), where A3 and TU1 is previously obtained
by eavesdropping on the public channel;

Step 3. Computes C2 = (A2‖BK)R mod p;

Step 4. Computes S = D1⊕h(A2‖TAS2), where TAS2 is
previously obtained by eavesdropping on the public
channel;

Step 5. Computes D2 = (C2)S mod p;

Step 6. Computes the jth session key Sj
key = h(D2‖ A2‖

BK‖R‖S‖TU1‖TAS2).

Once the session key SKj is obtained, the whole jth
session will be completely exposed to M. Therefore, as
opposed to Kumar et al.’s claim, forward secrecy is not
provided in their scheme.

3.2 Poor Practicality

In Kumar et al.’s scheme, the user has to input three
items, i.e. IDi, PWi and b when login. As stated in [20], b
is a random number generated by Ui when registration. If
it is large (and really random), it will be very hard for the
user to remember and it is most likely that Ui may forget
this long and random number if she does not frequently
use the system, which will render the scheme completely
unusable. However, if it is not large enough (i.e. not of
high entropy and drawn from a small dictionary Db), it
can be easily guessed as with guessing the password, and
this scheme will be vulnerable to offline password guessing
attack. In case an attacker M gets access to Ui’s smart
card for a period of time, according Assumption 2, M can
extract the secret values {A1, EA2, EBk, p} stored in the
legitimate user’s smart card. Then, an offline password
guessing attack can be launched as follows:

Step 1. Guesses the value of PWi to be PW ∗
i from a

dictionary space Dpw, the value of b to be b∗i from a
dictionary space Db;

Step 2. Computes A∗1 = h(IDi)b∗‖PW∗
i ;

Step 3. Verifies the correctness of PW ∗
i and b∗ by check-

ing if the computed A∗1 is equal to the revealed A1,
where A1 is extracted from Ui’s smart card;

Step 4. Repeats the above steps until the correct value
of PWi is found.

Let |Dpw| denote the number of passwords in the
password space Dpw, |Db| denote the number of items
in Db. The running time of the above attack procedure
is O(|Dpw| ∗ |Dpw| ∗ TH), where TH is the running time
for hash operation. As |Dpw| and |Db| are very limited
in practice [8, 51], the above attack can be completed in
polynomial time.

3.3 Poor Repairability

In Kumar et al.’s scheme, when a user suspects (or
realizes) that she has been impersonated by an attacker,
however, even if Ui changes her password to a new one,
such a fraud can not be prohibited. Since A1 is uniquely
determined by Ui’s identity IDi and AS’s permanent
secret key x, AS can not change A1 for Ui unless either
IDi or x is changed. Unfortunately, since IDi is tied
to Ui uniquely in most application systems and it is
not reasonable to change IDi. Furthermore, it is also
impractical and inefficient to change x to recover the
security for Ui, since x is commonly used for all users
rather than specifically used for only one user.

4 A Brief Review of Ramasamy-
Muniyandi’s Scheme

In this Section, we briefly review the remote user au-
thentication scheme proposed by Ramasamy and Mu-
niyandi [35] in 2012. Their scheme is based on RSA
and involves three parties, i.e. the user Ui, the server S
and the key information center (KIC). KIC is responsible
for registration only and does not participate in the
authentication process. Their scheme consists of three
phases: the registration phase, the login phase and
the authentication phase. In the following, we employ
the notations listed in Table 1 and follow the original
notations in [35] as closely as possible.

4.1 Registration Phase

User Ui chooses her identity IDi and password PWi, and
submits them to KIC. For issuing a smart card to user
Ui, KIC performs the registration steps:

1) Generates an RSA key pair, namely a private key
d and a public key (e, n), ed = 1modψ(n), n = pq,
where p and q are two large primes of nearly the same
length. KIC publishes (e, n) and keeps d secret.
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2) Determines an integer g, which g is a primitive in
both GFp and GFq.

3) Generates the smart card identifier CIDi of Ui and
calculates security parameter Wi = IDCIDi×d

i mod
n.

4) Computes Vi = gPWi×d×TR mod n, where TR is the
user’s registration time. This value is unique for
every user and maintained by the server AS. In
other words, AS keeps an entry {IDi, TR} for each
registered user Ui.

5) AS ⇒ Ui: A smart card containing security parame-
ters {n, e, CIDi,Wi, Vi, h(·)}.

4.2 Login Phase

When Ui wants to login to S, she inserts her smart card
into a card reader and keys IDi and PWi. Then the smart
card will perform the following steps:

1) Generates a random number r and calculate Xi =
gPWi×r mod n and Yi = Wi × V r×T

i mod n.

2) Ui → S: {(IDi, CIDi, Xi, Yi, n, e, g, Tu)}.

4.3 Authentication Phase

On receiving the login request, the server S performs the
following steps:

1) Checks whether IDi is a valid user identity and CIDi

is a legal smart card identity. If either is not valid,
AS rejects the login request.

2) Checks whether Ts − Tu ≤ ∆T , where Ts is the time
when the login request is received and ∆T is the legal
time interval due to transmission delay, if not, then
AS rejects the login request.

3) Evaluates the equation Y e
i = IDCIDi

i ×XTu×TR
i mod

n, where Tu is the login request time and TR is the
registration time of Ui.

4) If any one of the above results is negative, then login
request is rejected. Otherwise, the login request is
accepted.

5) If the login request is rejected three times then the
user account will be automatically locked and she has
to contact the server to unlock the account.

5 Cryptanalysis of Ramasamy-
Muniyandi’s Scheme

In this Section, we will discuss the flaws of Ramasamy-
Muniyandi’s scheme. Note that the three assumptions
listed in Section 3 are also clearly made in [35]. This
scheme is simple and elegant, however, after careful
examination, we find it cannot achieve the basic goal of

user authentication. Besides, their scheme has an inherent
design flaw in the registration phase and it actually is
equal to a verifier-table-based scheme. The identified
defects discourage any use of the scheme for practical
applications.

5.1 User Impersonation Attack

In the following, we will show how an attacker M without
any credentials (i.e., the password and the smart card) of
Ui can successfully impersonate Ui to login to SA and
freely enjoy the services.

Step 1. Intercepts and block a login request
{(IDi, CIDi, Xi, Yi, n, e, g, Tu)} of the user Ui from
the public communication channel;

Step 2. Computes T ′u = εTu, where ε is a small real
number chosen by M in such a way that T ′u is a
valid timestamp in the near future;

Step 3. M→ AS: {(IDi, CIDi, X
ε
i , Yi, n, e, g, T ′u)}.

Step 4. The server AS checks the validity of the times-
tamp T ′u by checking Ts−T ′u ≤ ∆T , where Ts denotes
the server’s current timestamp. Then the server AS

checks Y e
i

?= IDCIDi
i × (Xε

i )Tu×TR mod n.

Now we show that in Step 4, AS will find no abnor-
mality, because

Y e
i = (Wi × V

r×T ′u
i ) mod n

= IDCIDi
i × gPWi×r×TR×T ′u mod n

= IDCIDi
i × gPWi×r×TR×ε×Tu mod n

= IDCIDi
i × g(PWi×r)TR×ε×Tu

mod n

= IDCIDi
i × (Xε

i )TR×Tu mod n.

On successful verification, the server AS accepts the
forged login authentication request. Therefore, the at-
tacker M can impersonate as the legitimate user without
any cryptographic credentials, which breaches the sound-
ness of the underlying authentication scheme.

5.2 The Problem of Storing Parameter TR

In this Section, we demonstrate another serious defect
in Ramasamy-Muniyandi’s scheme. In the registration
phase, AS keeps an entry {IDi, TR} for each registered
user Ui. At first glance, TR is not the user’s password
and the store of such an entry does not violate the basic
goal of no password-verifier table. However, TR actually is
as critical as the password, and Ramasamy-Muniyandi’s
scheme equals to a scheme with password-verifier table.
We prove this by contradiction.

If Ramasamy-Muniyandi’s scheme is a scheme with no
“password-verifier table”, then the disclosure of TR alone
(i.e., Ui’s smart card and password, server’s private key
x are still secure) will pose no threat to the security of
the scheme. Now we assume Ui’s entry on the server has
disclosed and been obtained by the attacker M.
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If gcd (TR, e) = 1, M can impersonate as Ui by
performing the following steps:

Step 1. Intercepts and blocks a login request
{IDi, CIDi, Xi, Yi, n, e, g, Tu} of the user Ui from
the public communication channel.

Step 2. Reads the current timestamp Tu and checks if
gcd (TR × Tu, e) = 1. If it holds, proceeds to the
next step. Otherwise, M repeats this step.

Step 3. Runs the Extended Euclidean algorithm to com-
pute two integers a and b such that a× e + b× Tu ×
TR = 1(in Z).

Step 4. Computes X ′
i = (IDCIDi

i )−b mod n and Y ′
i =

(IDCIDi
i )a mod n.

Step 5. M→ AS: {(IDi, CIDi, X
′
i, Y

′
i , n, e, g, Tu)}.

Step 6. The server AS checks the validity of the times-
tamp Tu by checking Ts−Tu ≤ ∆T , where Ts denotes
the server’s current timestamp. Then the server AS

checks (Y ′
i )e ?= IDCIDi

i × (X ′
i)

Tu×TR mod n.

We give a few remarks on the above attack. Firstly,
in Step 3, M can definitely find a and b, for the value
of Tu is chosen in such a way that gcd (TR × Tu, e) = 1.
Secondly, in Step 6, the server AS will accept, which is
justified by the following equalities:

(Y ′
i )e = (IDCIDi

i )ae mod n

= (IDCIDi
i )(−b)×Tu×TR mod n

= IDCIDi
i × (IDCIDi

i )−b×Tu×TR mod n

= IDCIDi
i × (ID

CIDi×(−b)
i )Tu×TR mod n

= IDCIDi
i ×XTu×TR

i mod n.

The above attack procedure has shown that if gcd
(TR, e) = 1, M can impersonate as Ui with the help
of the leaked TR. We now show that, the above attack
has a success rate about 60% due to the following two
facts: (1) The probability of gcd (TR, e) = 1 is about
6/π2 ≈ 0.6 [49]; (2) TR and e are chosen by different
parties, and thus they are independent.

The above analysis demonstrates that M can imper-
sonate as Ui with remarkably high probability (i.e., a suc-
cess rate about 60%) in case TR is leaked. Consequently,
the leakage of the {IDi, TR} table does endanger the
security of the scheme and it should be well kept secret,
which invalidates the claim of a “no verifier table” scheme.
As stated in the introduction, it is greatly undesirable for
the server to maintain and protect a verifier table.

6 Conclusion

Two-factor authentication is an important mechanism for
remote login systems that enables the server and its users
to authenticate each other. In this paper, we first pointed
out that Kumar et al.’s scheme is really impractical by
demonstrating three serious defects. Then, we illustrated

that Ramasamy-Muniyandi’s RSA-based authentication
scheme is prone to a user impersonation attack and equal
to a verifier-based scheme. In our security analysis,
we employed the number theory that two random (or
independently chosen) numbers are relatively prime with
a probability about 6/π2 ≈ 0.6. As for future work, we are
considering to design two-factor authentication schemes
with formal security.
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Abstract

Multi-proxy signature (MPS) allows an original signer to
authorize a group of proxy signers as his proxy agent to
sign co-operatively a message. As per the literature, the
relative computation cost of a pairing is approximately
more than ten times of the scalar multiplication over el-
liptic curve group which indicates that pairing is a very
expensive operation. Moreover the map-to-point func-
tion is also very expensive. Therefore, we propose a
new MPS scheme without pairings having general crypto-
graphic hash function after formalizing a security model.
Our proposal is provable secure and much efficient than
previously proposed schemes in practice.
Keywords: Bilinear pairings, digital signature, elliptic
curve discrete log problem, multi-proxy signature, random
oracle model

1 Introduction

The concept of proxy signature was firstly introduced by
Mambo et al. [13], to sign the messages on behalf of orig-
inal signer. In a proxy signature scheme, an authorized
person, called the proxy signer, is delegated by the origi-
nal signer to generate a proxy signature on behalf of the
original signer. To delegate the signing rights, a warrant
message is used which consist of the identity of original
as well as proxy signer’s group, delegation period, infor-
mation about the message etc. Original signer generates
the delegation by signing the message warrant. Proxy
signatures can be verified using a modified verification
equation such that the verifier can be convinced that the
signature is generated by the authorized proxy entity of
the original signer. On the other hand, proxy signature is
needed in some other forms also that are described in the
article [17] in detail. For example, two or more vice presi-
dents can cooperatively make a significant decision or sign
an important document on behalf of the president in his

absence. MPS is the solution of such a problem which al-
lows the original signer to delegate his/her signing power
to a group of proxy signers such that all proxy signers
must cooperatively generate a valid proxy signature.

On the other side, if a group of original signer want to
authorize a proxy signer to generate a signature on behalf
of the original signer group, to handle such a situation in
2000, Yi et al. [26] firstly proposed proxy multi-signature
(PMS) scheme. After that, some other variants multi-
proxy multi-signature (MPMS) schemes have also been
proposed [7].

Since proxy signature appeared, many new proxy sig-
nature schemes [4, 5, 6, 8, 19, 21, 27] have been pro-
posed. Motivated by the recent work [6], authors pro-
posed the ID-based proxy multi-signature [16] and multi-
proxy multi-signature [18] schemes without pairings. In
this paper, we focus on MPS scheme. Till now, many
MPS schemes [2, 10, 11, 20, 22, 23, 24, 25] etc from
bilinear pairings and ElGamal type have been proposed.
There are some literatures [1, 6] etc showing that the rel-
ative computation cost of a pairing operation is approx-
imately more than ten times of the scalar multiplication
over elliptic curve group. In addition, the map-to-point
hash function is also very expensive cryptographic oper-
ation. Due to bilinear pairings and map-to-point hash
function, the above schemes are less efficient and so not
very applicable in practice. Therefore, schemes without
bilinear pairings in general hash function setting with
elliptic curve cryptography would be more appealing in
terms of efficiency while maintaining the security.

Elliptic curve cryptography (ECC) was introduced by
Koblitz [9] and Miller [14] independently in 1985 using the
group of points on an elliptic curve defined over a finite
field. Security of the cryptosystem based on ECC relies
on elliptic curve discrete log problem (ECDLP). The main
advantage of ECC is that it provides the same security
level with smaller key size [12] than RSA and ElGamal
cryptosystems. Smaller key means less management time
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and smaller storage, which supplies convenience to real-
ization by software and hardware. To achieve 1024− bits
RSA level security, 512− bits supersingular elliptic curve
and 160 − bits non-supersingular elliptic curves are used
in applications. In general, pairing is defined on the su-
persingular elliptic curve while the ECC without pairings
uses non supersingular elliptic curves.

In this paper, we propose an efficient MPS scheme
without bilinear pairings which has smaller key size than
pairing based schemes. Proposed scheme is proven se-
cure against adaptive chosen message attack [3] under
ECDLP assumption. With the pairing-free realization,
proposed scheme is much efficient than previous related
schemes from pairings in practice. In addition, it is obvi-
ously much efficient in practice than ElGamal based MPS
schemes since ECC provides the same security than El-
Gamal based cryptosystems at less bit parameters.

The rest of this paper is organized as follows. Some pre-
liminary works are given in Section 2. The formal models
of MPS scheme is described in Section 3. Our provable
secure MPS scheme is presented in Section 4. We analyze
the security of proposed scheme in Section 5. Section 6
presents the comparative analysis. Finally, conclusions
are given in Section 7.

2 Preliminaries

2.1 Background of Elliptic Curve Group

An elliptic curve E over a prime finite field Fp (denoted
by E/Fp) is the set of points (x, y) with x, y ∈ Fp which
satisfy the equation y2 = (x3 + ax + b) mod p, a, b ∈
Fp,point say −R. Then P + Q is the reflected point −R.
There is a together with an extra point {∞} (called the
point at infinity). If the discriminant ∆ = (4a3 + 27b2)
mod p 6= 0, equivalently, the polynomial x3 + ax + b has
distinct factors then E/Fp is nonsingular i.e it does not
have any cusp or node singularity. Therefore, we can
define a binary operation (the point addition “ + ”) on
the points of E/Fp as follows: Let P, Q ∈ E/Fp, l be the
line joining P and Q (tangent line to E/Fp if P = Q), and
R, the third point of intersection of l with E/Fp. Let l′

be the vertical line through R which intersects the elliptic
curve E/Fp at another problem that vertical line through
P and −P does not intersect elliptic curve E/Fp at a
third point and we need a third point to define P +(−P ).
Since there is no point in the plane that works, we create
an extra point ∞ at infinity. Here ∞ is a point on every
vertical line.

Thus elliptic curve with this binary operation “ + ”
forms an additive abelian group (E/Fp, “ + ”) = {(x, y) :
x, y ∈ Fp, E(x, y) = 0} ∪ {∞}. Let G be a cyclic additive
subgroup of (E/Fp, “+”) with generator P of prime order
n.

2.2 Mathematical Formulas for Addition
on E/Fp

Suppose that we want to add the points P1 = (x1, y1) and
P2 = (x2, y2) on the elliptic curve E as defined above.

Let the line connecting P1 to P2 be L : y = mx + c.
Explicitly, the slope and y-intercept of L are given by

m =

{
y2−y1
x2−x1

mod p, if P1 6= P2

3x1
2+a

2y1
mod p, if P1 = P2

c = (y1 −mx1) mod p.

Now we find the intersection of E/FP : y2 = (x3 +ax+
b) a, b ∈ Fp, and L: y = mx + c by solving (mx + c)2 =
x3 + ax + b under modulo p. We already know that x1

and x2 are solutions, so we can find the third solution x3

by comparing the two sides of x3 + ax + b− (mx + c)2 =
(x−x1)(x−x2)(x−x3) mod p. Equating the coefficients of
x2, gives m2 = (x1+x2+x3) mod p and hence x3 = (m2−
x1−x2) mod p. Then we compute y3 using y3 = (mx3+c)
mod p and finally P1 + P2 = (x3,−y3).
In Short: Addition algorithm for P1 = (x1, y1) and P2 =
(x2, y2) on the elliptic curve E is:

1) If P1 6= P2 and x1 = x2 then P1 + P2 = {O}.

2) If P1 = P2 and y1 = 0 then P1 + P2 = 2P1 = {O}.

3) If P1 6= P2 (and x1 6= x2), let m = y2−y1
x2−x1

mod p and
c = y1x2−y2x1

x2−x1
mod p.

4) If P1 = P2 and y1 6= 0, let m = 3x1
2+a

2y1
mod p and

c = −x3+ax+b
2y mod p.

Then P1 + P2 = ((m2 − x1 − x2) mod p, (−m3 +
m(x1 + x2) − c) mod p). Scalar multiplication tP over
E/Fp means tP = P + P + ..... + P (t times), that can
be calculated using double-and-add method.

2.3 Complexity Assumption

Elliptic curve discrete logarithm problem (ECDLP):
Given x ∈R Zn

∗ and P the generator of G and Q ∈ G, to
compute x s.t. Q = xP is called ECDLP and assumed to
be intractable.

3 Formal Models of Multi Proxy
Signature Scheme

The proposed model involves three parties: the original
signer A, a set of l proxy signers L = {PS1, PS2, .., PSl},
and a verifier. One of the proxy signers plays the role of
clerk who combines all the partial proxy signatures and
generates an MPS.
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3.1 Definition of MPS Scheme

A MPS scheme is specified by the following polynomial-
time algorithms.

• Setup: Given a security parameter k, this algorithm
outputs the system parameters.

• Extract: It takes the security parameter k and out-
puts the secret-public key pair (skU , pkU ), for each
user U participating in the scheme.

• DelGen: Given the systems’ parameter, the original
signer’s private key and the warrant mw to be signed,
this algorithm outputs the delegation WA→PSi , (1 ≤
i ≤ l).

• DelVerif: The delegation verification algorithm,
takes the original signer’s public key, delegation
WA→PSi

, (1 ≤ i ≤ l) as inputs and verifies whether
it is a valid delegation came from A.

• PKGen: The proxy key generation algorithm, takes
WA→PSi

, (1 ≤ i ≤ l) and some other secret infor-
mation (for example, the secret keys of the execu-
tors) as inputs, and outputs a proxy signing key pskPi

∀1 ≤ i ≤ l for proxy signature.

• MPSign: The proxy signing algorithm, takes the
proxy signing keys pskPi , ∀1 ≤ i ≤ l of all proxy sign-
ers and a message m ∈ {0, 1}∗ as inputs, and outputs
an MPS signature on behalf of A.

• MPVerif: The proxy verification algorithm, takes
public keys of original signer, all proxy signers, and a
proxy signature (mw, σ,m, S) as inputs, and outputs
0 or 1. In the later case, (m,S) is a valid MPS for m
by the proxy group L on behalf of the original signer
A.

3.2 Security Model of MPS Scheme

We define the security of our MPS scheme under existen-
tial unforgeability against adaptive chosen message at-
tack (EUF-ACMA) [3]. The security notion is based on
the following game played between a challenger C and a
probabilistic polynomial time adversary T under an ex-
periment ExpMPS

T of the adversary T .

• Setup: The challenger C runs this algorithm with in-
put k and generates the public parameters. In addi-
tion C runs the Extract algorithm to obtain a public
key pk and private key sk. The adversary T is given
pk and system parameters while sk is kept secret.

• Queries. T can make the following queries adaptively
to C.

1) DelGen-query: T requests for the delegations
with at-most qs no of message warrant’s for
proxy signers with pkPSi , (i = 1, 2, ...l) on
behalf of original signer with pkA adaptively.

There exist a simulator S that simulates the
DelGen oracle and outputs the corresponding
valid delegations WA→PSi

for each query.

2) MPSign-query: T queries the signature oracle
for at-most qs no of messages under the obtained
delegation WA→PSi . There exist a simulator S
that simulates the MPSign oracle and outputs
the valid signature tuples.

• Output: Eventually, T outputs a tuple (mw, pkA,
pkpsi, σ, m, S), (i = 1, 2, , l) and wins the game i.e
ExpMPS

T returns yes if

1) Message warrant mw and message m are not
queried before for delegation and signature re-
spectively.

2) DelVerif (pkA, PKpsi; mw, sigma) = valid.

3) MPVerif (pkA, PKpsi,mw, sigma, m, S) =
valid.

4) Otherwise returns No.

An MPS scheme is said to be existential delegation
and signature unforgeable against adaptive chosen mes-
sage attack (DS-EUF-ACMA), if for any polynomial-time
adversary T , Pr[ExpMPS

T (k) = yes] is negligible.

4 Proposed Scheme

In this section, we present an MPS scheme without
pairings. The proposed scheme involves three parties:
the original signer A, a set of l proxy signers L =
{PS1, PS2, .., PSl}, and a verifier. One of the proxy sign-
ers plays the role of clerk who combines all the partial
proxy signatures and generates an MPS on message m
which confirms the warrant mw. Our scheme mainly con-
sists of the following seven algorithms.

• Setup: Takes a security parameter k, and returns the
system parameters Ω = {Fp, E/Fp, G, P, H1, H2, } as
defined in 2.1. H1 : {0, 1}∗ × G → Z∗n and H2 :
{0, 1}∗ ×G → Z∗p are two cryptographic secure hash
functions.

• Extract: Each participant U of the scheme picks at
random skU ∈ Z∗n and computes pkU = skUP . Thus
(skU , pkU ) is the (secret, public) key pair of user U .

• DelGen: This algorithm takes A’s secret key skA and
a warrant mw as inputs, and outputs the delegation
WA→PSi , 1 ≤ i ≤ l as follows:

1) Generates a random a ∈ Z∗n, computes K = aP .

2) Computes hiA
= H2(mw,K, pkPSi

), hA =∑l
1 hiA and σ = (hAskA + a) mod n.

A sends delegation WA→PSi =
{pkA, pkPSi

,mw,K, σ} to each proxy signer PSi,
1 ≤ i ≤ l.
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• DelVerif: To verify the delegation WA→PSi on war-
rant mw, each proxy signer PSi first computes hiA

=
H2(mw,K, pkPSi

) and hA =
∑l

1 hiA
, then checks

whether σP = hApkA + K holds. Accepts if it is
equal, otherwise rejects.

• PKGen: If PSi accepts the delegation WA→PSi
, he

computes the proxy signing key pskPSi
, 1 ≤ i ≤ l

as follows: pskPSi
= (σhp + skPSi

) mod n, where
hp = H1(mw, pkA, K). Using pskPSi

, these proxy
signers can cooperate to sign any message m which
confirms to mw on behalf of the original signer A.

• MPSign: Each proxy signer PSi, (1 ≤ i ≤ l)
chooses ai ∈ Z∗n, computes Ni = aiP and broad-
casts his Ni to the other l − 1 proxy signers. Then
each PSi computes SPSi

= (pskPSi
+ aih) mod

n where h = H2(m,N), N =
∑l

1 Ni and sends
(pkA, pkPSi

,K, mw,m, SPSi
), (1 ≤ i ≤ l, i 6= j,

if PSj is designated as clerk) to the clerk as his
partial proxy signature. The clerk verifies the
partial proxy signatures by checking the equation
SPSi

P = hp(hApkA +K)+ pkPSi
+hNi, where N =∑l

1 Ni, h = H2(m,N), hA =
∑l

1 H2(mw,K, pkPSi
)

and hp = H1(mw, pkA,K). If it holds, then
he combines S =

∑l
1 SPSi and sends the tuple

(pkA, pkPSi
,K, N, mw,m, S), ∀1 ≤ i ≤ l to verifier.

• MPVerif: To verify the signature (pkA, pkPSi
, K,

N , mw, m, S), ∀1 ≤ i ≤ l for message m, the verifier
does as follows.

Checks whether the message m confirms to the
warrant mw. If not, stop. Otherwise, continue.
Checks whether the l proxy signers are autho-
rized by the original signer in the warrant mw.
If not, stop. Otherwise, continue. Computes
hiA = H2(mw,K, pkPSi

), hA =
∑l

1 hiA , hp =
H1(mw, pkA, K) and h = H2(m, N), then checks
whether the equation: SP = lhp(hApkA + K) +∑l

1 pkPSi
+ hN holds. If holds then accepts oth-

erwise rejects it.

Correctness. Since, SPSiP = hp(hApkA +K)+pkPSi
+

hNi and N =
∑l

1 Ni, we have,

SP =
l∑
1

SPSiP

=
l∑
1

[hp(hApkA + K) + pkPSi
+ hNi]

= lhp(hApkA + K) +
l∑
1

pkPSi
+ hN.

5 Security Analysis

In this section, we will examine the security of our pro-
posed scheme. Assume there is an adversary T who can

break our proxy signature scheme (say
∑

). We will con-
struct a polynomial-time algorithm F that, by simulat-
ing the challenger C and interacting with T , solves the
ECDLP.

Theorem 1. Consider an adaptively chosen message at-
tack in the random oracle model(ROM) against

∑
. If

there is an attacker T that can break
∑

with at most qH2

H2-queries and qs signature queries within time bound t
and non negligible probability ε. Then there exist an algo-
rithm that solves ECDLP with non-negligible probability.

Proof. Suppose an attacker T can break
∑

through adap-
tively chosen message attack then Pr[ExpMPS

T (k) = yes]
is non negligible. We will show that using the ability of
T and forking lemma [15], an algorithm F can be con-
structed for solving the ECDLP. Forking reduction tech-
nique works because the challenger sets the random oracle
answers so that one set of questions from adversary are
answered with a number of completely independent sets
of answers.

For this purpose F sets {Fp, E/Fp, G, P, Ppub,H1, H2}
as system parameters and answers T ’s queries 3.2 as
follows.

Case 1. (Existential Delegation Unforgeable under Adap-
tive Chosen Message Attack). The challenger C interacts
with forger T and responds as follows.

• Setup: C starts to obtain public key pk and private
key sk. The adversary T is given pk.

• DelGen-query: T is allowed to query the delegation
oracle for mw, pkA, pkPSi

,∀1 ≤ i ≤ l. There exist a
simulator S that simulates the oracle and outputs
(σ,K) that satisfies the equation σP = hApkA + K.
Thus σ is a valid signature on mw for pkA.

• Output: If T can forge a valid delegation on
warrant mw without knowing the secret key with
the probability Pr[ExpMPS

T (k) = yes] = ε ≥
10(qH2 + 1)(qH2 + qs)/2k where mw has not been
queried to the delegation oracle (as Lemma 4 of [15]
aims), then a replay of F with the same ran-
dom tape but different choice of H2 will output
two valid delegations {pkA, pkPSi

,mw,K, σ, hA} and
{pkA, pkPSi

,mw,K, σ
′
, h

′
A}.

Then we have

σP = hApkA + K (1)

σ
′
P = h

′
ApkA + K. (2)

From Equations (1) and (2), we have

(σ − σ
′
)P = (hA − h

′
A)skAP.

Let u = σ − σ
′
and v = (hA − h

′
A)−1, then

skA = uv mod n.
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Table 1: Cryptographic operation time (in milliseconds)

Operation Modular exp. OP MP ME HM General hash
Time 5.31 20.04 6.38 2.21 3.04 < 0.001

Table 2: Computational cost comparison

Scheme Extract DelGen DelVerif PKGen MPSign MPVerif Total
Scheme [10] 1MP 1MP + 1HM 1HM + 2OP 1Mp + 1HM 2MP + 1HM + 3Op 1HM + 2OP 5MP + 5HM + 7OP

Scheme [23] 1MP 1MP + 1HM 1HM + 2OP 1Mp + 1HM 2MP + 1HM + 3Op2MP + 1HM + 2OP 6MP + 5HM + 7OP

Our scheme 1ME 1ME 2ME 0ME 5ME 4ME 13ME

Table 3: Running time comparison (in ms)

Scheme Extract DelGen DelVerif PKGen MPSign MPVerif Total
Scheme [10] 9.42 9.42 49.50 6.38 61.36 49.50 185.58
Scheme [23] 9.42 19.14 46.46 6.38 50.74 58.92 191.06
Our scheme 2.21 2.21 6.63 ≈ 0 15.47 13.26 39.78

According to Lemma 4 [15] the ECDLP can be solved
with probability ε

′ ≥ 1/9 and time t
′ ≤ 23 qH2t/ε.

Case 2. (Existential Signature Unforgeable under Adap-
tive Chosen Message Attack). From Case 1, it is clear
that the adversary T can not generate a valid delegation.
In this Case the challenger C interacts with forger T as
follows.

• Setup: C starts to obtain public key pk and private
key sk. The adversary T is given pk.

• MPSign-query: T is allowed to query the signa-
ture oracle for m under the delegation WA→PSi =
{pkA, pkPSi

,mw,K, σ}. There exist a simulator S
that simulates the oracle and generates a tuple (N,S)
that satisfies the equation SP = lhp(hApkA + K) +∑l

1 pkPSi
+ hN .

• Output: If T can forge a valid signature on mes-
sage m with the probability Pr[ExpMPS

T (k) = yes] =
ε ≥ 10(qH2 + 1)(qH2 + qs)/2k where m has not been
queried to the signature oracle, then a replay of F
four times with the same random response but dif-
ferent choices of H2, will output four valid signatures
(pkA, pkPSi , K,N,mw,m, Sj , hj

A, hj), ∀1 ≤ i ≤ l and
j = 1, 2, 3, 4.

Then we have

SjP = lhp(h
j
ApkA + K) +

l∑
1

pkPSi
+ hjN. (3)

If skA, a, b, y denote elliptic curve discrete logarithms of
pkA, K,

∑l
1 pkPSi

and N respectively. Then from equa-

tion (3), we have

Sj = lhp(h
j
AskA + a) + b + hjy, j = 1, 2, 3, 4.

Since, in the above four equations, the unknowns
skA, a, b, y neither have any power nor multiplied to-
gether. So these equations are linear. We consider that
with high probability the determinant of the system ob-
tained by the above four linear equations is non zero and
so these equations are linearly independent.

Therefore, there exist an algorithm F that solves the
above four linearly independent equations, and outputs
skA as the solution of the ECDLP with probability ε

′ ≥
1/9 and time t

′ ≤ 23qH2t/ε (Lemma 4 [15]).

6 Comparative Analysis

In this section, we will compare the efficiency of our
scheme with the schemes [10, 23]. We use the run-
ning time of different cryptographic operations calculated
by [6] in some cryptographic environment for such effi-
ciency comparison as given in Table 1.

Where ME ,MP ,HM , OP stand for one ECC based
scalar multiplication, pairing based scalar multiplication,
Map-to-point hash function and pairing operation respec-
tively.

Computational cost and running time analysis of our
scheme with schemes [10, 23] are given in Tables 2 and 3,
respectively.

From the above Table 2, it is clear that the running
time of MPSign algorithm of our scheme is 14.54% of
scheme [10] as well as of scheme [23]. Total running time
of our scheme is 20.50% of scheme [10] and 17.85% of the
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scheme [23].

Note: Although our proposed scheme is based on ECC, it
does not use pairings. Therefore one can easily conclude
by efficiency comparison that our proposal is much more
efficient than other existing MPS schemes from pairings.

7 Conclusion

In this paper, we proposed an efficient provable secure
multi-proxy signature scheme based on ECC without us-
ing pairings that also avoids the map-to-point hash func-
tion. For this proposal, we first defined a model and then
proved the security of proposed scheme against adaptive
chosen message attack under ECDL-assumption. Com-
pared with previous schemes, the new scheme reduces the
running time of signing algorithms heavily. Therefore, our
scheme is more efficient and applicable than the previous
related schemes in practice.
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Abstract

Sequence comparison has been widely used in many engi-
neering systems, such as fuzzy keyword search, plagiarism
detection, and comparison of gene sequences. However,
when the length of the string is extraordinarily long, like
the DNA sequence that contains millions of nucleotides,
sequence comparison becomes an intractable work, espe-
cially when the DNA database is big and the computa-
tion resources are limited. Although the generic com-
putation delegation schemes provide a theoretically fea-
sible solution to this problem, it suffers from severe in-
efficiency when we directly substitute the general func-
tion by the sequence comparison function. In this pa-
per, we focus on refereed computation delegation of se-
quence comparison and present the refereed computation
delegation scheme of sequence comparison using multiple
servers. In our scheme, the user can detect the dishon-
est servers and get the correct answer as long as there is
one honest server. The direct application of our scheme is
DNA sequence comparison of big gene database in medi-
cal system. Meanwhile, our scheme satisfies the security
requirement of sequence privacy against the malicious ad-
versaries. Moreover, since neither the fully homomorphic
encryption nor the complicated proof systems are used
for the problem generation and result verification, our so-
lution clearly outperforms the existing schemes in terms
of efficiency. The computation complexity of the user is
reduced from O(mn) to O(log2(mn)), where m,n are the
length of the sequences.

Keywords: Privacy, refereed computation delegation, se-
quence comparison

1 Introduction

Sequence comparison can be viewed as the string editing
problem, i.e., computing the distance between two strings.

The edit distance is one of the most widely used notions
of similarity: it is the least-cost operation set of dele-
tions, insertions and substitutions required to transform
one string into another. Sequence comparison is widely
used in many engineering systems, such as fuzzy keyword
search [11, 28], plagiarism detection, and comparison of
gene sequences [9]. However, the computation complex-
ity of sequence comparison is O(mn), where m and n are
the respective length of the strings. When the length of
the string is extraordinarily long, like the DNA sequence
that contains millions of nucleotides, sequence compari-
son becomes an intractable work, especially for resource
limited devices.

Generally, such computation expensive tasks can de-
ploy the so-called “computation delegation” to accom-
plish the tasks efficiently. Computation delegation [1, 15,
16] considers a scenario where one party, the delegator
who is computationally weak, wishes to delegate the com-
putation of a function f on various inputs x1, x2, · · · , xk
to one or more servers who are computationally strong.
However, the servers are not fully trusted, the basic secu-
rity requirements of computation delegation are verifiabil-
ity and efficiency, which require that the delegator should
be able to verify the correctness of the values returned by
the worker. Moreover, the verification process should re-
quire substantially less computation efforts than comput-
ing f(x) from scratch. In addition, an important property
of verifiable computation is privacy, which enables the del-
egator to hide some private information from the worker.
As we know, individual DNA and protein sequences are
highly sensitive and vulnerable to re-identification even
when anonymized. Therefore, the outsourcing technique
should enable the desired computation without revealing
any information about the sequences to the parties carry-
ing out the computation.

However, if we trivially apply the traditional compu-
tation delegation scheme to sequence comparison, the re-
sulting scheme becomes severely inefficient. The reason
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is that most of the previous works are based on complex
cryptographic tools, such as fully homomorphic encryp-
tion [17] and proof systems [6, 19].

In [4], Atallah et al. proposed a secure outsourcing
scheme of sequence comparison. However, the protocol
was only proved to be privacy secure in semi-honest ad-
versary model, and the most significant security require-
ment of verifiability was not satisfied. Apart from [4],
most of the previous works related to sequence compari-
son have been done in the framework of two-party com-
putation model [10], in which two parties with private
inputs wish to jointly compute some function of their in-
puts while preserving certain properties like privacy and
correctness. These works are quite related to private pat-
tern matching, which is out of the scope of this paper.
Our contributions. In this paper, we present a new
computation delegation model, which is called refereed
computation delegation of sequence comparison, using
multiple servers. Our contributions are two-fold:

• The user can detect the dishonest servers and get the
correct answer as long as there is at least one honest
server.

• Our scheme satisfies the security requirement of in-
put/output privacy against the malicious servers.

In multi-server model, one trivial method to realize the
verifiability is: the user picks N different servers and asks
each of those to execute his programme and return the
output. Now, the user takes the plurality value of those
answers to be the correct answer. As long as there is
a majority of honest servers, the user gets the correct
answer. The main drawback of this approach is the need
for an honest majority of servers.

To get better performance and abate the assumption
of a plurality of honest servers, we propose a new ap-
proach which is called refereed computation delegation
of sequence comparison based on Canetti’s computation
delegation scheme [12]. In our scheme, the user runs like
a referee who supervises the servers. The servers do the
computation and return the result together with a com-
mitment of the result back to the user. In the verification
process, when the user detects inconsistency between the
returned results, the process of consistency proof and ver-
ification are activated. After that, the user can get the
correct result by performing only a single step of the com-
putation of sequence comparison. Specially, our scheme
is implementable suppose that there are only two servers,
one of which is honest.

As for efficiency, since neither the fully homomorphic
encryption nor the complicated proof systems are used for
the problem generation and result verification, our solu-
tion clearly outperforms the existing schemes in terms of
efficiency. In detail, the computation load of a server is
O(cmn), and the computation complexity of the user is
reduced from O(mn) to O(log2(mn)), where m,n are the
length of the sequences and c is a constant.
Related work. Atallah et al. proposed a secure out-
sourcing scheme of sequence comparison in [4] using two

non-collusion servers. However, the security model of the
protocol is semi-honest and the security requirement of
verifiability was not mentioned. In [14,24,38], the authors
studied the sequence comparison in the framework of two-
party computation model, in which two parties with pri-
vate inputs wish to jointly compute some function of their
inputs while preserving the security requirements like pri-
vacy and correctness. These works are quite related to
private pattern matching [14, 21, 22, 39], where party P1

holds a pattern and party P2 holds a text. The goal of P1

is to learn where the pattern appears in the text, without
revealing it to P2 and learning anything else about P2’s
text.

Computation delegation has received widespread at-
tention due to the rise of cloud computing [13,37], where
businesses buy computing power from a service, rather
than purchasing and maintaining their own computing re-
sources. Another motivation of computation delegation is
the proliferation of mobile devices, such as netbooks and
smart phones. Due to the computation and storage limi-
tations, sometimes it is desirable to off-load heavy compu-
tations, such as cryptographic operations, or photo ma-
nipulation, to the cloud server. However, the cloud server
is not fully trusted and sometimes the applications out-
sourced to the cloud are so critical that it is imperative
to keep the original data private and rule out accidental
errors during the computation.

Previous research on computation delegation can be
classified into two categories: 1) the generic compu-
tation delegation [1, 15, 16]: it can be applied for ar-
bitrary functions; 2) the concrete computation delega-
tion [2, 5, 7, 23, 25, 29, 30]: they are designed for some
specific functions, such as polynomial evaluation and lin-
ear algebra. In the generic model, most of the previous
works are based on fully homomorphic encryption [17]
and proof systems, such as interactive proofs [6, 19],
efficient arguments based on probabilistically checkable
proofs (PCP) [26, 27], CS proofs [32]and the muggles
proofs in [18]. The complex cryptographic tools used
in the generic model result in inefficiency when applying
these protocols to some concrete functions.

For the computation delegation of specific functions,
plenty of research works have been proposed. Benjamin
and Atallah [8] addressed the problem of secure out-
sourcing for widely applicable linear algebra computa-
tions. However, the proposed protocols required the ex-
pensive operations of homomorphic encryptions. Atallah
and Frikken [1] further studied this problem and gave im-
proved protocols based on the so-called weak secret hid-
ing assumption. Benabbas et al. [7] presented the first
practical computation delegation scheme for high degree
polynomial functions based on the approach of [16]. In
2011, Green et al. [20] proposed new methods for effi-
ciently and securely outsourcing decryption of attribute-
based encryption (ABE) ciphertexts. Based on this work,
Parno et al. [35] showed a construction of a multi-function
computation delegation scheme.

Organization. The paper is organized as follows. In
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Section 2, we give a brief description of the preliminaries
which will be used in the following sections, In Section 3,
we present the system model and security definition of
our scheme. The construction of our scheme is presented
in Section 4. In Section 5, we give the efficiency analysis
and security proof of our scheme. Finally, we conclude in
Section 6.

2 Preliminaries and Tools

2.1 Edit Distance

We now precisely give the definition of edit distance [40].
Consider a finite alphabet set Σ whose elements will be
used to construct strings. Let CI , CD, CS be finite sets
whose elements are finite integers. And let the function
I : Σ→ CI be insertion cost function, i.e., I(a) is the cost
of inserting an element a ∈ Σ to a given string. Similarly,
define the deletion cost function as D : Σ → CD, i.e.,
D(a) is the cost of deleting an element a ∈ Σ from a
given string. And define the substitution cost function as
S : Σ × Σ → CS , i.e., S(a, b) is the cost of replacing an
element a ∈ Σ in a given string by an element b ∈ Σ.

If we let λ be a string of length n, λ = λ1, λ2, · · · , λn,
and µ be a string of length m, µ = µ1, µ2, · · · , µm, both
are strings over alphabet set Σ. As mentioned above,
there are three allowed edit operations to be operated on
λ, insertion of an element, deletion of an element and
substitution of one element by another. Each sequence of
operations that transforms λ into µ has an aggregate cost
associated with it, which is equal to the sum of the costs
of the operations in it. The least-cost of such sequences
is the edit distance.

We now give a brief review of the standard dynamic
programming for computing edit distance [40]. Let
M(i, j) (0 ≤ i ≤ n, 0 ≤ j ≤ m)be the minimum cost
of transforming the prefix of λ of length i into the prefix
of µ of length j, i.e., of transforming λ1, λ2, · · · , λi into
µ1, µ2, · · · , µj . Then M(0, 0) = 0, M(0, j) =

∑j
k=0 I(µk)

for 1 ≤ j ≤ m, and M(i, 0) =
∑i

k=0D(λk), for 0 ≤ i ≤ n.
For positive i and j, we have

M(i, j) = min

 M(i− 1, j − 1) + S(λi, µj)
M(i− 1, j) +D(λi)
M(i, j − 1) + I(µj)

for all 1 ≤ i ≤ n, 1 ≤ j ≤ m. Hence, M(i, j) can be
evaluated row by row or column by column in O(mn).
Observe that, of all the entries of the M -matrix, only the
three entries M(i− 1, j − 1), M(i− 1, j) and M(i, j − 1)
are involved in the computation of the final value M(i, j).

2.2 Merkle Hash Tree

Merkel Hash Tree (MHT) [31] is a common primitive that
allows one to hash a long string of n characters in a way
that the hash can later be used to reveal any part of
the string and supply a short proof of consistency. The

construction of MHT is based on the collision-resistant
hash function, and given a collision-resistant hash func-
tion H and string str of length n, the tree has n leaf
nodes where leaf node i has the value of H(str[i]), str[i]
is the i-th character of str. The next level has the values
of H(H(str[i])||H(str[i+ 1])), for i = 1, 3, · · · , n− 1, and
so on for the other levels. The proof of consistency for
character i consists of H(str[i]) and all the sibling hash
values of the nodes along the path from the root to the
leaf node H(str[i]).

Given a MHT of a string str, denote by MHroot(str)
the value of the root, by MHproof (str, i) the
proof of consistency for the i-th character, and by
V erMHP (root, i, stri, p) the verification function that
given a claimed proof p = MHproof (str, i)) outputs true
if p is valid and false otherwise. Note that the size of the
proof is log n and the complexity of verification function
is O(log n).

3 System Model and Security
Definitions

3.1 System Model

A refereed computation delegation RCD [12] for a func-
tion f is a protocol between a user (or referee) R and
N servers S1, S2, · · · , SN . The difference between tradi-
tional computation delegation model and RCD is that the
user acts like a referee in the delegation procedure. The
user is able to detect the dishonest server when there is
a dispute. The user and the servers receive the input x.
The servers compute the function in parallel and claim
different result of the computation of f(x), and the user
should be able to detect the dishonest servers and deter-
mine the correct f(x) with overwhelming probability as
long as there is at least one honest server. Formally, for
any input x and for all i ∈ {1, · · · , N}, if Si is honest, then
for any potentially dishonest S∗1 , · · · , S∗i−1, S∗i+1, · · · , S∗N ,
the output of R is f(x) with probability at least 1 − ε,
where ε is negligible. An optional security requirement of
RCD is I/O privacy. In the following subsection, we will
give a formal definitions of the security requirements.

Firstly, we retrospect the traditional verifiable compu-
tation model. In detail, the traditional verifiable compu-
tation scheme consists of four algorithms defined below
(KeyGen,ProbGen, Compute, Verify):

• (pk, sk)← KeyGen(f,λ): Based on the security param-
eter λ, the randomized key generation algorithm gen-
erates a public key pk that encodes the target func-
tion f(·), which is used by the cloud server to com-
pute f(·). It also computes a matching secret key sk,
which is kept secret by the user U .

• (σx, τx)← ProbGensk(x): The problem generation al-
gorithm uses the secret key sk to encode the input x
as a public value σx, which is given to the cloud server
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to compute with, and a secret value τx, which is kept
private by the user U .

• σy ← Computepk(σx): Using the user’s public key pk
and the encoded input σx, the server computes and
outputs an encoded version of the result y = f(x).

• y ∨ ⊥ ← Verifysk(σy, τx): Using the secret key sk
and the secret ”decoding” value τx, the verification
algorithm converts the cloud server’s encoded output
into the output of y = f(x) or ⊥ indicating that σy
does not represent the valid output of f(·) on x.

Now we give a formal description of refereed compu-
tation delegation. In detail, a refereed computation dele-
gation scheme RCD=(KeyGen, ProbGen, Compute, Verify)
consists of four algorithms as defined below, which is the
same as that in the verifiable computation [7, 16], except
that now N servers receive the same input from the user
and return the results to the user.

• (pk, sk)← KeyGen(f,κ): Based on the security param-
eter κ, the randomized key generation algorithm gen-
erates a public key/secret key pair pk/sk for the func-
tion f(·). The public key is provided to the servers,
while the secret key is kept private by the user.

• (σx, τx)← ProbGensk(x): The problem generation al-
gorithm uses the secret key sk to encode the input x
as a public value σx, which is given to all the cloud
servers to compute with, and a secret value τx, which
is kept private by the user U .

• σy ← ComputePK(σx): Using the user’s public key
pk and the encoded input σx, the servers compute
and output an encoded version of the result y = f(x),
respectively.

• y∪⊥ ← Verifysk(σy): Using the secret key sk and the
secret ”decoding” value τx, the verification algorithm
converts the cloud servers’ encoded output y∗. Note
that y∗ 6= y if the server is dishonest. Then U verifies
the correctness of y∗ and obtains the correct result as
long as there is at least one honest server.

The basic efficiency requirement of a RCD scheme is that
the time to encode the input and verify the output must
be smaller than the time to compute the function from
scratch, and the complexity of the servers is polynomial
in the complexity of evaluating f . Formally, A RCD can
be outsourced if it permits efficient problem generation
and verification. This implies that for any input x and
output σy, the time required for ProbGensk(x) plus the
time required for Verifysk(τx, σy) is smaller than T , where
T is the time to compute the function f(x) from scratch.

3.2 Security Requirements

A refereed computation delegation scheme should be both
correct and secure. Intuitively, a RCD scheme is correct if
the user always outputs the correct result f(x) as long as

there is at least one honest cloud server. In the following
experiments, A denotes the set of malicious cloud servers
who are allowed to collude with each other, of which the
size is at most N−1. Note that in the refereed delegation
of computation, all the servers receive the same input,
therefore, the oracle answer for an adversary set A just
contains one answer. And the members of the adversary
set A will output the same result in order to improve the
probability of successful attack. Thus, the adversary set
A can be viewed as one party.

Experiment ExpC
A[RCD, f, κ]

(pk, sk)← KeyGen(f, κ);

For i = 1, · · · , l = poly(κ)

xi ← A(x1, σx1
, β1, · · · , xi−1, σxi−1

, βi−1);

(σxi , τxi)← ProbGensk(xi);

σyi
← A(pk, x1, σx1

, β1, · · · , xi−1, σxi−1
, βxi−1

, σxi
);

βi = Verifysk(τxi
, σyi

);

x← A(pk, x1, σx1
, β1, · · · , xl, σxl

, βl)

(σx, τx)← ProbGensk(x);

σy ← A(pk, x1, σx1
, β1, · · · , xl, σxl

, βl, σx);

ŷ ← Verifysk(τx, σy);

ŷ 6= f(x), output 1, else 0;

In the above experiment, the malicious servers are
given oracle access to generate the encoding of multiple
problem instances, and also oracle access to the result of
the verification algorithm on arbitrary strings on those
instances. The adversary succeeds if they convince the
user to output wrong result for a given input value. Our
goal is to make the adversary succeed only with negligible
probability.

Correctness. For a refereed computation delegation
scheme RCD, we define the advantage of a set of adver-
saries A in the experiment above as:

AdvA(RCD, f, κ) = Pr[ExpC
A[RCD, f, κ] = 1]

A refereed computation delegation schemeRCD is correct
if for any function f ∈ F , and for any adversary set A
whose members run in probabilistic polynomial time,

AdvA(RCD, f, κ) ≤ neg(κ)

where neg(·) is a negligible function of its input.
While the basic security requirements of correctness

protects the integrity of RCD, it is also desirable to pro-
tect the input and output of the refereed computation
delegation scheme against the malicious servers. Below,
we define the input/output privacy based on a typical
indistinguisability argument that guarantees that no in-
formation about the inputs/outputs is leaked.

Intuitively, a refereed verifiable computation scheme
is input private when the public outputs of the problem
generation algorithm ProbGen over two different inputs
are indistinguishable. In the following experiment, the
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adversaries are allowed to request the encoding of any
input they desires. The PubProbGen returns the public
parameter σx to the adversary.

Experiment ExpIPriv
A [RCD, f, κ]

(pk, sk)←KeyGen(f, κ)

(x0, x1)← APubProbGen(·)(pk)

(σ0, τ0)← ProbGensk(x0)

(σ1, τ1)← ProbGensk(x1)

b←R {0, 1}
b̂← APubProbGensk(·)(pk, x0, x1, σb)
If b̂ = b, output1, else 0.

Input Privacy. For a refereed delegation of computation
scheme, we define the advantage of an adversary set A in
the experiment above as :

AdvIPriv
A (RCD, f, κ) = |Pr[ExpIPriv

A [RCD, f, κ] = 1]−1

2
|.

A refereed computation delegation scheme is input pri-
vate for a function f , if for any adversary set A whose
members run in probabilistic polynomial time,

AdvIPriv
A (RCD, f, κ) ≤ neg(κ)

where neg() is a negligible function of its input.
A similar definition can be made for output privacy.

We consider the following the experiment. During the
process, the adversaries are allowed to request the output
of the algorithm y ∪⊥ ← Verify. In the challenged phase,
the adversary has to submit two encoded outputs σ0 and
σ1. After the adversaries have chosen the challenged out-
put, they can continue the query process. The experi-
ment ideally simulates the execution process of the refer-
eed computation delegation scheme. The oracle OVerify
returns the output of the algorithm y∪⊥ ← Verify to the
adversaries.

Experiment ExpOPriv
A [RCD, f, λ]

(pk, sk)←KeyGen(f, λ)

(σy0 , σy1)← AOVerify
PubProbGen(pk, f, λ)

y0 ← Verify(σy0 , f, λ)

y1 ← Verify(σy1
, f, λ)

b← {0, 1}
b̂← AOVerify

PubProbGen(f, pk, yb)

if b̂ = b, output 1, else 0.

Output Privacy. For a refereed computation delegation
scheme RCD, we define the advantage of an adversary set
A in the experiment above as:

AdvOpriv
A (RCD, f, κ) = |Pr[ExpOpriv

A [RCD, f, κ] = 1− 1

2
|

A refereed delegation of computation scheme is output
private if for the legal encoded output set σ, and for any

adversary set A whose members run in probabilistic poly-
nomial time,

AdvOpriv
A (RCD, f, κ) ≤ neg(κ)

where neg() is a negligible function of its input.

4 Construction

Main Idea. In the following sections, we only discuss
the case where there are two pairs of servers (W11,W12)
and (W21,W22), of which one pair of servers is honest. In
the following subsections, we will explain how to extend
it to N server model. Suppose the user has two sequences
λ and µ over some finite alphabet Σ = {0, · · · , σ − 1}
and he wants to delegate the sequence comparison of λ
and µ to the cloud servers. We assume each pair of cloud
servers cooperatively execute the protocol, but they do
not collude with each other. The reason why we use a
pair of cloud servers as a server unit will be explained in
the following sections.

As stated in Figure 1., the user starts by splitting the
sequence λ into λ′ and λ′′ such that λ′ and λ′′ are over
the same alphabet Σ = {0, 1, · · · , σ−1} and λi = λ′i +λ′′i
for all 1 ≤ i ≤ n. To split λ, the user can first generate a
random sequence λ′ over the alphabet Σ of length n, and
then set λ′′i = λi − λ′i mod σ, for all 1 ≤ i ≤ n. Similarly,
the user splits µ into µ′ and µ′′ such that µj = µ′j + µ′′j ,
for all 1 ≤ j ≤ m. Then, λ′, µ′ are sent to W11 and
λ′′, µ′′ are sent to W12. The servers W11, W12 collabora-
tively compute the the edit distance M(n,m) of λ and µ
in an additively split fashion. That is, W11 and W12 each
maintain a matrix M (1)′ and M (1)′′ such that M(i, j) =
M (1)′(i, j) +M (1)′′(i, j) for 1 ≤ i ≤ n, 1 ≤ j ≤ m. In ad-
dition, W11 and W12 each construct the Merkle Hash Tree
for all the values of the matrixes M (1)′ and M (1)′′ , and
return the result M (1)′(n,m), M (1)′′(n,m) together with
the value MHroot(M

(1′)(n,m)), MHroot(M
(1′′)(n,m)),

which is the root value of the Merkle Hash Tree for their
respective result. The second pair of servers (W21,W22)
do the same as described above. Thereafter, the user runs
the consistency proof with (W11,W12), (W21,W22), and
outputs the correct result if at least one pair of servers
are honest.

As described in Section 2, a refereed computation dele-
gation of sequence comparison scheme consists of four al-
gorithms (KeyGen, ProbGen, Compute, Verify), which will
be formally defined below. The framework of our scheme
is presented in Figure. 1.

• (pk, sk)← KeyGen(f,κ): Based on the security pa-
rameter κ, the randomized key generation algo-
rithm generates the additively homomorphic encryp-
tion [?, 33, 34]key pair (pk, sk) for every cloud server
and randomly selects a hash function H.

• (σx, τx)← ProbGen(x): On private input x = (λ, µ),
the user splits the sequence λ into λ′ and λ′′, such
that λ = λ′ + λ′′ mod σ, and similarly splits
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Figure 1: Framework of refereed computation delegation of private sequence comparison

µ into µ′ and µ′′ such that µ = µ′ + µ′′ mod
σ. Meanwhile, U generates two vectors of random
numbers, a = (a1, · · · , an) and b = (b1, · · · , bm).
Then U computes two vectors c = (c1, · · · , cn) and

d = (d1, · · · , dm) where ci =
∑i

k=1D(λk) − ai,

for 1 ≤ i ≤ n, and dj =
∑j

k=1 I(µk) − bj , for
1 ≤ j ≤ m. The outputs of the algorithm is set
to be (σx, τx)=((λ′, λ′′, µ′, µ′′, a, b, c, d), (λ, µ)). Then
U sends λ′, µ′, b, c to Wk1, and sends λ′′, µ′′, a, d,
to Wk2, k = 1, 2.

• σy ← Compute(σx): As described in Figure 2.
(Wk1,Wk2), k = 1, 2, collaboratively compute
M(i, j) for all 1 ≤ i ≤ n, 1 ≤ j ≤ m. Note that Wk1

owns M (k)(i, j)′ and Wk2 owns M (k)(i, j)′′, such that
M(i, j) = M (k)(i, j)′ +M (k)(i, j)′′.

The protocol specifications are described as follows:

1) Wk1 and Wk2 first initialize their respec-
tive matrix, and then cooperatively compute
(u(k)

′
, v(k)

′
, w(k)′) and (u(k)

′′
, v(k)

′′
, w(k)′′).

2) After the minimum finding protocol [3], Wk1

gets M (k)′(i, j) and Wk2 gets M (k)′′(i, j).

3) Then Wk1 and Wk2 each construct the
Merkel Hash Tree for the result matri-
ces M (k)′ and M (k)′′ respectively and
return the result and root value to the
user. Thus, the output σy=(M (k)′(n,m),

MHroot(M
(k)′),M (k)′′(n,m),MHroot(M

(k)′′)),
k = 1, 2.

Note that γ′ and γ′′ are computed through the fol-
lowing split-S protocol.

1) Wk1 generates a σ×σ table Ŝ with Ŝ(r, l) equals
to Epkk1

(S(r+λ′imod σ, l)) and sends it to Wk2.

2) For 1 ≤ j ≤ m, Wk2 extracts the λ′′i -th

row of Ŝ as a vector v, vl = Epkk1
(S(λ′′i +

λ′imod σ, l)) = Epkk1
(S(λi, l)). Then Wk2 cir-

cularly left-shift the vector v µ′′j positions and
updates v with a random number γ′′, as a re-
sult vl = Epkk1

(S(λi, µ
′′
j + l) ∗ Epkk1

(−γ′′)) =
Epkk1

(S(λi, µ
′′
j + l)− γ′′).

3) Wk1 uses 1-out-of-m oblivious transfer proto-
col [36]to get the µ′j-th item of v and decrypts
it as γ′ = S(λi, µ

′′
j + µ′j)− γ′′ = S(λi, µj)− γ′′.

• y ∪ ⊥ ← Verifysk(σy): U first verifies whether
M (1)(n,m)′ + M (1)(n,m)′′ = M (2)(n,m)′ +
M (2)(n,m)′′ or not. In case the equation holds, the
answer is correct. Else, the user continues to a binary
search as described as follows.

Remark. Assume that the split edit distance matrix
is reordered in row-major principle as a vector m̂ when
the cloud servers construct the Merkle Hash Tree for
them. We use variable ng to denote the good posi-

tions which means that m̂(1)′(ng)+m̂(1)′′(ng)=m̂(2)′(ng)+

m̂(2)′′(ng), and use variable nb to denote the bad posi-
tions. When the binary search ends, U ask W11 and
W12 for the consistency proof at the positions ng and
nb. If the verification process returns true, U outputs
M(n,m) = M (1)(n,m)′ + M (1)(n,m)′′. Otherwise, he
outputs M(n,m) = M (2)(n,m)′+M (2)(n,m)′′. The spec-
ifications are presented as follows:

1) U initializes position variables as ng = 1, nb = mn
and asks Wk1 and Wk2, k = 1, 2, for the mid-th value
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For k = 1, 2

Initialization:

Wk1 sets M (k)′(0, j) = bj , for 1 ≤ j ≤ m, and sets M (k)′(i, 0) = ci, for 1 ≤ i ≤ n.

Wk2 sets M (k)′′(0, j) = dj , for 1 ≤ j ≤ m, and sets M (k)′′(i, 0) = ai, or 1 ≤ i ≤ n.

For 1 ≤ i ≤ n, 1 ≤ j ≤ m
(1). Wk1 computes u(k)

′
= M (k)′(i− 1, j) +M (k)′(i, 0)−M (k)′(i− 1, 0)

= M (k)′(i− 1, j) +D(λi)− ai + ai−1.

Wk2 computes u(k)
′′

= M (k)′′(i− 1, j) +M (k)′′(i, 0)−M (k)′′(i− 1, 0)

= M (k)′′(i− 1, j) + ai − ai−1.

u(k)
′
+ u(k)

′′
= M (k)′(i− 1, j) +M (k)′′(i− 1, j) = M(i− 1, j) +D(λi).

(2). Wk1 computes v(k)
′

= M (k)′(i, j − 1) +M (k)′(0, j)−M (k)′(0, j − 1)

= M (k)′(i, j − 1) + bj − bj−1.
Wk2 computes v(k)

′′
= M (k)′′(i, j − 1) +M (k)′′(0, j)−M (k)′′(0, j − 1)

= M (k)′′(i, j − 1)− bj + bj−1 + I(µj).

v(k)
′
+ v(k)

′′
= M (k)′(i, j − 1) +M (k)′′(i, j − 1) = M(i, j − 1) + I(µj).

(3). Wk1 sets w(k)′ = M (k)′(i− 1, j − 1) + γ′.

Wk2 sets w(k)′′ = M (k)′′(i− 1, j − 1) + γ′′.

w(k)′ + w(k)′′ = M(i− 1, j − 1) + S(λi, µj)

(4). After the implementation of minimum finding protocol, Wk1 and Wk2 get

M (k)′(i, j), M (k)′′(i,j) respectively, such that

M (k)′(i, j) +M (k)′′(i, j) = min

 M(i− 1, j − 1) + S(λi, µj)
M(i− 1, j) +D(λi)
M(i, j − 1) + I(µi)



Figure 2: Specifications for the algorithm Compute

of the result vector and the consistency proof of the
values, where mid = (ng + nb)/2. If m̂(1)′(mid) +

m̂(1)′′(mid)=m̂(2)′(mid) + m̂(2)′′(mid), he sets ng =
mid, otherwise, he sets nb = mid. U continues the
binary search in that way till he gets nb = ng + 1.

2) W11 returns the consistency proof

p1g = MHpoof (m̂(1)′ , ng), p1b = MHpoof (m̂(1)′ , nb),

W12 returns

p2g = MHpoof (m̂(1)′′ , ng), p2b = MHpoof (m̂(1)′′ , nb).

3) U runs

V erMHP (MHroot(m̂
(1)′), ng, m̂

(1)′(ng), p1g)

V erMHP (MHroot(m̂
(1)′), nb, m̂

(1)′(nb), p1b)

V erMHP (MHroot(m̂
(1)′′), ng, m̂

(1)′′(ng), p2g)

V erMHP (MHroot(m̂
(1)′′), nb, m̂

(1)′′(nb), p2b)

to verify the consistency proof. If either proof is in-
valid, the cloud servers Wk1 and Wk2 are marked as
dishonest. Otherwise, U proceeds as follows.

4) Suppose that m̂(1)′(ng) is equivalent to M (1)′(α, β),

then m̂(1)′(ng −m) and m̂(1)′(ng −m+ 1) are equiv-

alent to M (1)′(α− 1, β), M (1)′(α− 1, β + 1). As de-
scribed above, U asks W11 and W12 for consistency
proof at the position ng − m and ng − m + 1, and
then computes

M(α− 1, β) = M (1)′(α− 1, β) +M (1)′′(α− 1, β)

M(α−1, β+1) = M (1)′(α−1, β+1)+M (1)′′(α−1, β+1).

Now that U owns M(α, β), M(α− 1, β), and M(α−
1, β + 1), he can compute M(α, β + 1) by himself
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using the dynamic programming algorithm. Then
U verifies whether M(α, β + 1) = M (1)′(α, β + 1) +
M (1)′′(α, β + 1) holds (Remember that M (1)′(α, β +
1) = m̂(1)′(nb), M

(1)′′(α, β + 1) = m̂(1)′′(nb). If the
equation holds, U outputs the value of M(n,m) =
M (1)′(n,m) + M (1)′′(n,m). Otherwise, M(n,m) =
M (2)′(n,m) +M (2)′′(n,m).

Extensions. Here we show a trivial method of how, given
refereed computation delegation scheme with two servers,
one can construct a refereed delegation of computation
with N servers, where we only need to assume that at
least one of them if honest. The idea is to execute the ref-
ereed delegation of computation with two servers between
each pair of servers. By the soundness of the refereed del-
egation of computation, with high probability there exists
an honest server pair Wi that convinces the user in all of
his games. The user outputs the claimed result of Wi.

In addition to the trivial method for extending the pro-
tocol to N servers, we can extend this specific protocol
also in the following way. Our protocol can be executed
with all servers, where the user marks the intermediate
value as a good value only if all answers for this position
match. At the end of the binary search, the user checks if
the computation is consecutive for each one of the servers.
After the execution of this protocol, at least one pair of
malicious servers will be caught lying and will be declared
as a cheater. The user continues to the next round with
the other servers, again, executes the protocol to find at
least one cheater and then excludes him (or them) from
the next rounds. The protocol ends when all the remain-
ing servers agree on the output.

5 Efficiency and Security Analysis

5.1 Efficiency Analysis

First of all, our protocol, which works in the multi-server
model, is qualitatively more practical than known tech-
niques for computation delegation in single-server setting.
As we know, all known protocols rely either on arithme-
tization and PCP techniques [18], or rely on fully homo-
morphic encryption [15,16]. Neither approach is currently
viable in practice as a result of low efficiency.

Our protocol neither utilizes the complex proof sys-
tems nor fully homomorphic encryption, it is very effi-
cient on both the user side and server side. The compu-
tation and communication complexity of splitting the se-
quence λ and µ and sending the result shares is O(m+n),
which is also the lower bound of problem generation al-
gorithm. In the verification procedure, the user searches
for inconsistencies between the intermediate values of the
two servers’ computations. Note that the binary search
algorithm ends within O(log mn) steps, where log m and
log n are the bit lengths of m and n, respectively. And on
finding an inconsistency, the user can detect the cheater
by performing a single step of the edit distance compu-
tation algorithm. The collision-resistant hash functions

are used to allow the server to commit to the large inter-
mediate internal values of the computation using small
commitments. And in each verification process of these
commitments, the user does O(logmn) hash computa-
tions. Therefore, the overall computation complexity of
the user is O(log2(mn)).

On the server side, each pair of servers runs mn steps
of the dynamic program and construct the Merkle Hash
Tree for the final result. In each step of the dynamic pro-
gram, the communication complexity between Wk1 and
Wk2 is O(σ2) + O(1) due to the computation of γ′ and
γ′′ and the minimum finding protocol. In addition, the
computation complexity of constructing the Merkle Hash
Tree for the result is O(mn). Therefore, the total com-
putation and communication complexity of each server is
O(σ2mn), which means that the complexity of the server
is polynomial in the complexity of evaluating f .

5.2 Security Analysis

Theorem 1. Suppose that the hash function in use is
collision resistant, and the probability that a server hon-
estly executes the protocol is p, then our scheme satisfies
the security requirement of correctness against malicious
servers with probability 1-(1−p)N , where N is the number
of server pairs.

Proof. Review that in our scheme, the servers construct
the Merkle Hash Tree for their respective edit distance
matrix M and return the root value MHroot to the user.
MHroot can be viewed as a commitment of M . During
the following verification process, the malicious server is
unable to change the committed intermediate value of M .
Otherwise, if a malicious server tampered the intermedi-
ate value but successfully pass the correctness verification,
which means that the server generated a fake consistency
proof that has the same root value of the Merkle Hash
Tree as in the committed edit distance matrix M . Thus,
he got a collision in some node along the path to the
tampered intermediate value, which contradicts our as-
sumption about the collusion resistant hash function.

In the experiment ExpC
A[RCD, f, κ], the ProbGen() or-

acle and Verify() oracle do not leak useful information
for the adversary, as the splitted input sequence λ′, µ′

are uniformly distributed over the the alphabet set Σ.
And we assume that the minimum finding protocol is se-
cure in the two party computation model against mali-
cious adversary, so that the output does not leak any
useful information either. In the challenge phrase, af-
ter the binary search, U asks W11 and W12 for the con-
sistency proof for the position ng and nb of the result

vectors m̂(1)′ and m̂(1)′′ . If all the proofs are verified to
be valid, U simulates one step of the edit distance com-
putation at the position ng. The verification equation

M(α, β + 1) = M (1)′(α, β + 1) + M (1)′′(α, β + 1) holds
with probability 1 if the first server is honest and 0 other-
wise. For N pairs of servers, the probability that at least
one pair of servers are honest is 1-(1−p)N , the probability
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is also the probability that the user can get the correct
result in our scheme.

Theorem 2. Suppose that any pair of servers do not col-
lude with each other, the additively homomorphic encryp-
tion scheme is semantically secure, 1-out-of-n OT is re-
ceiver secure, and the minimum finding protocol is secure
in two-party computation model against malicious adver-
saries. Then, our scheme satisfies the security require-
ment of input an output privacy.

Proof. Firstly, recall that the original sequence λ and µ
are splitted into λ′,λ′′ and µ′, µ′′, such that λi = λ′i + λ′′i
mod σ, µj = µ′j + µ′′j mod σ. λ′i, λ

′′
i , µ′j and µ′′j are

uniformly distributed over the alphabet set
∑

. There-
fore, in the experiment ExpIPriv

A [RCD, f, λ], the oracle
reply of PubProbGen(·) does not leak any information
about the original sequence to the malicious server. Sec-
ondly, we assume that the additively homomorphic en-
cryption scheme is semantically secure, which assures that
the server Wk1 does not leak any information about λ′

to Wk2 in the interactive algorithm σy ← Compute(σx).
The OT scheme used in our scheme is receiver secure, so
nothing about λ′′ is leaked to Wk1 either. In summa-
rization, our scheme satisfies the security requirement of
input privacy. For output privacy, the secure minimum
finding protocol used in our protocol guarantees that Wk1

obtains M (k)′(i, j) but nothing about M (k)′′(i, j), mean-
while Wk2 gets M (k)′′(i, j) but nothing about M (k)′(i, j),
such that M(i, j) = M (k)′(i, j) + M (k)′′(i, j). Therefore,
in the challenge phrase, if any adversary is able to corrupt
the output privacy our scheme, he can successfully attack
the underlying minimum finding protocol with the same
probability, which contradicts our assumption.

6 Conclusion

In this paper, we propose the refereed computation del-
egation of sequence comparison for the first time. Com-
pared with previous computation delegation schemes, our
scheme is qualitatively more practical. Our scheme works
in the multi-server model, and the user can get the cor-
rect result of the computation as long as there is at least
one honest server. For the sequences of length m and
n, respectively, our scheme reduce the user computation
complexity from O(mn) to O(log2(mn)). The security
analysis shows that our scheme satisfies the security re-
quirements of I/O privacy and correctness.

Acknowledgements

This work is supported by the National Natural Sci-
ence Foundation of China (No. 61379154, 61100224 and
U1135001), the Specialized Research Fund for the Doc-
toral Program of Higher Education, and Guangdong Nat-
ural Science Foundation (No.S2013010013671)

References

[1] B. Applebaum, Y. Ishai, and E. Kushilevitz, “From
secrecy to soundness: Efficient verification via secure
computation,” in Automata, languages and Program-
ming, LNCS 6198, pp. 152–163, 2010.

[2] M. J. Atallah and K. B. Frikken, “Securely outsourc-
ing linear algebra computations,” in Proceedings of
the 5th ACM Symposium on Information, Com-
puter and Communications Security (ASIACCS’10),
pp. 48–59, Beijing, China, Apr. 2010.

[3] M. J. Atallah, F. Kerschbaum, and W. Du, “Secure
and private sequence comparisons,” in Proceedings
of the 2003 ACM Workshop on Privacy in the Elec-
tronic Society (WPES’03), pp. 39–44, Washington,
DC, USA, Oct. 2003.

[4] M. J. Atallah and J. Li, “Secure outsourcing of se-
quence comparisons,” International Journal of Infor-
mation Security, vol. 4, pp. 277–287, 2005.

[5] M. J. Atallah, K. N. Pantazopoulos, J. R. Rice, and
E. E. Spafford, “Secure outsourcing of scientific com-
putations,” Advance in Computers, vol. 54, pp. 215–
272, 2002.

[6] L. Babai, “Trading group theory for randomness,” in
Proceedings of the Seventeenth Annual ACM Sympo-
sium on Theory of Computing (STOC’85), pp. 421–
429, Rhode Island, USA, May 1985.

[7] S. Benabbas, R. Gennaro, and Y. Vahlis, “Verifi-
able delegation of computation over large datasets,”
in Proceedings of the Crypto’11, pp. 111–131, Santa
Barbara, CA, USA, Aug. 2011.

[8] D. Benjamin and M. J. Atallah, “Private and
Cheating-free outsourcing of algebraic computa-
tions,” in Proceedings of Privacy, Security and Trust
(PST’08), pp. 240–245, Fredericton, NB, Oct. 2008.

[9] M. Blanton and M. Aliasgari, “Secure outsourcing of
DNA searching via finite automata,” in Data and Ap-
plications Security and Privacy, LNCS 6166, pp. 49–
64, 2010.

[10] M. Blanton, M. J. Atallah, K. B. Frikken, and
Q. Malluhi, “Secure and efficient outsourcing of se-
quence comparisions,” in Proceedings of the 17th Eu-
ropean Symposium on Research in Computer Secu-
rity (ESORICS’12), pp. 505–522, Pisa, Italy, Sep.
2012.

[11] D. Boneh, G. D. Crescenzo, R. Ostrovsky, and
G. Persiano, “Public key encryption with keyword
search,” in Proceedings of Eurocrypt’04, pp. 506–522,
Interlaken, Switzerland, May 2004.

[12] R. Canetti, B. Riva, and G. N. Rothblum, “Practical
delegation of computation using multiple servers,” in
Proceedings of the 18th ACM Conference on Com-
puter and Communications Security(ACM CCS’11),
pp. 445–454, Chicago, USA, Oct. 2011.

[13] P. S. Chu, C. C. Lee, P. S. Chu, P. S. Chung,
and M. S. Hwang, “A survey on attribute-based
encryption schemes of access control in cloud envi-
ronments,” Internation Journal of Network Security,
vol. 15, no. 4, pp. 231–240, 2013.



International Journal of Network Security, Vol.17, No.6, PP.743-753, Nov. 2015 752

[14] K. M. Chung, Y. Kalai, and S. Vadhan, “Efficient pri-
vate matching and set intersection,” in Proceedings of
the Eurocrypt’04, pp. 1–19, Interlaken, Switzerland,
May 2004.

[15] K. M. Chung, Y. Kalai, and S. Vadhan, “Improved
delegation of computation using fully homomor-
phic encryption,” in Proceedings of the Crypto’10,
pp. 483–501, Santa Barbara, CA, USA, Aug. 2010.

[16] R. Gennaro, C. Gentry, and B. Parno, “Non-
interactive verifiable computing: Outsourcing com-
putation to untrusted workers,” in Proceedings of the
Crypto’10, pp. 465–482, Barbara, CA, USA, Aug.
2010.

[17] C. Gentry, “Fully homomorphic encryption using
ideal lattices,” in Proceedings of the Forty-First
Annual ACM Symposium on Theory of Computing
(STOC’09), pp. 169–178, Bethesda, Maryland, USA,
May, June 2009.

[18] S. Goldwasser, Y. T. Kalai, and G. N. Roth-
blum, “Delegating computation: Interactive proofs
for muggles,” in Proceedings of the Fortieth An-
nual ACM Symposium on Theory of Computing
(STOC’08), pp. 113–122, Victoria, British Columbia,
Canada, May 2008.

[19] S. Goldwasser, S. Micali, and C. Rackoff, “The
knowledge complexity of interactive proof systems,”
SIAM Journal on Computing, vol. 18, no. 1, pp. 186–
208, 1989.

[20] M. Green, S. Honhenberger, and B. Waters, “Out-
sourcing the decryption of ABE ciphertexts,” in Pro-
ceedings of the USENIX Security Symposium, pp. 34–
49, San Francisco, CA, USA, Aug. 2011.

[21] C. Hazay and Y. Lindell, “Efficient protocols for
set intersection and pattern matching with security
against malicious and covert adversaries,” in Proceed-
ings of the Fifth Theory of Cryptography Conference
(TCC’08), pp. 155–175, New York, USA, Mar. 2008.

[22] C. Hazay and T. Toft, “Computationally secure pat-
tern matching in the presence of malicious adver-
saries,” in Proceedings of the Asiacrypt’10, pp. 195–
212, Singapore, Dec. 2010.

[23] M. Jakobsson and S. Wetzel, “Secure Server-Aided
signature generation,” in Proceedings of 4th Interna-
tional Workshop on Practice and Theory in Public
Key Cryptosystems (PKC’01), pp. 383–401, Cheju
Island, Korea, Feb. 2001.

[24] A. Jarrous and B. Pinkas, “Secure hamming distance
based computation and Its applications,” in Pro-
ceedings of 7th International Conference (ACNS’09),
pp. 107–124, Paris-Rocquencourt, France, Jun. 2009.

[25] S. Kawaumura and A. Shimbo, “Fast server-aided
secret computation protocols for modular exponenti-
ation,” IEEE Journal on Selected Areas in Commu-
nications, vol. 11, no. 5, pp. 778–784, 2002.

[26] J. Kilian, “A note on efficient Zero-Knowledge proofs
and arguments (extended abstract),” in Proceedings
of the Twenty-Fourth Annual ACM Symposium on
Theory of Computing, pp. 723–732, Victoria, British
Columbia, Canada, May 1992.

[27] J. Kilian, “Improved efficient arguments,” in Pro-
ceedings of the 15th Annual International Cryptol-
ogy Conference (Crypto’95), pp. 311–324, Santa Bar-
bara, California, Aug. 1995.

[28] C. C. Lee, S. T. Hsu, and M. S. Hwang, “A study
of conjunctive keyword searchable schemes,” Inter-
nation Journal of Network Security, vol. 15, no. 5,
pp. 321–330, 2013.

[29] J. Li, X. Chen, J. Li, C. Jia, J. Ma, and W. Lou,
“Fine-grained access control based on outsourced
attribute-based encryption,” in Proceedings of the
18th European Symposium on Research in Computer
Security, pp. 592–609, Egham, UK, Sep. 2013.

[30] J. Li, X. Huang, J. Li, X. Chen, and X. Yang, “Se-
curely outsourcing attribute-based encryption with
checkability,” IEEE Transactions on Parallel and
Distributed Systems, vol. 25, no. 8, pp. 2201–2210,
2013.

[31] R. C. Merkle, “A digital signature based on a con-
ventional encryption function,” in Proceedings of
CRYPTO’87, pp. 369–378, Santa Barbara, Califor-
nia, USA, Aug. 1987.

[32] S. Micali, “Computationally sound proofs,” SIAM
Journal on Computing, vol. 30, no. 4, pp. 1253–1298,
2000.

[33] T. Okamoto and S. Uchiyama, “A new Public-Key
cryptosystem as secure as factoring,” in Proceed-
ings of the International Conference on the Theory
and Application of Cryptographic Techniques (Eur-
crypt’98), pp. 308–318, Espoo, Finland, May, June
1998.

[34] P. Paillier, “Public-Key cryptosystems based on
composite degree residuosity classes,” in Proceed-
ings of the International Conference on the Theory
and Application of Cryptographic Techniques (Euro-
crypt’99), pp. 223–238, Prague, Czech Republic, May
1999.

[35] B. Parno, M. Raykova, and V. Vaikuntanathan,
“How to delegate and verify in public: Verifiable
computation from attribute-based encryption,” in
Proceedings of the 9th International Conference on
Theory of Cryptography (TCC’12), pp. 422–439,
Taormina, Italy, Mar. 2012.

[36] M. O. Rabin, How to Exchange Secrets by Oblivious
Transfer, Technical Report TR-81, Mar. 1981.

[37] S. Shankar, Amazon Elastic Compute Cloud, Tech-
nical Report CS 267, Sept. 2009.

[38] J. R. Troncoso-Pastoriza, S. Katzenbeisser, and
M. Celik, “Privacy preserving error resilient DNA
searching through oblivious automata,” in Proceed-
ings of the 14th ACM Conference on Computer and
Communications Security, pp. 519–528, Alexandria,
VA, USA, Oct. 2007.

[39] B. D. Vergnaud, “Efficient and secure generalized
pattern matching via fast fourier transformn,” in
Proceedings of the 4th International Conference on
Cryptology in Africa (Africarypt’11), pp. 41–58,
Dakar, Senegal, Jule 2011.



International Journal of Network Security, Vol.17, No.6, PP.743-753, Nov. 2015 753

[40] R. A. Wagner and M. J. Fischer, “The String-to-
String correction problem,” Journal of the ACM,
vol. 21, no. 1, pp. 168–173, 1974.

Xu Ma is a Ph.D. candidate of School of Information
Science and Technology, Sun Yat-sen university, China.
His research mainly focuses on cryptography and its ap-
plications, especially on secure outsourcing computation.

Jin Li received his B.S. (2002) and M.S. (2004) from
Southwest University and Sun Yat-sen University, both
in Mathematics. He got his Ph.D degree in information
security from Sun Yat-sen University at 2007. Currently,
he works at Guangzhou University. His research interests
include Applied Cryptography and Security in Cloud
Computing (secure outsourcing computation and cloud
storage).

Fangguo Zhang received his PhD from the School of
Communication Engineering, Xidian University in 2001.
He is currently a Professor at the School of Information
Science and Technology of Sun Yat-sen University, China.
He is the co-director of Guangdong Key Laboratory of
Information Security Technology. His research mainly fo-
cuses on cryptography and its applications. Specific in-
terests are elliptic curve cryptography, secure multiparty
computation, anonymity and privacy.



International Journal of Network Security, Vol.17, No.6, PP.754-770, Nov. 2015 754

IDuFG: Introducing an Intrusion Detection using
Hybrid Fuzzy Genetic Approach

Ghazaleh Javadzadeh1, Reza Azmi2

(Corresponding author: Ghazaleh Javadzadeh)

Sharif University of Technology, International Campus, Kish Island, Iran1

(javadzadeh@gjdomain.com)

Dept. of Computer Engineering, Alzahra University, Tehran, Iran2

(azmi@alzahra.ac.ir)

(Received Apr. 8, 2013; revised and accepted Feb. 23 & June 3, 2014)

Abstract

In this paper, we propose a hybrid approach for designing
Intrusion Detection Systems. This approach is based on
a Fuzzy Genetic Machine Learning Algorithm to generate
fuzzy rules. The rules are able to solve the classification
problem in designing an anomaly IDS. The proposed ap-
proach supports multiple attack classification. It means
that, it is able to detect five classes consist of Denial
of Service, Remote to Local, User to Root, Probing and
normal classes. We present a two-layer optimization ap-
proach based on Pittsburgh style and then combine it with
Michigan style. To improve the performance of the pro-
posed system, we take advantages of memetic approach
and proposed an enhanced version of the system. We test
it on NSL KDD data set to be able to compare our works
with previous ones. As results show our approach can
converge faster to the classification accuracy about 98.2%
and 0.5% false alarm.

Keywords: Computational intelligence, fuzzy genetic, in-
trusion detection, multiple attack classification, soft com-
puting

1 Introduction

Intrusion Detection System (IDS) is a security tool that
detects a malicious behavior called attack. An IDS may
be a software or a combination of software and hard-
ware [13]. IDS monitors and analyzes the data within
a computer or a network to detect and alert the system if
an attack happens. It should be mentioned that an IDS
do not react against attacks, but it just detect and alert
the system or the network administrator. The function of
reacting against attacks is undertaken by other security
mechanisms. However, IDS plays a critical role in secu-
rity of networks and systems since detection is the first
step in controlling an attack.

We can classify IDS from different aspects, the most

common is the source of audit data; accordingly there are
two types of IDSs: Host based (HIDS) and Network based
(NIDS). HIDS surveys the data of a single host such as
the operating system kernel logs, and application program
logs;While NIDS gathers and analyzes the data transmit
between several hosts in a computer network. Actually
a NIDS examines the traffic packets to detect intrusion
patterns. Although, each of these systems has its own
advantage and disadvantage. It is recommended to use a
combination of both for more security. Figure 1 illustrates
the Host based and the Network based intrusion detection
system.

There are several detection methods that an IDS use
to detect intrusions. Two main detection methods are
Signature based (misuse) and Anomaly based detection.
In the former, the IDS compares the data traffic with

Figure 1: Host based and network based IDS
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Figure 2: Host based intrusion detection system

some predefined patterns of attacks, and if they match,
the traffic will be detected as an attack. In this method
the rate of false alerts reduces, however attacks with new
patterns cannot be detected.

Anomaly detection method detects data traffic as an
attack if it is not matching the normal traffic. In fact, a
normal traffic is defined in a system, and IDS captures
and compares the traffic with it. If a mismatch happens,
it means that an attack happens. In this method more
attacks with new patterns can be detected while we may
encounter more false alarms too. In this paper we study
both types of IDSs but propose an anomaly detection ap-
proach for NIDS.

There are two important challenging points when re-
viewing the IDS literature, the dataset and the algorithm.
Selecting a proper algorithm to train the IDS and us-
ing suitable dataset to test it, affect the detection ability.
Many researchers have done efforts in this domain. Nu-
merous methods for detection are invented with the goal
of high classification accuracy, beside low false alarm, high
computational speed, and low computational complexity.
Figure 2 illustrates a host based intrusion detection sys-
tem.

The first challenging point is selecting a proper algo-
rithm to detect intrusion. In most of the previous works
the detection results in a binary state which shows the
traffic is an attack or not. Besides we find out that an
action is an attack, it is important to know the type of
that attack, because different type of attacks threat dif-
ferent security aspects. Some security attacks, disclose
the confidentiality of our assets while some others alter
integrity or the impossible availability of them. When
we know the attack type, we can pick the most proper
security mechanism to encounter with it.

In this paper, we propose an algorithm with different
structures for multiple classification of the attack traffics,

means we present a multiple classification of detection re-
sults. For example, it classifies the traffic as the normal
user behavior, and other of the intrusion types such as
Probing, Denial of Service (DOS), and User to Roots at-
tacks (U2R), and so on. Actually the type of attack will
be determined in this kind of classification. The contin-
ual changing nature of attacks requires a flexible defensive
system that is capable of analyzing the enormous amount
of traffic in a manner which is less structured. The abil-
ity of performing multiple attack classifications is one of
the most important features of our proposed approach.
The difference between multiple classification and binary
classification is illustrated in Figure 3.

Studies show that statistical techniques such as Hidden
Markov Model, Multivariate Adaptive Regression Splines,
Bayesian Classifier and Classification and Regression Tree
have been applied to intrusion detection. These statistical
approaches usually result in an inflexible detection sys-
tem that is unable to detect an attack if the sequence of
events is different a little bit from the predefined profile.
Recently, computational intelligence has been successfully
applied for developing IDS.

As mentioned in [25] characteristics of computational
intelligence systems, such as adaption, fault tolerance,
high computational speed and error resilience in the face
of noisy information, fit the requirements of building a
good intrusion detection model. According to the classi-
fication of their article, in order to design an algorithm
for an IDS using computational intelligence we can ap-
ply following techniques: artificial neural networks, fuzzy
sets, evolutionary computation, artificial immune system,
swarm intelligence, and soft computing. Figure 4 repre-
sents the mentioned classification of these techniques.

Among these techniques Soft Computing has a par-
ticular place. In fact, soft computing is a method in
which, combination of other computational intelligence
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Figure 3: Multiple classifications against binary
classification

techniques are used. As a soft computing approach, we
have chosen a mixture of evolutionary computation and
fuzzy systems for designing an intrusion detection algo-
rithm. There are two major reasons for using fuzzy in
IDS. First, there are many numeric attributes in the col-
lected audit data and various derived statistical measures.
Second, since fuzzy logic deals with imprecise information
and the essence of security includes fuzziness as bound-
aries between normal and abnormal are not well define.

Genetic Base Machine Learning or GBML is a type of
Evolutionary Algorithm (EA); EA is a family of search
and optimization approaches that is inspired of the nat-
ural principles of evolution [22]. Actually, we proposed
an intrusion detection system for known and unknown at-
tacks (anomaly detection) using one of the computational
intelligence techniques, as shown in Figure 4.

Among all computational intelligence techniques, we
have chosen a mixture of evolutionary computation and
fuzzy systems called GBML algorithm [14]. GBML has
two main approaches: Pittsburgh and Michigan. Each of
them has some advantages and disadvantages which have
been mentioned in detail in [22]. Our proposed algorithm
is a combination of these two approaches; by this means it
would be possible to use the advantage of both algorithms
such as the direct optimization of rules, high search abil-
ity, and at the same time, shorter computational time. In

Figure 4: Computational intelligence techniques

fuzzy genetic algorithms, each individual can be a rule or
rule set depending on the approach. Pittsburgh style han-
dles the rule sets as individuals while rules are considered
as individuals in Michigan.

As mentioned above, it is important to use a proper
dataset for the test phase. Of course, the dataset con-
tains features of normal and abnormal behavior use for
designing and testing intrusion detection systems. There
are two way of selecting datasets. The first one is to
create your own dataset and the second is using existing
datasets such as KDD Cup99 [1] or NSL KDD [2]. Many
researchers used KDD CUP99 dataset (KDD). Mahoney
and Chani [20] criticized the dataset validity. As they
claim information in the dataset does not look like a real
traffic in many aspects. Based on their analysis, the IDS
created by using KDD with low false alarm may generate
high false alarms in real environment.

NSL KDD dataset is an improved version of KDD CUP
99 [2]. This dataset has been used for the evaluation
of anomaly based detection methods. The data set was
generated by gathering the network logs. It contains two
parts, train and test. Patterns of this dataset contain
41 attributes. Figure 5 shows a snapshot of NSL KDD
dataset.

The best advantage of using existing datasets is that we
can evaluate our work with others. But actually because
none of the existing datasets contains all kind of todays
attacks it is recommended to create your own dataset with
all possible kinds of attacks. Also for different websites
and web applications we may encounter different attacks,
so it is better to gather the normal and abnormal behav-
iors of their users for each one separately. In this paper we
use the NSL KDD to test our proposed algorithm, because
it let us compare our algorithm with previous works.

Briefly, in this paper, we propose an intrusion detection
system called IDuFG that is capable of doing multiple
attack classifications. The algorithm of this system uses a
soft computing technique that is a fuzzy genetic approach.
Test and train of the proposed algorithm is been done on
NSL KDD dataset.

The rest of this paper is organized as follows: Section 2
is the literature review and also an overview of the related
work in terms of intrusion detection systems. In Section 3
and Section 4, the proposed approach and simulation re-
sults are explained respectively. Section 5 concludes the
paper and presents the future work.
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Figure 5: An NSL KDD dataset snapshot [2]

2 Litrature Review

In our research, we study different approaches that have
been used in designing intrusion detection systems. Nu-
merous approaches consist of pure or hybrid, have been
developed in recent years. It seems that hybrid algorithms
that use a combination of fuzzy logic and other methods
are attracting issues in the area of designing intrusion de-
tection systems.

Genetic algorithm includes search algorithms that are
inspired from biological evolution as a problem-solving
strategy by using some natural mechanism such as gener-
ation, mutation, crossover, and selection. Several Genetic
Based Machine Learning (GBML) algorithms have been
proposed for designing fuzzy rule-based systems. As men-
tioned in [5] GAs are search algorithms that theoretically
and empirically are proven to have a great capability in
complex space in search and optimization problems, so
will be used in pattern classification problems commonly.
Also brilliant characteristics of genetic algorithm, such as
automatic optimizing, global researching, and adaptabil-
ity, is the reason for choosing it.

Several fuzzy GBML algorithms have been proposed
for designing fuzzy rule-based systems. Fuzzy GBML al-
gorithms can be also classified into two categories: Michi-
gan approach and Pittsburgh approach. In [22] Nojima
et al. developed two GA-based schemes for the design of
fuzzy rule-based classification systems. Search ability of
fuzzy genetic rule selection and fuzzy GBML algorithms
compare to each other.

Cintra and Camargo in [8] named Rule Based defini-
tion as one of the most important and difficult tasks in
designing fuzzy systems. They introduce a fuzzy rule base
generation method using the genetic algorithm. The al-
gorithm support binary classification. This algorithm in-
cludes a phase of pre-selection of candidate rules that has
been proposed by the authors. The use of a self-adaptive
algorithm for the fitness calculation in genetic algorithm
is proposed as an improvement of the mentioned method.
The advantage of proposed method has been tested by
some experimental results.

A parallel genetic local search algorithm is presented
in [4]. According to that paper, an important solution to
reduce the false alarm rate in detection intrusions is the
fuzzy logic. This algorithm produces fuzzy rules for net-
work intrusion detection systems. This system use Michi-
gan approach. As shown in Figure 6, in this algorithm,
the total population is divided into subpopulations. Each

subpopulation contains the same class fuzzy rules.

An intrusion detection approach that extracts accurate
and interpretable fuzzy rules for classification has been
proposed in [23]. They use a statistical pattern recog-
nition approach to design an intrusion detection system.
These rules are obtained from the network traffic data.
They evaluated their approach using KDD CUP and com-
pared the results with some well-known classifiers. In that
paper fuzzy rule generation strategy is discussed. The
problem of this method is high false alarm ratio.

A genetic fuzzy system is proposed in [6] and the au-
thors compared it with other approaches in intrusion de-
tection systems. As the results show, it is obvious that
because false alarm rate in a fuzzy genetic system, the
based intrusion detection is lower than other approaches,
IDS which develops using genetic fuzzy systems would be
more reliable than other approaches.

Also, a new genetic fuzzy logic method for automatic
rule generation has been proposed in [26]. This algorithm
automatically adjusts the crossover rate and the muta-
tion rate using rules population diversity and evolutionary
speed. The simulation results in that paper indicate that
the algorithm is practical and effective. The disadvan-
tage of this algorithm is that in cases that the boundaries
of samples are not clearly defined, the rules of different

Figure 6: The parallel learning framework [4]
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classes overlap with each other.

A hybrid algorithm proposed by H. Ishibuchi in [14]
that has the advantages of the two fuzzy GBML algo-
rithms. The basis of the algorithm is Pittsburgh that
Michigan-style algorithm is applied to each rule set af-
ter the mutation operation to generate new fuzzy rules.
Another hybrid algorithm was proposed in [15] for de-
signing fuzzy rule based systems for pattern classification
problem. This algorithm is a combination of two Genetic-
Based Machine Learning algorithms called Pittsburgh and
Michigan. The experimental results show that this algo-
rithm has high search ability that Michigan and Pitts-
burgh approaches. To obtain a better tradeoff between
the accuracy of the system and its complexity, this algo-
rithm should be extended to the multi objective design
of fuzzy rule-based classification system. The algorithms
have high complexity.

In this paper, since most of the related work and sim-
ilar algorithms use KDD dataset to test their proposed
methods, we also test our proposed algorithms on NSL
KDD to be able to compare our work with them. As our
studies shows, each of the previous works has its own ad-
vantages and disadvantages. None of them covers all of
the requirements of a good IDS. As shown in Table 1, the
most important challenging issues in designing an IDS are
performance, detection rate, computational time, ability
to detect new attacks, and false alarm.

3 Proposed Approaches

We propose a fuzzy based genetic algorithm for designing
Intrusion Detection Systems in two Basic and Enhanced
approaches. Our basic proposed approach is a combi-
nation of two Genetic Based Machine Learning styles
called Michigan and Pittsburgh; by this means it would
be possible to use the advantage of both styles such as
direct optimization of rules, high search ability, and at
the same time shorter computational time. In this sec-
tion, we briefly introduce genetic algorithm, Pittsburgh
and Michigan styles, fuzzy rules, and finally our proposed
fuzzy-based approaches will be described in the last sec-
tion.

3.1 Genetic Algorithm

Here, we describe the general process of the genetic algo-
rithm. Genetic algorithms are an effective search method
in cases that the solution space is wide and large that lead
to find optimized solutions of a problem. This algorithm
works with a series of coded variables. So we should code
our variable to be able to find the optimized solution for
them. In using the genetic algorithms, three following
concepts should be determined:

1) Defining the objective function or the cost function
2) Genetic representation
3) Defining and implementation of the genetic operators

Table 1: Comparison of fuzzy genetic systems

Method Category Pros Cons

[8]

Fuzzy Rules
Generation
using Genetic
algorithms
with Self-
adaptive
Selection

Fuzzy
Genetic

Speed
up the
search
pro-
cess

False
alarms

[4]
Parallel Ge-
netic Local
Search

Fuzzy
Genetic

High
perfor-
mance

Long
compu-
tational
times

[23]

Genetic
Fuzzy Rule
Mining Ap-
proach

Fuzzy
Genetic

High
detec-
tion
rate

Long
compu-
tational
time

[6]
Genetic
Fuzzy System
Based

Fuzzy
Genetic

High
perfor-
mance

Unable
to de-
tect new
attacks

[26]

Automatic
fuzzy rule
generation
using fuzzy
genetic algo-
rithm

Fuzzy
Genetic

Practical
and ef-
fective
in
appli-
cations

Long
compu-
tational
time

[15]

Hybridization
of Fuzzy
GBML ap-
proaches

Fuzzy
Genetic

High
search
ability

There
is no
tradeoff
between
accuracy
and com-
plexity of
system

The general process of the genetic algorithm is illustrated
in Figure 7; in this algorithm, at first an initial popula-
tion is generated randomly, then the fitness of each in-
dividual is evaluated. According to the fitness value of
each one two parents are selected. Then offspring will be
produced by using the genetic operator such as crossover
and mutation. This offspring is an individual of the next
generation.

In subsequent iteration the initial population is an im-
proved version rather random. At the end of iterations
stopping condition is checked. As studies show there are
several stopping criteria such as:

1) A fixed number of iterations
2) A fixed amount of time
3) Run until convergence has occurred

Genetic algorithm is applied on a set of solutions called
population. Usually populations consist of 20 to 100 in-
dividuals. Most custom method to indicate individuals in
genetic algorithm is in a string form. One of the important
points that should be considered is that after applying ge-
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Figure 7: Fuzzy genetic algorithm flowchart

netic operators and producing new results, it is possible
to reach the answers that are not satisfying the problem
conditions. A simple solution to this problem is using
penalty function, by this means fitness of the individuals
that not match the conditions will decrease excessively.

Usually, to produce next generations, three fundamen-
tal operators are used: Selection, Crossover, and Muta-
tion. The new generation is assessed according to the
stopping condition. If the stopping condition is not sat-
isfied this process will repeat to generate a more optimal
generation. There are different kinds of operators; accord-
ing to our studies and their comparisons between several
genetic operators, we use tournament selection and uni-
form crossover, in our proposed approach.

3.2 Fuzzy GBML Styles

Fuzzy GBML algorithms have two main categories:
Michigan and Pittsburgh. According to [15], in Michigan-
style algorithms, there is a population consisting of a pre-
specified number of fuzzy rules. A population of individ-
uals generates new populations by the operators such as
crossover and mutation. The procedure of Pittsburgh al-
gorithm is the same as Michigan with partial differences.

Each individual in Michigan is a rule and the popula-
tion is a collection of these rules. As a comparison of these
two styles: in Pittsburgh individual is a rule set, fitness
define for a rule set, optimization is direct, computation
time is long and memory usage is large while in Michigan,
the individual is a rule, fitness define for a rule. Also it
has indirect optimization, with short computation time
and small memory usage [6]. The differences of these two
approaches are summarized in Table 2.

Michigan.
The Michigan approach is characterized by the fuzzy rules
as its individuals, and the whole population is the solu-
tion to the classification problem [12]. Detail description
of coding rule, operators and fitness calculation is avail-
able in [9]. Here we just point to the general form of a

Table 2: Comparison of Pittsburgh and Michigan [16]

Approach Pittsburgh Michigan
Individual A rule set A rule
Fitness definition For a rule set For a rule
Optimization Direct Indirect
Elite Rule sets Rules
Inheritance of
good rules

×
√

Inheritance of
good rule sets

√
×

Computation time Long Short
Memory storage Large Small

Michigan approach. According to Michigan Style Fuzzy
GBML Algorithm mentioned in [15], the approach is as
follow (Algorithm 1):

Algorithm 1 Michigan style fuzzy GBML

1: Begin
2: Generate Nrule fuzzy rules as initial population.
3: Calculate the fitness value of each rule.
4: Generate M rules using genetic operations.
5: Use M new rules and (Npop−M) best rules of current

population to produce the next generation.
6: If the stopping condition is not satisfied go to step 2.
7: End

As it is obvious, in all steps of this algorithm, fuzzy
rules are considered as individuals. Therefore the fitness
value is calculated for each rule and also the operators
apply on rules.

Pittsburgh.
In this approach each individual is a complete solution to
the problem. A complete solution means a rule set. Detail
description of coding rule, operators and fitness calcula-
tion is available in [9]. Here we just point to the general
form of a Pittsburgh approach. According to Pittsburgh
Style Fuzzy GBML Algorithm mentioned in [15], the ap-
proach is as follow (Algorithm 2).

Algorithm 2 Pittsburgh style fuzzy GBML

1: Begin
2: Generate Npop rule sets with Nrule fuzzy rules as ini-

tial population.
3: Calculate the fitness value of each rule set.
4: Generate M rule sets using genetic operations.
5: Use M new rule sets and (Npop−M) best rule sets of

current population to produce the next generation.
6: If the stopping condition is not satisfied go to step 2.
7: End

To takes advantage of both approaches; we use a com-
bination of them in our proposed approaches. Michigan
yields good rules but not necessarily good rule-sets while
Pittsburgh yields good rule sets but not good rules. But
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our proposed algorithm enjoys good rule sets with good
rules. Also this algorithm has the high search ability of
the Michigan, as well as the direct optimization ability of
the Pittsburgh.

3.3 Fuzzy Rules

In fuzzy genetic algorithms, each individual can be a rule
or rule set depending on the approach. Pittsburgh style
handle the rule sets as an individual while rules are con-
sidered as individual in Michigan. In this section, the
procedure of rule generation is described. This process is
one of the important steps in our proposed algorithm. In
our proposed algorithms we use fuzzy rules of the follow-
ing type:

Ri = if X1 is Ai1 & ... & Xn is Ain

then class Ci with CFi , i = 1, 2, ..., n. (1)

Where Ri is a fuzzy rule and Xi refers to the ith feature
of the corresponding pattern, Ain is an antecedent fuzzy
set with linguistic label, Ci is a consequent class and CFi
is a rule weight and n is the number of rules.

In this stage we started to find the class of each
rule [19]. To do so, the compatibility of antecedent fuzzy
rules with the random pattern is calculated by equation.

µi(XP ) = µi(XP1)× . . .×µin(XPn), P = 1, 2, . . . ,m (2)

where µin(.) is the membership function of Ain that
achieve from five linguistic values shown in Figure 8 and
m is the number of patterns. The consequence class of
each rule is determined according to following equation.
Figure 9 shows a sample of a fuzzy rule.

βclassĥi
(Ri) = max{βclass1(Ri), . . . , βclassh(Ri)} (3)

where

βclassh(Ri) =

∑
xp∈classhµi(xp)

Nclassh
h = 1, 2, . . . , n(numberofclasses). (4)

Each of the fuzzy rules in the final classification has a
certainty grade (class weight), that means the strength of
that fuzzy rule and calculated according to:

CFj =
(βclassĥi

(Ri)− β)∑5
h=1 βclassh(Ri)′

(5)

where

β =

∑
h 6=hi

βclassh(Ri

n− 1
. (6)

Certainty grade of each fuzzy rule is a number in [0,1]
interval that indicates the accuracy amount of the con-
sequence part of a rule according to the accuracy of the
antecedent part of that rule. So rules can be generated
accordingly and also the rule sets that are a group of rules.

Figure 8: Membership function of five linguistic value [5]

Figure 9: Fuzzy if-then rule

According to the approach that we pick, rules or rule sets
are considered as individuals.

After generating Npop rule sets with Nrule fuzzy rules
as initial population using the above method, we should
evaluate the fitness of each individual. Fitness value for
each rule is calculated by (Npop and Nrule indicate the
number of rule sets and the number of rules in a rule set):

fitness(Rj) = wt ∗ Tp − wf ∗ Fp (7)

Where Tp is the number of correctly classified training
patterns and FP is the number of incorrect classified train-
ing patterns but the fitness of the rule set is just the num-
ber of the correctly classified patterns. wt and wf are the
weights of correct or incorrect classification, respectively.
In fact, each rule is evaluated by classifying the given
training patterns.

One of the important points that should be considered
is that after applying genetic operators and producing
new results, it is possible to reach the answers that are
not satisfying the problem conditions. A simple solution
to this problem is using penalty function, by this means
fitness of the individuals that not match to the conditions
will decrease excessively. In the above equation the wf
plays the role of penalty function.

Since any alteration in membership functions leads to
vague results, in this paper we do not apply any changes
in membership function of input. In the proposed fuzzy
GBML algorithm, we use the above membership function
for all inputs.
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Figure 10: IDuFG algorithm for each class (Numbers 1-6 indicates the algorithm steps)

3.4 The Proposed Approaches

We propose a fuzzy based genetic algorithm for design-
ing Intrusion Detection Systems that is divided in Basic
and Enhanced approaches. Our basic proposed algorithm
is a combination of these two approaches; by this means
it would be possible to use the advantage of both algo-
rithms such as direct optimization of rules, high search
ability, and at the same time the shorter computational
time. Accordingly in Subsection 3.4.1 we explain the Ba-
sic approach and the enhanced approach will be explained
in Subsection 3.4.2.

3.4.1 Basic Approach

The goal of a fuzzy GBML algorithm is to find the small
number of fuzzy if-then rules with high classification anil-
ity. Our proposed algorithm is a combination of two fuzzy
GBML algorithms; Pittsburgh is selected as the base of
the algorithm and at the end of iterations of Pittsburgh
we have a single iteration of Michigan. Initial population
is generated according to the random training patterns.
Npop rule sets are generated from the random patterns of
the training data set as the initial population. Figure 10
illustrates the process of result rule set generation for each
class. The algorithm is running for each class separately,
and the final result contains all rule sets of all classes.
Our proposed algorithm is written in Algorithm 3.

To produce an initial population of fuzzy rule sets, we
pick Npop training patterns randomly, and generate com-
binations of antecedent part of several fuzzy rules accord-
ing to the selected patterns.

Authors of [7] discussed about how to extract fuzzy

Algorithm 3 Basic approach

1: Begin
2: Generate Npop rule sets with Nrule fuzzy rules.
3: Calculate the fitness value of each rule set in the cur-

rent population.
4: Generate next generation according to the following

portions (experiments show that the following per-
centage producing best results):

• 80% rule sets of the next generation by the selec-
tion, crossover and mutation in the same manner
as the Pittsburgh-style algorithm.

• 10% of the next generation is formed by elite rule
set selection.

• 5% is elite rule selection among all rule sets (i.e.
the best rules of all rule sets).

• 5% is the updated patterns from the training pat-
terns that not choose in the first step.

5: Apply a single iteration of the Michigan style algo-
rithm (i.e., the rule generation and the replacement)
to each of the generated rule sets.

6: Choose the best rule set in the new population as the
result of this iteration.

7: Return to Step 2 if the pre-specified stopping condi-
tion is not satisfied.

8: End

rules directly from numerical data for pattern classifica-
tion. Each rule set is generated according to a training
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Figure 11: Final result of basic approach

pattern. As mentioned before, an algorithm is running for
each class separately; so in all steps the rules which are in
the same class of algorithm running for will be accepted.

In Step 3 that we apply genetic algorithms, we use
tournament selection for selecting the parent rules or rule
sets, by this means we give the chance of contribution
in forming the next generation to the rules or rule sets
that have not the high fitness value. In this method a
subset of individuals is randomly selected, and then these
individuals compete with each other according to their
fitness . To achieve the offspring we use uniform crossover
with probability of Pc and mutation with probability of
Pm. Each part of individuals is mutated independent
of other parts. It means the mutation of a rule do not
influence on the mutation probability of other parts.

After producing the next generation we should check
the stopping condition. If the pre-specified stopping con-
dition is not satisfied we should return to the step 2; in
our proposed basic approach, the number of iterations is
considered as the stopping conditions. This time instead
of starting with a random population, use the newly pro-
duced generation. The Result of the algorithm running
for each class is the best rule set which means the rule
set with the highest fitness value. As shown in Figure 11
the final result of the algorithm contains all result rule
sets of all classes. The flowchart of the basic approach is
illustrated in Figure 12.

3.4.2 Enhanced IduFG

The second approach is an enhanced version of the ba-
sic approach. Producing the result for each class in this
approach is the same as the previous one, while the for-
mation of the final result has been done in a different way.
As Figure 11 indicates, in the basic approach the final re-
sult consists of all the rules in rule set of each class, but
as Figure 13 shows the final result contains the elite rule
of the rule set of each class. Therefore the number of the
final rules is equal to the number of a rule set.

Figure 14 illustrates the flowchart of the second ap-
proach. The same as the basic approach, the algorithm
is running for each class separately and generates a rule
set as a result of the algorithm for each class, but against
the basic approach, to generate the final result, in this
approach, elite rules of these rule sets will be selected to
form the final result.

Figure 12: The basic approach flowchart

Figure 13: Final result of enhanced approach

4 Simulation Results and Evalua-
tion

In this section, we show the results of the implementation
of our proposed algorithm and compare it with one of the
best and nearest work proposed in [15]; from now on, we
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Figure 14: The enhanced IDuFG flowchart

name this approach as Hybrid approach in this paper. In
this section, first, we discuss about the dataset that we use
during our tests. After that, the results of the algorithm
simulation will be discussed.

4.1 Dataset

As we mention in previous sections, one of the impor-
tant challenging points in designing IDS , is dataset. It
is important to use a good dataset for the test phase.

The dataset contains features of normal and abnormal
behavior use for designing and test intrusion detection
systems. There are two ways to model IDS. The first is
to create your own dataset and the second is using the
existing datasets such as Knowledge Discovery and Data
Mining (KDD). Many researchers used KDD CUP 1999
dataset (KDD), but Mahoney and Chans [20] criticized
the dataset validity. As they claim information in the
dataset does not look like a real traffic in many aspects.
Based on their analysis, the IDS created by using KDD
with low false alarm may generate high false alarm in real
environment. The best advantage of using the existing
datasets is that we can evaluate our work with others; but
actually because none of the existing datasets contains all
kind of todays attacks it is recommended to create your
own dataset with as many as possible kind of attacks.
Also for different websites and web applications we may
encounter different attacks, so it is better to gather the
normal and abnormal behavior of their users for each one
separately.

The IDS we are proposed in this paper use the existing
dataset, because it became possible for us to compare our
algorithm with others. But we intend to create a web
attack dataset in future works. We will start our work
with capturing data from a web application in a normal
and an attack situation. In the next step we will get the
results of this step in form of log files as an input. Then
we will extract some features from these logs. According
to these features we will create our own dataset.

Previous works that use their own dataset has limi-
tations in accessibility of suitable web application. Also
they encounter several administrative limitations. Fur-
thermore the ability of web intrusion multiple classifica-
tions cannot be seen in most of them. To do a more
weighty work, we will gather the traffic of a real web ap-
plication with high traffic and use unlimited session time
that help us to increase data density and more accuracy.
We will test and simulate more attacks on the selected
web application to achieve a better traffic.

We design an IDS to protect a specific system, with
higher search ability rather than previous works. How-
ever, we used an improved version of KDD called NSL-
KDD that is available on [2]. We have utilized this
dataset, to train and test our algorithm; because it be-
came possible to compare our algorithm with others.

NSL-KDD is a data set for the evaluation of anomaly
detection methods. The data set was generated by gath-
ering the network logs. It consists of two parts, train and
test. This dataset contains 41 attributes, a field of label
that expresses the class of a pattern, and a difficulty level
column. Some important attributes are as follow: dura-
tion, protocol type, service, source and destination host,
error rate, etc. The content of Label column contains
twenty one attack types and normal state. The complete
list of attributes is available in [6].

We use NSL-KDD data set to be able to compare our
approaches with previous works. It is an improved version
of KDD cup 99 data set [21], although it has some prob-
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lems mentioned in [26], because there is no other public
data set in this domain, researchers use it as a benchmark
dataset to evaluate their intrusion detection method.

NSL-KDD is a data set containing numeric and non-
numeric values; each row of the data set relating to
the network traffic, is a pattern. Each pattern consists
of 41 attributes [6], that represent like (xp1, . . . , xp41),
p = 1, 2, . . ., number of patterns. Before we start using
it, we normalized the numerical values of the extracted
patterns into numbers in interval [0,1]. In [10] four differ-
ent schemes of attributes normalization are introduced to
preprocess the data for anomaly intrusion detection. As
systematical evaluation results show, normalization im-
proves the detection performance and among the intro-
duced schemes, the statistical normalization scheme is the
tiptop one for a large dataset. In [7], authors discussed
about how to extract fuzzy rules directly from numerical
data for the pattern classification.

According to our studies and the subjects mentioned
in [11] explicitly, we encounter five classes including four
main attack classes and a normal class instead of twenty
two classes in NSL-KDD data set. Table 3 shows the
detailed attacks in four main classes. Below you can find
a brief description of these classes:

1) Normal patterns produced by normal and usual be-
havior of a user such as visiting a web page, streaming
a video and so on.

2) Denial of Service (DoS) class contains attacks that
by using normal connections and behavior of a user
in a massive amount try to down the system. This
kind of attacks makes the system unable to service
the authorized users. The patterns with back, land,
neptune, pod, smurf, teardrop labels classify as DoS
attack. Figure 15 illustrates a sample of DoS attack
to a target server.

3) Remote to User (R2L) is a class of attacks that ex-
ploit by a bug. These attacks make the remote user
to access the account of a local user. This class con-
sists of ftp write, guess passwd, imap, multihop, phf,
spy, warezclient, warezmaster labels.

4) User to Root (U2R) class uses some vulnerability
that makes the user to be able to gain the root access.
Buffer overflow, perl, loadmodule, rootkit labels are
in U2R class.

5) Probing attack is any kind of effort for information
gathering by scanning the target system or network
to find its vulnerabilities. These vulnerabilities help
the attacker to intrude the system. Ipsweep, nmap,
portsweep, satan are the labels of this class.

In most IDS, all of 41 existing feature in KDD data set
is used to detect the intrusion, while some of them are
repetitive and impertinent. These useless features lead
to a time consuming detection process means the causes
lower performance. In [18] S. Lakhina et al introduced

Figure 15: Denial of service attack [3]

Table 3: Different type of attacks in KDD dataset [11]

Four Main Attack Classes Twenty two Attack Types

Denial of Service (DoS)
Back, land, neptune, pod,
smurt, teardrop

Remote to User (R2L)
ftp write, guess passwd,
imap, multihop, phf, spy,
warezclient, warezmaster

User to Root (U2R)
Buffer overflow, perl,
loadmodule, rootkit

Probing
Ipsweep, nmap,
portsweep, satan

a new hybrid approach called PCANNA (Principal Com-
ponent Analysis Neural Network Algorithm) for feature
reduction. These approaches reduce the time and mem-
ory usage for intrusion detection. It should be mentioned
that, in our proposed approaches we use the same feature
selection method.

Before using KDD dataset a set of preprocessing ac-
tions should be taken on a dataset to prepare it for
use. One of the most important actions is normaliza-
tion. Although there are some anomaly intrusions detec-
tion method that does not normalize the data set before
test and train. There are several normalization methods
but still discussions on their efficiency exist. In [24] four
different schemes of attributes normalization are intro-
duced to preprocess the data for anomaly intrusion detec-
tion. As systematical evaluation results show, normaliza-
tion improves the detection performance and among the
introduced schemes, the statistical normalization scheme
is the tiptop one for a large dataset. We use this method
for normalization in our implementations.

4.2 Parameter Setting

There are several parameters in genetic algorithm such
as the population size, the mutation rate, the crossover
rate, and so on; that influence on the performance and the
result of the algorithm. In this subsection, we are going
to introduce them briefly and mention the value that we
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assign to them in our implementation.

• Population Size is one of the important parameters
in the genetic algorithm. It says how many individ-
uals are in one generation. If the number of individ-
uals is too few, only a small part of search space is
explored and the genetic algorithm has a few possi-
bilities to perform crossover. On the other part, too
many individuals, leads the genetic algorithm slow
down. We specify 100 rule set that each one contains
20 fuzzy rules as our population.

• Crossover Rate indicates the probability of
crossover. Simply it states the number of individ-
uals that participate in the crossover. Generally, it
should be high, about 0.8-0.95.

• Mutation Rate is the probability of alteration of
attributes of an individual in the population. It is
usually a small value between 0.01-0.1. Of course it
could be in 0-1 interval but the mentioned rate is the
best average in general.

• Wt is the weight of the correct classification. This
value is used in fitness calculation. Actually the num-
ber of patterns that classify accurately is multiple by
this weight.

• Wf is the weight of the incorrect classification. This
value is also used in fitness calculation. Actually the
number of patterns that classify erroneously is mul-
tiple by this weight and consider as a penalty for the
related fuzzy rule.

According to the similar related work, we set the men-
tioned parameters in our implementation. Table 4 sum-
marizes these parameter values. These parameters are set
according to the previous works and experimental results.

4.3 Simulation Results

In this section, we test our proposed approaches on NSL
KDD; in the following subsections, first we introduce the
assessment measures, then we explain the results of the
test for each approach.

4.3.1 Assessment Measures

To assess the proposed approaches we use different mea-
sures that have been used in most literatures for intrusion
detection evaluation [17]; these measures are Recall, Pre-
cision, F-measure, and accuracy. The important factors
in IDS are maximizing the accuracy while minimizing the
False alarms.

Recall is the fraction of Correctly Classified Instances
or p(p), to the total number of input patterns that must
have been classified correctly. In other words, recall is a
fraction of True Positive Rates to the number of all cases
that should have been classified as positive. Recall can be

Table 4: Parameters value in computer simulation

Parameter Value

Number of rule sets 100

Number of rules in each rule set 20

Number of Generations 50

Crossover probability 0.9

Mutation probability 0.1

wt 0.1

wf 0.9

defined according to the following equation (TP and FN
indicate True Positive and False Negative):

Recall =
TP

TP + FN
.100. (8)

Precision is the fraction of true positive instances to
all positive instances including those positive instances as
classified by the algorithm. In other words, precision is
the number of correct results divided by all the results
that have been specified by algorithm. Precision then
can be seen as a measure of exactness while recall can be
seen as a measure of completeness (FP indicates False
Positive).

Precision =
TP

TP + FP
.100. (9)

F-Measure or F1 is another measure which uses both
precision and recall as shown in Figure 16. The value of F
measure can show how accurate the algorithm has been,
means the higher F shows that an algorithm has been
more accurate. The following is the formula for obtaining
F score:

FMeasure =
2.Recall.Precision

Precision+Recall
. (10)

Accuracy indicates the percentage of closeness of the
obtained value to the actual value of the algorithm. It is
calculated by the following equation. Figure 17 illustrates
the difference between accuracy and precision.

Accuracy =
TP + TN

p(p) + p(n).
(11)

4.4 Basic Approach

We compare our basic approach with the Hybrid ap-
proach, since it is the nearest work to ours. We find the
measures introduced above for each of the approaches and
briefly describe them in follow. These measures have been
used in literatures to compare and assess many proposed
algorithms.

The True Positive Rate of Basic IDuFG is 98.052 and
the False Positive Rate is 0.511; while in case of Hybrid
approach introduced by Ishibuchi in [14], True Positive
Rate is 97.865 and the False Positive Rate is 0.7251. This
shows that Basic IDuFG has been better able to report
a case as positive where it has actually been positive
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Figure 16: F-measure definition [17]

Figure 17: Accuracy and precision

compared to Hybrid approach. It also shows that Ba-
sic IDuFG has been less likely to report a case as positive
when in fact it has not been positive compared to the
Hybrid approach.

The recall rate for Basic IDuFG in the dataset for
this experiment is 99.481 and for Hybrid approach is
99.256. According to the definition of recall this means
that among all the instances that should have been clas-
sified as positive, Basic IDuFG has been able to spot a
large number of them as positive while Hybrid approach
has not been very successful in differentiating the positive
instances.

Since F-measure shows the accuracy of an algorithm,
the higher F shows that an algorithm has been more ac-
curate. In this research the obtained F value, for Basic
IDuFG and Hybrid approach are 99.089 and 98.420 re-
spectively. This suggests that Basic IDuFG has had a
higher accuracy when compared to Hybrid approach. Ta-
ble 5 shows a comparison between the hybrid GBML that
introduce in previous work by Ishibushi and two proposed
approaches.

To examine the classification accuracy, first we run the
algorithm for each class separately and generate twenty
fuzzy rules for each class. Then we check the classifica-
tion accuracy of this rules for each class separately. The
processes of the Classification Accuracy of each class are
presented separately in Figures 18 to 20.

The comparison results between hybrid, basic and en-
hanced approaches are shown in 5. In comparison with
hybrid approach that introduced by Ishibuchi, Our basic
approach has higher classification accuracy and less false
alarm ration while supporting multiple attack classifica-
tions, and faster convergence. The enhance approach has
a tradeoff between computational time and classification
accuracy. In this approach with a little decline in classifi-
cation accuracy, we reduce the computational time of test
phase down to 80%. We can find out that the algorithm

behaves differently for the pattern of different classes, but
in all of them it converges to the maximum result at most
in 50 iterations.

It represent that our proposed algorithm converges to
the maximum detection rate on NSL KDD data set faster
than the previous hybrid algorithm introduced in [15].
Faster convergence leads to reduction in the run time.

Table 5: Comparison results between hybrid, basic, and
enhanced approaches

Measure
Hybrid
GBML

Basic
IDuFG

Enhanced
IDuFG

True Positive 97.865 98.052 97.4

False Negative 0.725 0.511 0.63

Recall 99.256 99.481 99.357

Precision 97.598 98.701 98.54
F-Measure 98.42 99.089 98.701

Classification
Accuracy

97.891 98.199 97.437

Figure 18: Classification accuracy of basic IDuFG for
normal patterns

Figure 19: Classification accuracy of basic IDuFG for
U2R patterns
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Figure 20: Classification accuracy of basic IDuFG for
R2L patterns

Figure 21: Classification accuracy of basic IDuFG for
DOS patterns

Figure 22: Classification accuracy of basic IDuFG for
PRB patterns

We can find out that the algorithm behaves differently
for the pattern of different classes, but in all of them it
converges to the maximum result at most in 50 iterations.

As it is obvious in these figures, the algorithm behaves

Table 6: Experimental results of basic approach for each
class

Class Classification Accuracy (%) False Alarm (%)
Normal 98.5 0.0019
DOS 99.2 0.0047
R2L 89 0.056
U2R 72.3 0.7
PRB 73.8 0.2

differently for the patterns of each class. The reason of
this behavior is related to different number of patterns
of each class and the relevant feature for each class. For
example in DOS class that has the high number of training
patterns, we get better classification accuracy.

Since the number of training patterns of PRB attacks
are approximately less than others, we get less classifi-
cation accuracy as you see in Figure 22. As number of
final fuzzy rules is equal to one hundred, in test phase we
should compare a pattern with each of them and deter-
mine its corresponding class. So the computational time
in the test phase is long in comparison with the enhanced
approach. The summary of classification accuracy and
false alarm rates for each class is shown in Table 6.

First we run the algorithm for each class separately
and generate twenty fuzzy rules for each class. Then we
check the detection rate of this rules for each class sep-
arately. To see the total classification accuracy of these
fuzzy rules in basic approach, we check the classification
accuracy of these rules for the test patterns of all classes.
An average experimental result of over 20 runs is shown
in Figure 23 for all classes together. It represents that
our proposed algorithm converges to the maximum clas-
sification accuracy on NSL KDD data set faster than the
hybrid algorithm introduced by [15]. Faster convergence
leads to reduction in the run time.

Figure 23: Total classification accuracy of basic IDuFG
and hybrid approach
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4.5 Enhanced Approach

In order to reduce the computational time in the test
phase, we reduce the number of fuzzy rules in the ob-
tained population. As we mentioned above we achieve
one hundred fuzzy rules. In the second approach, we de-
crease the number of fuzzy rules by elite selection of the
rule of each class. We select the rules as their certainty
grade, the fuzzy rules with the highest certainty is selected
in each class. Therefore we have twenty fuzzy rules with
the highest certainty grades. The result of testing these
rules is shown in Figure 24.

As the experimental results show, although the com-
putational time in the test phase reduces because of the
reduction of the fuzzy rules number, the classification ac-
curacy is also reduces a little bit. This is because of the
fact that we omit several rules with less certainty grade,
but they were able to detect some patterns but not the
existing rules. Enhanced IDuFG approach with a little
decline of the classification accuracy the computational
time in the test phase of the algorithm reduces about 20%
of the needed time for the basic approach. Comparison
of computational time of these two approaches is shown
in Figure 24.

The computational time in the test phase is directly
depends on the number of rules. In this approach, it de-
ceases up to 80%, because the number of fuzzy rules is
decreased up to 80%. The result is shown in Figure 25.
As the test phase time is a small part of the total time
(including test and train phase), it influences on the to-
tal computational time less than the test phase computa-
tional time.

In enhanced IDuFG approach, with a little decline of
the classification accuracy, the computational time in test
phase of algorithm reduces about 5% of the time needed
for basic approach. The comparison of the total computa-
tional time of these two approaches is shown in Figure 26.

Figure 24: Classification accuracy of basic and enhanced
IDuFG

Figure 25: Test phase computational time reduction

Figure 26: Total computational time reduction

5 Conclusions

Our Proposed system called IDuFG, is an IDS which uses
hybrid Fuzzy Genetic algorithm. It supports multiple at-
tack classifications. Two proposed approaches of its algo-
rithm are basic and enhanced. The efficiency of algorithm
is kept by using Elitism concept while try to improve it
by using more random patterns. The number of gener-
ated rules in the enhanced approach is 20% of the basic
approach rules. With a little decline of classification accu-
racy the computational time in the test phase is shorter
than the basic approach. So the number of generated
rules in the enhanced approach is 80% less than the ba-
sic approach, and as a result the computational time of
the test phase reduces 80% while the total computational
time will be reduced about 5%. With a little decline of
the classification accuracy the computational time in the
test phase is shorter than the basic approaches.

Finally, as future work we plan to create a dataset
consisting of web normal and attack traffic and testing
the proposed fuzzy GBML algorithm on the web traffic
dataset. Also Utilize Immune systems approach to im-
prove the performance of web anomaly intrusion detection
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systems.
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Abstract

A dynamic threshold sharing scheme is one that allows the
set of participants to expand and contract. In this work
we discuss dynamic threshold decryption schemes using
bilinear pairing. We discuss and analyze existing schemes,
demonstrate an attack and construct a significantly more
efficient secure scheme.

Keywords: Bilinear pairing, dynamic threshold scheme,
ECC

1 Introduction

Secret sharing is a mechanism that is used to share out a
secret to multiple parties such that only those authorized
sets are allowed to recover the secret key. Threshold secret
sharing is an example of a secret sharing scheme, where
the authorized sets consists of those groups of participants
whose membership is greater than or equal to the thresh-
old. A t out of n threshold sharing [2, 10] is such that
any set of participants that contains t or more are autho-
rized and can recover the secret. The most common use
of threshold secret sharing is to build threshold crypto-
graphic applications. Threshold cryptography refers to a
technique where threshold secret sharing is used to com-
pute a function of the secret rather than the secret itself.
Examples of functions/applications would include a de-
cryption of ciphertext and signature schemes. Threshold
cryptography has been used to describe many group ori-
ented applications [6].

Today, it is common security technique that is used to
achieve computationally secure group access. A dynamic
threshold sharing scheme [8] is threshold sharing scheme
where the participant set is dynamic, allowing it to ex-
pand, as well as contract. Identity based encryption is a
technique such that some public identity information is
used as a public key. Identity based encryption was first
proposed by Shamir [11]. In [3], Boneh and Franklin con-
structed an identity based encryption scheme based on

bilinear pairings.

In this paper we discuss a dynamic threshold encryp-
tion scheme, we discuss two current schemes and discuss
attacks in their schemes. We then provide an improved
dynamic threshold decryption scheme. We assume we
have the following system. Users enroll in a encryp-
tion/decryption scheme. Once enrolled their identifica-
tion ID is registered. The service of the system is such
that users can register their identity to a trusted third
party, denoted by TTP, who then constructs and pub-
lishes their identity-based-public-key. The precise process
of the registration is outside the scope of our work.

The user can then have messages encrypted to them
based on the system public key and their identity and
then have threshold servers decrypt the ciphertext for the
user. The process in which the user makes the request
for a decryption is outside the scope of the paper. The
servers are dynamic in nature and can grow and contract
over time.

1.1 Dynamic Threshold Decryption
Scheme

The concept of a dynamic threshold decryption scheme
[8], is such that a public key encryption scheme exists, the
decryption key sk is shared out to a set of n decryption
servers, denoted by Γ1,Γ2, . . . ,Γn, in such a way that any
t out of n can decrypt a message which is encrypted using
the public key pk, and the membership of these servers is
dynamic in nature.

The goals for a dynamic dynamic sharing scheme [8]
are:

• The system can refresh the decryption key without
having to modify any of the shares of the decryption
servers.

• If the system adds a new decryption server then the
systems does not have to modify the decryption key
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nor do they have to modify any of the other decryp-
tion server’s shares.

• The removal of a decryption server does not require
the modification of any other decryption server’s
shares, further it does not require the modification
of the decryption key.

• A decryption server can refresh its private key with-
out requiring any other decryption server to modify
their private key, further this refresh does not require
the system to modify of any other decryption server
shares.

In order to develop an enhanced system we propose a
revised set of criteria, to support these revised features,
additional public information will be available in a pub-
licly available setting, such as a bulletin board. This ad-
ditional bulletin board information is typically used to
support a set of authorized servers ability to reconstruct
the decryption key and/or to decrypt a message for a user.

In [5], Chen, Gollman, Mitchell and Wild introduced
the concept of reusable polynomials for secret sharing
with a goal of supporting dynamic thresholds. The main
properties that they were interested in were:

Perfect security or computational security. A se-
cret sharing scheme is perfectly secure if unautho-
rized subsets of shareholders cannot obtain informa-
tion about the secret. A scheme is computationally
secure provided it is computationally infeasible to de-
termine the secret from an unauthorized subset.

Verifiability. First, each shareholder should be able to
verify their received share to detect a dishonest or
faulty dealer. Secondly, during secret reconstruction
a forged share contributed by a cheating shareholder
can be detected by the other shareholders.

Online shareholders. Shareholders can dynamically
join or leave the sharing group without having to
redistribute new shares secretly to the existing share-
holders.

Reusable shares. Shares need to be reusable even after
the shared secret has been reconstructed.

Our criteria for secure dynamic threshold sharing:

• The system can refresh decryption key without hav-
ing to contact and/or send new shares to any of the
decryption servers.

• When the system adds a new decryption server then
they do not have to modify the decryption key nor
do they have contact and/or send new shares to any
of the other decryption server’s shares.

• The removal of a decryption server does not require
contact and/or the sending new shares of any other
decryption server’s shares, further it does not require
the modification of the decryption key.

• A decryption server can refresh its private key with-
out requiring the any other decryption server to mod-
ify their private key, further it does not require con-
tact and/or sending new shares to any other decryp-
tion server shares.

• Each server should be able to verify their shares com-
pute the secret.

• All system/shareholder (server) computations are ef-
ficient.

This set of criteria allows for the use of public setting
modification (for example, shares placed on a public bul-
letin board).

1.2 Bilinear Pairings

A mathematical tool that we utilize in our work will be
the bilinear pairing. Let G, and G1 be cyclic groups of
prime order p, such that both G and G1 are multiplicative
groups.

Definition 1. A map e : G×G→ G1 is said to be bilinear
pairing if it has the following properties:

Bilinearity. e(ga, wb) = e(g, w)ab for all g, w ∈ G and
a, b ∈ Z∗p.

Non-degeneracy. e(g, g) 6= 1 in G1 and g 6= 1 in G.

Computability. There exists an efficient algorithm that
computes e(g, w) for all g, w ∈ G.

We will assume that the discrete log problem (DLOG)
is hard. The DLOG problem is such that given group G,
and g ∈ G and gk it is s “computationally infeasible” to
determine k. We will assume that the discrete log problem
is “hard” in G1.

In this paper we will be using a bilinear map e. We
assume that the discrete log problem is “hard” even in
the presence of the bilinear map, that is, given genera-
tor g, the value ga and the pairing map e, it is “hard”
to compute the exponent a. We will assume that Com-
putational Diffie-Hellman (CDH) problem is also ‘hard”
in the presence of the bilinear map, thus given ga, gb, and
e(ga, gb) it is hard to compute ab. We will assume that the
CDH problem is hard in G1. The Decision Diffie-Hellman
(DDH) problem is the problem concerning whether one
can distinguish between (g, ga, gb, gc) and (g, ga, gb, gab).
The Decision Diffie-Hellman (DDH) problem is “easy” in
G1 due to the existence of the bilinear map e. Conse-
quently, we will be working in an algebraic setting de-
scribed by Boneh et al. [4] as the Gap Diffie-Hellman
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(GDH) group. The group G1 is called a GDH group if
DDH is easy in G1 but CDH is hard. Thus G1 is a GDH
group.

1.3 Identity-based Encryption

The concept of identity-based encryption was proposed by
Shamir in 1984 [11]. The construction of an identity-based
encryption scheme was an open problem until solved by
Boneh and Franklin in [3]. Today there are a number of
identity based encryption schemes proposed, we refer the
reader to a survey of the schemes [1].

2 Construction of Dynamic
Threshold Decryption Scheme
from Pairing

In this section we discuss a dynamic threshold decryption
scheme proposed by Long and Chen [9]. Unfortunately
there is a typographical error in their work, thus plac-
ing a level of ambiguity to their scheme. In [7] Kim,
Lim, Yie, and Kim analyzed the Long scheme, because
of the typographical error they had to make an interpre-
tation of the error, their interpreted scheme was flawed.
In Kim et al.’s cryptanalysis, they showed that their in-
terpretation of the Long et al. scheme is insecure. Long
and Chen constructed their dynamic threshold decryption
scheme using bilinear pairings. Their scheme attempts
to solve the problem of decrypting the ciphertext without
compromising the master key, and was inspired by [12].
The Long et al. scheme is summarized in the following
steps:

Setup. There is a trusted party private key generator
(TTP) which chooses two bilinear groups G1 and
G2, where each group has prime order p. Let g be a
generator of G1, and e : G1 × G1 → G2 a bilinear
map. The messages are denoted by M . Assume all
messages M belong to G1. We assume that each
user u has a public key IDu that belongs to Z∗p.
The TTP selects random x, y ∈ Z∗p and computes
X = gx, Y = gy. The public parameters are denoted
by cp = (g,X, Y ) and the master key mkey = (x, y)
where x remains secret and y is secret but renewed
periodically.

KeyGen. Initially there are n decryption servers
Γ1,Γ2, ...,Γn. Each server Γi possesses a secret key
si ∈ Z∗p and a corresponding public key Pi = gsi .
The TTP selects a random polynomial f(z) of de-
gree t−1 over Z∗p by selecting b1, b2, . . . bt−1 from Z∗p,
the polynomial f(z) satisfies f(z) = y +

∑k−1
i=1 biz

i,

here bk−1 ∈ Z∗p. For each i, the TTP computes

ki = g
f(i)

(ID+x)P
y
i

and vi = e(g, g)f(i). The TTP publishes ki and vi
on the public available site (which we will call the
bulletin board).

Encryption. Suppose Alice would like to transmit mes-
sage M to Bob privately. She gets Bob’s identifica-
tion, denoted by ID, as well as the master TTP keys
X and Y . She then encrypts message M with public
key ID, by picking up a random S ∈ Z∗p and com-

putes the ciphertext C by C = (gS·ID ·XS , e(g, Y )S ·
M) = (A,B).

Γi ’s Sub-decryption. After Bob receives the de-
crypted message that was sent by Alice, Bob can ask
the servers to decrypt it. This can be achieved when-
ever t decryption servers Γi1 , . . . ,Γit cooperate and
reconstruct the message by utilizing their shares (on
the bulletin board) of the decryption key in the t of n
threshold sharing scheme. In this step, we illustrate
how a server Γi calculates its decryption share δi of
the ciphertext, which is computed with the use of the
server’s private key si. According to [9], the decryp-
tion server Γi calculates the share δi by computing

δi = e(A, gY
si

)ki = · · · = e(g, g)S·f(i). (1)

Note: The formula given in Equation (1) is wrong!
We address this issue in Section 2.1.

Decryption. Assuming decryption servers Γ1,Γ2, ...,Γt
want to decrypt the ciphertext, each server Γi com-
putes δi and sends it to the combiner who computes
∆ by:

∆ =

t∏
j=1

(δj)

∏t
i=1
i6=j

−i
j−i

=

t∏
j=1

e(g, g)
sf(j)

∏t
i=1
i6=j

−i
j−i

= e(g, g)

∑t
j=1 sf(j)

∏t
i=1
i6=j

−i
j−i

= e(g, g)sy

= e(g, Y )s.

Note: The above calculation only make sense pro-
vided that δj = e(g, g)S·f(j). Again this is addressed
in Section 2.1.

If ∆ equals e(g, Y )S , then M can be recovered by comput-
ing M = B · ∆−1. The use of the bulletin board allows
Long et al. to achieve the revised dynamic properties.
The share vi can be used by each server Γi to verify the



International Journal of Network Security, Vol.17, No.6, PP.771-778, Nov. 2015 774

correctness of the share ki, a property we are interested
in satisfying. Further any server Γj can verify the cor-
rectness of the shares v1, . . . vn by selecting any t of them
and computing

e(g, g)y
?
=

t∏
i=1

v

∏t
i=1,i 6=j

−wj
wi−wj

wi .

Long et al. claimed that their scheme satisfied the follow-
ing dynamic threshold requirements.

TTP refreshes secret key. In the case a new secret
key ynew is selected, then Ynew = gynew is computed
and a new polynomial fnew is selected, new shares
ki,new and vi,new will be shared out to the servers
Γ1, . . . ,Γn.

TTP adds new decryption server. In the case the
TTP adds a new server Γn+1, they simply use the
polynomial value f(n+ 1) and generate a new share

kn+1 = g
f(n+1)

(ID+x)P
y
n+1 and vn+1 = e(g, g)f(n+1)

here Pn+1 is Γn+1’s public key.

TTP removes a decryption server. Assume without
loss of generality that server Γn is dismissed then a
new polynomial fnew is selected with the same secret
key y and new shares ki,new and vi,new will be shared
out to the bulletin board by the TTP for the servers
Γ1, . . . ,Γn−1.

Server Γi refreshes their secret key si. If Γi re-
freshes their secret key and select si,new then they
will compute Pi,new = gsi,new and new shares ki,new
and vi,new will be shared out to the bulletin board
by the TTP for the servers.

Remarks: Clearly this scheme does not possess the se-
curity (nor correctness) that the authors claim. More im-
portantly, this is very inefficient. In reality the labelling of
shares as ki and vi is inaccurate as they depend not only
on the server Γi but also on the user’s identification ID.
That is, if there are m users {ID1, ID2, . . . , IDm} then
there are m distinct (ki, vi) pairs (as illustrated below–one
pair for each user ID). That is, we have

Γ1 Γ2 · · · Γn

ID1 (k1,ID1
, v1,ID1

) (k2,ID1
, v2,ID1

) · · · (kn,ID1
, vn,ID1

)
ID2 (k1,ID2

, v1,ID2
) (k2,ID2

, v2,ID2
) · · · (kn,ID2

, vn,ID2
)

.

.

.
.
.
.

. . .

IDm (k1,IDm , v1,IDm ) (k2,IDm , v2,IDm ) · · · (kn,IDm , vn,IDm )

Thus the cost of executing the refresh properties are (in
big O notation) is described in Table 1.

Table 1: Computational cost of Long et al. scheme
operation computational cost

TTP refreshes
secret key O(mn)
TTP adds new
decryption server O(m)
TTP removes a
decryption server O(mn)
server Γi refreshes
their secret key O(m)

2.1 Kim et al.’s Interpretation of the
Long Scheme

Clearly there is a typographical error in Long et al.
scheme. In [7] Kim, Lim, Yie, and Kim cryptanalyzed
the Long et al. scheme. Unfortunately due to the typo-
graphical error in the Long et al. paper [9], Kim et al. [7]
had to interpret the scheme, they interpreted the Long
scheme as follows:

Setup. Same as before.

KeyGen. Same as before, exception: for each i, the TTP

computes ki = g
f(i)

(ID+x)p
y
i , vi = e(g, g)f(i) and pub-

lishes ki, vi.

Encryption. Same as before.

Γi ’s Sub-decryption. Bob can receive the message
sent by Alice by having t servers Γi1 , . . . ,Γit recon-
struct the message by utilizing their shares of the de-
cryption key in the t of n threshold sharing scheme.
In this step, the server Γi calculates its decryption
share δi of the ciphertext as follows:

δi = e(A, ki · Y si)

= e(g, g)S·(ID+x)· f(i)
ID+x

= e(g, g)S·f(i).

The above derivations are correct.

Decryption. Assuming t decryption servers Γ1,Γ2, ...,Γt
wish to decrypt the ciphertext for user ID, one of
the servers collects δ1, δ2, ..., δt and computes ∆ as
follows:

∆ =

t∏
j=1

δ

∏t
i=1
i6=j

−i
j−i

j

=

t∏
j=1

e(g, g)
sf(j)

∏t
i=1
i6=j

−i
j−i

= e(g, g)

∑t
j=1 sf(j)

∏t
i=1
i6=j

−i
j−i

= e(g, g)sy

= e(g, Y )s.
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Each server Γj sends their δj to Bob who then com-
putes ∆. Lastly Bob computes M = B ·∆−1, which
is the final step of decryption.

The dynamic properties that need to be supported (in the
Kim et al. interpretation) are as follows:

TTP refreshes secret key. Same as before

TTP adds new decryption server. Same as before.

TTP removes a decryption server. Same as before.

server Γi refreshes secret key si. Same as before.

In their work [7], Kim et al. successfully attacked their
interpretation of the Long scheme. We find that Kim et
al. misinterpreted the Long scheme [9], which we describe
in Section 2.3.

2.2 Kim et al.’s Attack of Their Inter-
preted Long Scheme

In [7] the authors attacked their interpreted version of
the Long scheme. The attack they constructed was such
that it violated the decryption requirement that only t
authorized servers can decrypt an encrypted message for
any party. The Kim et al. attack can be summarized
as follows: Suppose server Γw is malicious. They claim
want an update of their public key Pw but rather than
selecting a new secret key, suppose they wish to attack
server Γ1. They use Γ1’s public key P1 and select r ∈ Z∗p
and compute P r1 and sends this to the TTP claiming that
P r1 is their “new public key”, calling it Pw,new. Thus
Pw,new = P r1 . The TTP not knowing that server Γw
has misrepresented their new public key, refreshes Γw’s

shares kw,new and vw,new. Here kw,new = g
f(w)
ID+xP ry1 .

Because server Γw can compute g
w

ID+x the server Γw now
knows P ry1 since the server knows r it can compute P y1 by

computing (P ry1 )r
−1

. Then using k1 it computes g
f(1)

ID+x by

computing k1 · (P y1 )−1. Now Γw knows g
f(1)

ID+x and g
f(w)
ID+x .

Now together with t − 2 other servers it can compute

g
y

ID+x which is Y
1

ID+x . Then given ciphertext C, the t−1

servers can compute e(gS·ID · XS , Y
1

ID+x ) = e(g, g)Sy,
denote this by ∆. Then M = C · ∆−1. Hence Γw has
successfully defeated the threshold requirement since a
coalition of t− 1 servers can decrypt messages.

Note: The server Γw could actually complete this attack
t− 1 times and be able to decrypt by itself. Though t− 1
refreshes may make the TTP suspicious of their behavior.

The Kim et al. attack has successfully defeated the
threshold requirement. Kim argued that the only way to
prevent such attack is that the system has to renew the
secret shares of all decryption servers whenever one of
the decryption server renews its secret key, however this
is problematic in that there are n servers and m users as

described in Table 1. Thus the cost is O(mn), which is
too much. We solved this problem constructing a more
efficient scheme, we will discuss a new attack, which is
relevant to all version of the Long scheme. However, we
will first demonstrate that the Kim et al. interpretation
of the Long scheme was incorrect.

2.3 Our Interpretation of the Long
Scheme

The interpretation of the Long [9] scheme by Kim et al. [7]
led to the attach described in Section 2.2, that is by their
interpretation they were able to construct the attack. Af-
ter observing the Long scheme [9], it became apparent to
us that the error was merely in the presentation of Equa-
tion (1). That is the share ki was expressed in the Long
scheme as

ki = g
f(i)

(ID+x)P
y
i . (2)

But clearly based on the assumption that Equation (2)
is correct then the δi (decryption subshare) is incor-
rect. We then observed that based on the assumption
Equation (2) is correct that δi should be calculated as
δi = e(A, ki)

Y si
because

δi = e(A, ki)
Y si

= e(A, g)
Y si · f(i)

(ID+x)P
y
i

= e(g, g)
S·(ID+x)·(Pi)

y· f(i)

(ID+x)P
y
i

= e(g, g)S·f(i),

which is exactly what the Long scheme required. Then if
a threshold of t servers (say Γ1, . . . ,Γt) need to compute
a function of the secret

∆ =

t∏
j=1

δ

∏t
i=1
i6=j

−i
j−i

j = e(g, Y )s

The irony is that this version is not susceptible to the
attack described by Kim et al. [7], and that the attempt to
fix the typographical error in the Long scheme introduced
the security weakness that allowed them to attack it. At
the same time we note an attack on the Long scheme
(both versions), as well as Kim’s suggested fix.

3 Our Attack

Thus we see the Kim et al. attack was due to their in-
terpretation of the Long scheme. Suppose Alice encrypts
message M to user denoted by ID0 then ciphertext C
satisfies C = (gS·ID0 · XS , e(g, Y )S ·M) = (A,B). Now
consider the following attack. Suppose a server leaves
the network, in particular suppose the server is removed
and is intent on causing problems to the network that re-
moved them. We assume without loss of generality that
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it is server Γn. Now with the removal of this server the
threshold is a t out of n−1 and there are only n−1 play-
ers, all other parties are considered outsiders and outsider
help does not contribute towards the threshold. For ex-
ample, as an extreme, if we have t helpers who are not
authentic decryption servers but for some reason posses
valid shares in a t out od X scheme then they should not
be able to decrypt. Suppose Γn gives their information

g
f(n)
ID+x to t − 1 parties. The server Γn is now considered

as an outsider and doesn’t count towards the threshold,
thus it should not be be considered as help to achieve a
threshold that decrypt a message intended for a user. No
matter which approach is taken (the original Long scheme
or the Kim interpreted scheme or our interpreted scheme)
all ki and vi are reshared out because of the dismissal of

Γn. However if Γn provides the information g
f(n)
ID+x to a

set of t − 1 participants, for example {Γ1,Γ2, . . . ,Γt−1},
let us call this set ADV, then ADV will be able to de-
crypt. This is because the participants in ADV can use

their old shares k1,old, . . . , kt−1,old
1. If Γn sends g

f(n)
ID0+x

to this group ADV, then ADV can decrypt the message
and ADV contains only t−1 authentic members, but this
violates that no threshold less than t authentic members
can decrypt. Note that any dismissed party can give their
share to other members, allowing an unauthorized set to
decrypt (below threshold). In fact it is possible after t−1
parties are dismissed that a single party could be given
all shares and thus they could decrypt by themselves.

4 Our Protocol

4.1 The Protocol

Our goal is to create an efficient dynamic threshold
scheme based on bilinear pairings.

Setup. Two multiplicative groups G and G1 of order
prime p are selected such that there exist a bilin-
ear map e : G × G −→ G1. The TTP selects g ∈ G
where g 6= 0.

Key Generation. The TTP selects a secret key denoted
by y and compute the corresponding public key Y =
gy. The TTP selects two temporal keys x1 and x2

and computes V = gx2 and W = gx2x1 . The values
Y, V and W are posted on a publicly available web
site, such as a bulletin board.

Each server Γi selects a secret key wi and computes
their public key Pi = gwi . They publish their public
key. The TTP will keep a local copy of the server’s
public keys.

1Though the bulletin board has been updated with new shares
the shareholders may have prestored the older shares.

Share Generation. The TTP selects a random polyno-
mial f(z) =

∑t−1
i=1 bi · zi of degree t − 1 such that

f(0) = x−1
2 y mod p, i. e. b0 = x−1

2 · y. We assume
initially there are n decryption servers {Γ1, . . . ,Γn}
then the TTP computes the share ki = f(i) ·P yi and
vi = e(V, g)f(i). The TTP publishes (ki, vi) on bul-
letin board.

User Registration of Their Identity ID. Suppose a
user wishes to register their identity ID0 with the
TTP. They interact with the TTP in a communica-
tion that establishes that ID0 is their identity (this
communication to achieve this is outside our scope).
Once this is established the TTP publishes ZID0

where ZID0
= g

1
ID0+x1 onto the public site (bulletin

board).

Encryption of Message M to User with Identity
ID0. Suppose Alice would like to transmit message
M to Bob privately. She gets Bob’s identification,
denoted by ID0, as well as the TTP’s public key
Y and the two temporal key X. She then encrypts
message M with public key ID0, by picking up a
random S ∈ Z∗p and computes the ciphertext C by

C = (WS · V S·ID0 , e(g, Y )S ·M) = (A,B).

Generation of Decryption Server Γi Decryption
Shares. User Bob with identity ID0 requests to the
decryption servers that the ciphertext C = (A,B)
be decrypted. Assuming t servers respond, say
{Γi1 , . . . ,Γit}, each of these servers will compute a
decryption share based on the ciphertext and their
share of the decryption key. For each ir, server Γir
computes the decryption share δir where δir satisfies

δir = e(Akir ·Y
−wir , ZID0

)

= e(Af(ir), ZID0
)

= e(g(x2x1S+x2SID0)f(ir), g
1

ID0+x1 )

= e(g, g)Sx2·f(ir).

Here wir is the server Γir ’s secret key.

Decryption. The combiner using the decryption shares
δi1 , . . . , δit from Γi1 , . . . ,Γit , respectively computes
∆ by

∆ =
∏t
r=1 δ

∏t
v=1,v 6=r

−iv
ir−iv

ir

=
∏t
r=1(e(g, g)Sx2·f(ir))

∏t
v=1,v 6=r

−iv
ir−iv

= e(g, g)
∑t

r=1 Sx2·f(ir)
∏t

v=1,v 6=r
−iv

ir−iv

= e(g, g)x2x
−1
2 yS

= e(g, g)yS .

(3)

The message M can be computed by M = B ·∆−1.

Verifiability.
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1) Each user ID can verify their public key by com-
puting e(V IDW,ZID) and comparing it with
e(g, V ).

2) Each server Γi verifies ki by computing

e(V, g)ki·Y
−wi

and comparing it to vi =
e(V, g)f(i).

3) Any server Γi can select t values vj1 , . . . , vjt and
compute

t∏
r=1

v
∏t

w=1,w 6=r
−iw

ir−iw
ir

=

t∏
r=1

(e(V, g)f(ir))
∏t

w=1,w 6=r
−iw

ir−iw

= e(V, g)
∑t

r=1 f(ir)
∏t

w=1,w 6=r
−iw

ir−iw

= e(g, g)y

= e(g, Y ).

TTP Adds New Decryption Server. Assume
that the TTP needs to add server Γn+1. The
TTP computes kn+1 = f(n + 1) · P yn+1 and

vn+1 = e(V, g)f(n+1).

TTP Removes a Decryption Server. Without loss
of generality suppose the TTP needs to remove (or
deactivate) server Γn, thus producing a t out of n−1
threshold decryption service 2. First the TTP selects
a new x2,new ∈ Z∗p and computes Vnew = gx2,new and
Wnew = gx1x2,new . Then for i = 1, . . . , n−1 the TTP
computes ki,new = f(i) · P yi and vi,new = e(V, g)f(i).

Server Γi Refreshes Their Secret Key. Suppose
server Γi contacts the TTP and notifies them they
wish to refresh the secret key. The server sends
the TTP Pi,new. The TTP then selects a R ∈ Z∗p
and sends the challenge gR to Γi. The server sends
gR·DLOG(Pi,new) to the TTP. Here DLOG(Pi,new)
is a u such that gu = Pi,new. The TTP compares
e(g, gR·DLOG(Pi,new)) to e(gR, Pi,new). If they are
equal then the TTP updates ki. Otherwise the sever
Γi has lied and the TTP may punish (even remove
the server).

TTP Removes a User with ID0. Suppose that the
TTP must dismiss user with identity ID0. The TTP
selects x1,new ∈ Z∗p and computes Wnew = gx2x1,new

The TTP removes g
1

ID0+x1 from the bulletin board.
For all users ID with ID 6= ID0 the TTP computes

g
1

ID+x1,new and places it on the bulletin board.

4.2 Security Analysis

We assume the following security assumptions: Both the
DLOG and CDH problems are hard in the presence in of

2We characterize the n− 1 servers as active servers.

a bilinear map. We assume that a threshold many servers
act correctly. That is, if we have a t out of n threshold
scheme then any t or many serves act correctly. If t or
more servers are malicious then since they possess the
threshold we assume that their actions are correct. Once
a threshold is reached we cannot claim protection.

Theorem 1. Given a coalition of less than t active
servers, then the coalition cannot decrypt any validly con-
structed (using current public values) ciphertext C.

Proof. Let ρ < t and let Γ1,Γ, . . . ,Γρ denote a set of ρ
many active servers, a coalition which attempts to decrypt
the server. Because shares have been distributed in a t
out of n manner the coalition cannot decrypt the cipher-
text without additional information beyond the shares
distributed to the ρ servers. This additional information
must come from servers who are no longer active (due to
the threshold requirement). Let Φ1, . . . ,Φω denote deac-
tivated servers who contribute (possibly actively or pas-
sively) with the coalition Γ1,Γ, . . . ,Γρ. Then ω + ρ ≥ t.
Recall ciphertext C = (WS

curr · V S·ID0
curr , e(g, Y )S ·M) =

(A,B) where S is random, Wcurr = gx1x2,curr and Vcurr =
gx2,curr .

As Γ1,Γ, . . . ,Γρ are active servers, they have shares
kΓj ,curr and vΓj ,curr constructed for use with Wcurr and
Vcurr. Now Φ1, . . . ,Φω are deactivated servers, they may
possess “dated shares” (perhaps downloading from bul-
letin board earlier). They possess shares kΦi,timei and
vΦi,timei constructed for use at time timei where Wtimei

and Vtimei , note that timei < curr. However the shares
kΦi,timei and vΦi,timei do not work with shares kΓj ,curr

and vΓj ,curr because Wcurr 6= Wtimei and Vcurr 6= Vtimei
for all i. Therefore the only alternative is that at least
t members from {Γ1,Γ, . . . ,Γρ,Φ1, . . . ,Φω} share some
time time0 such that each of these t members possess
kΓj ,time0 and vΓj ,time0 or kΦi,time0 and vΦi,time0 , respec-
tively. Then for server i′, this server i′ will be able to
compute e(g, g)Sx2,time0

ftime0
(i′) where the constant coef-

ficient of ftime0(x) is x−1
2,time0

y. Now when all t servers
apply their δi′ into Equation (3), the corresponding ∆

satisfies ∆ = e(g, g)x2,currx
−1
2,time0

yS 6= e(g, g)yS .
Therefore ρ many active servers, with ρ < t, cannot

decrypt the ciphertext.

Theorem 2. If active server Γi refreshes their public key
Pi,curr then Γi knows the discrete log of Pi,curr.

Proof. This follows directly from the refresh key protocol
and the fact that the DLOG problem is “hard”.

4.3 Efficiency of Our Schemes

The the cost of executing the refresh properties are (in
big O notation) is described in Table 2.

Here in Table 2, the value m represents the number of
users and n represents the number of servers. In most ap-
plications one should expect that m is significantly larger
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Table 2: Computational cost
operation computational computational

cost of cost of
our scheme the Long scheme

TTP refreshes
secret key O(n) O(mn)
TTP adds new
decryption server O(1) O(m)
TTP removes a
decryption server O(n) O(mn)
server Γi refreshes
their secret key O(1) O(m)
TTP removes a
user with ID0 O(m) not discussed

than n. The cost is only for computational purposes there
will also be a communication cost, although one may ex-
pect the communication cost between the TTP and the
bulletin board is significantly less than the communica-
tion cost between the TTP and a server.

The above table demonstrates that our scheme is sig-
nificantly more efficient than the existing schemes. Fur-
thermore we have added a new service the dismissal of a
user.

5 Conclusion

In this paper we have discussed dynamic threshold de-
cryption scheme using the bilinear pairing. We have ana-
lyzed previous scheme noting their weaknesses, in par-
ticular their inefficiency. We have constructed a new
scheme that is significantly more efficient than the pre-
vious schemes.

These schemes all rely on the use of a bulletin board to
achieve the necessary dynamic properties. It remains an
open problem if a dynamic public key scheme can be con-
structed without the use of a bulletin board. It remains
an open problem if one can construct a dynamic scheme
which uses bilinear pairing that allows the dismissal of
users in O(1) computations.
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Abstract

In 2014, a patient self-controllable multi-level privacy-
preserving cooperative authentication scheme (PSMPA)
was proposed for attempting to address the issue of
data confidentiality and patients’ identity privacy simul-
taneously when the personal healthcare record (PHR) is
shared in the distributed m-healthcare cloud computing
system. In this paper, we show the PSMPA scheme fails
to achieve the two goals under the collusion attack. Fur-
thermore, the scheme also suffers from forgery attack be-
cause of a flawed design in the transcript simulation phase.
In order to avoid the attacks, we propose an improved
PHR sharing scheme by incorporating ciphertext pol-
icy attribute-based encryption (CP-ABE) and attribute-
based signature (ABS) as a possible solution.

Keywords: Access control, attribute-based encryption,
data confidentiality, identity privacy

1 Introduction

Motivated by the remarkable development of cloud com-
puting, more and more significant data is stored into the
cloud for sharing, including personal health record (PHR)
absolutely. The e-healthcare service attracts much more
attention than the traditional approaches due to its fas-
cinating features such as high efficiency, universal acces-
sibility and low cost. The patients can share their PHRs
in the cloud to obtain treatment recommendations from
physicians or to provide medical research institutions with
precious medical information. However, on account of
storing PHRs in the cloud far away from the patients, the
PHRs are out of their physical control. The data con-

fidentiality and patient’s identity privacy will face enor-
mous threatens which are bound to the obstacles of its
wide adoption. To minimize users’ concerns as far as pos-
sible, a lot of data sharing schemes in distributed cloud
computing system have been proposed so far where cryp-
tography is utilized popularly.

It’s natural to think of leveraging the access control
in the e-healthcare scheme. Access control enables the
patients to delegate different privilege for accessing the
PHRs to whoever they desire with freedom. ABE is con-
sidered as the most optimal solution to realizing fine-
grained access control for sensitive data in the cloud
environment. A number of literatures on ABE have
been published in the past. Especially, in 2006 Goyal
et al. [3] proposed key-policy attribute-based encryption
fine-grained access control of encrypted data which makes
key management more efficient during data sharing. Sim-
ilarly, Bethencourt et al. [1] put forward the concept of
ciphertext-policy attribute-based encryption which is par-
allel with KP-ABE. CP-ABE and KP-ABE are applied
to different scenes dependent on their respective special-
ties. Nevertheless, both of them are short of efficient and
dynamic attribute revocation mechanism which is indis-
pensable. Based on ABE mentioned in [1, 3], [4, 11, 12]
are proposed one after another. However, the single
attribute authority that is responsible for distributing
attributes becomes the bottleneck of these schemes in-
evitably. In 2009, Chase et al. [2] figured out a solution
called multiple-authority ABE where multiple attribute
authorities are requested to involve in distributing at-
tributes. On the basis of [2], Li et al. [6, 7] divided the
members in the cloud into various security domains for
the purpose of decreasing the key management complexity
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further. In 2013, Lee et al. [5] carried on a comprehensive
survey on the existing ABE schemes and ran an extended
analysis on KP-ABE and CP-ABE. In the same year, Li et
al. [8] proposed the first multi-authority attribute based
encryption scheme realizing such expressive access policy
and constant ciphertext size. As in the real world circum-
stance, the attributes are always in the different levels, Liu
et al. [9] proposed a scheme called ciphertext-policy hier-
archical attribute based encryption in 2014. The above
schemes mainly concentrate on achieving data confiden-
tiality, while the user’s identity privacy is neglected.

Recently, Zhou et al. [13] proposed a novel PSMPA
aiming at guaranteeing the patient’s identity privacy. The
PHRs are divided into patient’s identity information and
healthcare data creatively and each of them is encrypted
respectively. No one can decrypt the patient’s authen-
tic identity except the directly authorized physicians the
patient has appointed personally. By this means, they
claimed their scheme can satisfy the requirement of iden-
tity privacy. However, we find that the parent’s identity
privacy and healthcare data are vulnerable because the
PSMPA is unable to resist the collusion attack from the
dishonest physicians. In addition, the scheme also suf-
fers from forgery attack because of a flawed design in the
transcript simulation phase. Incorporating CP-ABE and
ABS, we propose an improved PHRs sharing scheme as a
possible solution.

The rest paper is organized as follows: In the Section 2,
we review Zhou et al. [13]’s PSMPA scheme in detail. Our
attacks against the PSMPA scheme are demonstrated in
Section 3. In Section 4, we show a possible solution and
Section 5 is the final conclusion.

2 Review of the PSMPA Scheme

In this section, we carry out a detailed statement on the
PSMPA scheme to prepare for the analysis and the at-
tacks in Section 3.

2.1 Network Model

As is illustrated in Figure 1, in the m-healthcare cloud
computing system, all the members are classified into
three levels of security: the directly authorized physicians
such as Bob in the local healthcare provider, the indi-
rectly authorized physicians such as Jack, Tom and Jim
in the remote healthcare providers and the unauthorized
persons such as Black. The directly authorized physicians
are authorized by the patients and can not only access the
patient’s personal health record but also recognize the pa-
tient’s identity. The indirectly authorized physicians are
authorized by the directly authorized physicians for med-
ical consultant or some research purposes (since they are
not authorized by the patients, we call them ’indirectly
authorized’ instead). The only right they have is accessing
the personal health record, but not the patient’s identity.
For the unauthorized persons, neither could be obtained.

Figure 1: An overview of the M-healthcare cloud comput-
ing system

2.2 Authorized Accessible Privacy Model
(AAPM)

A novel attribute based designated verifier signature
scheme (ADVS) is proposed by Zhou et al. [13] to realize
three levels of security and privacy requirement in dis-
tributed m-healthcare cloud computing system which is
mainly constituted of the following five algorithms: Setup,
Key Extraction, Sign, Verify and Transcript Simulation
Generation. Suppose the universe set of attributes is U .
If and only if A(ω) = 1 where ω is selected from U , We
say an attribute set ω satisfies a specific access structure
A. The five phases are presented as follows.

Setup. The algorithm takes 1l as input, where l is the se-
curity parameter. It outputs public parameters and y
as the master key for the central attribute authority.

Key Extract. Assume that a physician requests the at-
tribute keys for an attribute set ωD ∈ U . If he is
qualified to be issued with skD for these attributes,
the attribute authority produces skD for him.

Sign. The patient takes as input his private key skP , the
uniform public key pkD of the healthcare provider
which the physicians work in and a personal health-
care information m to generate a signature σ.
Namely, σ ← Sign(skP , pkD,m).

Verify. Suppose that a physician wants to validate the
correction of a signature σ which contains an access
structure A and owns a subset of attributes ωJ ⊆ ωD

satisfying A(ωJ) = 1, a deterministic verification al-
gorithm can be executed. Once receiving a signature
σ, he uses his attribute private key skD and the pa-
tient’s public key pkP , then outputs the message m
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and True if the signature is correct, or ⊥ otherwise.
Namely, {True,⊥} ← V erify(skD, pkP ,m, σ).

Transcript Simulation Generation. Through the
Transcript Simulation algorithm, the directly au-
thorized physicians who kept the authorized private
key skD can always produce identical distributed
transcripts indistinguishable from the signature
which is received from the patient.

2.3 PSMPA Design

In this section, we introduce the proposed PSMPA to im-
plement AAPM mentioned above, realizing three different
levels of security and privacy requirements. Most of the
notations which are useful in our scheme are showed in
Table 1 with the corresponding description.

Setup. Assume that G0 and G1 are two bilinear groups
of prime order p and g is a generator of G0. Moreover,
let ê : G0 × G0 → G1 denote a bilinear map. Pick
g1 ∈ G0, y ∈ Z∗p at random and compute g2 = gy.
We additionally employ three collision-resistant hash
functions: H0 : {0, 1}∗ → G0, H1 : {0, 1}∗ → Z∗p and

H2 : G1 → {0, 1}kEnc where kEnc is the length of
symmetric key in the secure private key encryption
construction chosen by the patient. Then, define the
attributes in universe U as elements in Zp. If qx(·) is a
polynomial related to leaf nodes, a default attribute
set from Zp with the size of dx − 1 is denoted by
Ψx = {Ψ1,Ψ2, · · · ,Ψdx−1} in the access tree.

Key Extract. The patient choose b ∈ Z∗p and B = gb

as his private key and public key. We define the pa-
tient’s registered local healthcare provider’s uniform
private key is skHP = hc and the corresponding pub-
lic key is pkHP = ghc1 . Both of the keys are shared by
each physician working in it. The attribute private
key of the physician can be

skD = (γi, δi) = ((g1H0(i))qx(i), gqx(i))i∈ωD∪Ψx
,

and the public parameters are

(p, g, ê,G0,G1, H0, H1, H2, g1, g2).

Sign. The signing algorithm produces a signature of the
patient’s personal health information m which can
only be decoded and validated by the directly autho-
rized physicians whose sets of attributes enable to
satisfy the patients’ requirements. First of all, the
patient need to construct a polynomial qx(·) for each
node x in Γ of the degree Dx = dx − 1.

Beginning with the root node R, the algorithm
chooses a random y ∈ Zp and sets qR(0) = y. Then,
it chooses dR − 1 other points on the polynomial qR
randomly to define it completely. For any other node
x, it sets qx(0) = qparent(x)(index(x)) and chooses
dx − 1 other points randomly to completely define
qx(·).

To sign a message m with the verification predicate
Γ, for the leaf node x in the access tree Γ, let the cur-
rent threshold required for the physician be kx. For
the leaf node polynomial qx(·), the patient randomly
selects a default subset Ψ′x ⊆ Ψx with |Ψ′x| = dx−kx
and calculates BPi = H0(i)b for i ∈ ω∗x ∪ Ψ′x. Then,
he can derive the corresponding keys for authentica-
tion

KEncp = ê(g1, g2)b,

KEnc = H2(KEncp),

KSig = KEncpê(pk
HP , g2).

Finally, the patient randomly selects ri ∈ Z∗p for each
i ∈ ω∗x∪Ψ′x, publishes gri(i ∈ ω∗x∪Ψ′x) and completes
the signature as follows

σ′ = H1(m ‖ KSig),

C0 = EpkHP (B ‖ BPi
),

C = EKEnc
(m),

σ′′i = {H0(i)ri}i∈ωx∪Ψ′x
,

σ′′′ = H0(m)b,

where EpkHP (·), EKEnc
(·) are secure public key

and private key encryptions chosen by the pa-
tient. At last, he can export the signature σ =
(ω∗x, C0, C, σ

′, σ′′i , σ
′′′).

Verify. Upon obtaining the signature σ, the physicians
working in the patient’s registered local healthcare
provider can firstly decipher B ‖ BPi = DskHP (C0),
where DskHP (·) is the decryption algorithm of the
public key encryption. If the set of attributes kept by
the physician satisfies the access tree Γ, the patient is
able to further finish the verification by implementing
a recursive algorithm illustrated as follows.

For the leaf node x, to testify the signature with the
node predicate, that is to prove possessing at least kx
attributes among an attribute set ωx with the size of
nx, the physician firstly selects a subset ωJ ⊆ ωD∩ω∗x
of the size kx, chooses r′i ∈R Z∗p for each i ∈ ω∗x ∪Ψ′x
and computes

V ′ =
∏

i∈ωJ∪Ψ′x

γ
Mi,ωJ∪Ψ′x

(0)

i ,

V ′′ =
∏

i∈ω∗x∪Ψ′x

(σ′′i )r
′
i ,

V ′′′ =
∏

i∈ωJ∪Ψ′x

ê(BPi , δ
Mi,ωJ∪Ψ′x

(0)

i grir
′
i), (1)

V ′′′′ =
∏

i∈ω∗x\ωJ

ê(BPi
, grir

′
i), (2)
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Table 1: Notations in the PSMPA

Notation Description

dx Threshold for node x in access tree Γ
kx Number of attributes required to be owned by the patient w.r.t. node x
qx(·) Dx = dx − 1 -degree polynomial assigned to node x
Ψx A default attribute set of size dx − 1 for node x
skHP Uniform private key of the healthcare center
pkHP Uniform public key of the healthcare center
ωD The set of attributes owned by the physician
skD Private key of the physician
ω∗x Attributes in predicate of node x for physicians
Ψ′x A subset of default attribute set of size dx − kx chosen by the patient

KEnc/KDec Symmetric key for message encryption/decryption
KSig Signing key for ADVS
ωJ The subset of physician’s attribute set of size kx chosen to satisfy the predicate

H0,H1,H2 Hash functions mapping {0, 1}∗ → G0, {0, 1}∗ → Z∗p and G1 → {0, 1}kEnc

and

Kx
Decp =

ê(V ′V ′′, B)

V ′′′V ′′′′

=
ê(gqx1 (0)

∏
i∈ωJ∪Ψ′x

H0(i)qx(i)Mi,ωJ∪Ψ′x
(0)+rir

′
i , gb)∏

i∈ωJ∪Ψ′x
ê(H0(i)b, gqx(i)Mi,ωJ∪Ψ′x

(0)+rir′i)

·
ê(
∏

i∈ω∗x\ωJ
H0(i)rir

′
i , gb)∏

i∈ω∗x\ωJ
ê(H0(i)b, grir

′
i)

= ê(g
qx(0)
1 , gb). (3)

We now consider the recursive case when x is a non-
leaf node. The verification algorithm will proceed as
follows. For all nodes z that are children of x, it calls
the same verification algorithm with respect to itself
and stores the corresponding partial output as Fz.
Let Sx be an arbitrary kx -sized set of child nodes
z such that Fz 6=⊥. If no such set exists, the node
will not be satisfied and the function will return ⊥.
Then, the physicians can compute

Kx
Decp = ê(Fx, B) = ê(

∏
z∈Sx

F
Mi,S′x

(0)
z , gb)

(i = index(x) and S′x = {index(z)} : z ∈ Sx)

= ê(
∏
z∈Sx

g
qz(0)Mi,S′x

(0)

1 , gb)

= ê(
∏
z∈Sx

g
qparent(z)(index(z))Mi,S′x

(0)

1 , gb)

= ê(
∏
z∈Sx

g
qx(i)Mi,S′x

(0)

1 , gb) = ê(g
qx(0)
1 , gb).

Until now, we have defined the verification function
for each node in the access tree Γ. By utilizing the
recursive algorithm defined above, the physicians can
complete verification by simply calling the function

on the root node R of the access tree Γ. Finally, the
directly authorized physician computes

KDecp = ê(FR, B) = ê(g
qR(0)
1 , gb)

= ê(g1, g2)b, (4)

KDec = H2(KDecp),m = DKDec
(C), (5)

and verifies whether both

ê(g, σ′′′) = ê(B,H0(m)), (6)

H1(m ‖ KDecpê(g1, g2)hc) = H1(m ‖ KSig)

= σ′, (7)

hold, where DKDec
(·) is the decryption algorithm

for the private key encryption. If Equations (6)
and (7) hold simultaneously, the physician outputs
True; otherwise, outputs ⊥.

Transcript Simulation. Once receiving the medical
consultation or research, the directly authorized
physician creates a protected session secret SSj

which is unique to each consultation j made for each
patient. Next, he can output the transcript simula-
tion σT which is broadcasted to indirectly authorized
physicians by operating the following procedures.

Firstly, he computes KT
Decp = K

H1(SSj)
Decp , KT

Dec =

H2(KT
Decp) to encrypt a specific message m to CT

and computes σ′T = H1(m ‖ KT
Decpê(pk

HP ′ , g2)) =

H1(m ‖ KT
Sig), in which pkHP ′ is the public key of

the hospital which the indirectly authorized physi-
cian works in. After that, he can compute BT =

BH1(SSj), BT
Pi

= B
H1(SSj)
Pi

and encrypt them as

CT
0 = EpkHP ′ (BT ‖ BT

Pi
). In the end, he calculates

σ′′′T = (σ′′′)H0(SSj) and generates the transcript sim-
ulation as σT = (ω∗x, C

T
0 , CT , σ

′
T , σ

′′
i , σ

′′′
T ) which is in-

distinguishable from the original signature σ for the
indirectly authorized physician.
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3 Attacks Against the PSMPA
Scheme

Through analysis and discussion, two primary flaws
can be found in the patient self-controllable multi-level
privacy-preserving cooperative authentication scheme
(PSMPA).

3.1 Collusion Attack

The indirectly authorized physicians who satisfy the at-
tributes requirement are capable of colluding with the di-
rectly authorized physicians who work in the patient’s
registered hospital and don’t satisfy the attribute require-
ments.

In the proposed scheme, the above two kinds of
members can exchange information and get what they
shouldn’t have the right to get. The former can recognize
the patient’s authentic identity and the latter can obtain
the healthcare data. The analysis and collusion attack
are presented as follows.

In the sign phase, the authentic identity of the pa-
tient B is encrypted by the public key of his registered
local healthcare provider just as C0 = EpkHP (B ‖ BPi

).
Since all of the physicians working in the patient’s regis-
tered hospital possess the private key skHP of the health-
care provider which they work in, they are able to deci-
pher the authentic identity B by computing B ‖ BPi =
DskHP (C0), no matter whether they satisfy the access tree
or not.

After the decryption, the directly authorized physi-
cians can share B ‖ BPi

and the corresponding signature
σ = (ω∗x, C0, C, σ

′, σ′′i , σ
′′′) with the dishonest indirectly

authorized physicians who satisfy the access tree. With
their own attribute private key skD = (γi, δi) and the
value of B ‖ BPi , the indirectly authorized physicians
enable to calculate the value of V ′′′ and V ′′′′ just like
Equations (1) and (2) in the PSMPA, when x represents
a leaf node in the access tree. Then they also can compute
Equation (3).

Finally, the indirectly authorized physicians implement
the same operations as the primitive paper to compute
KDecp, KDec and the healthcare information m easily by
computing Equations (4) and (5).

In this way, the indirectly authorized physicians are
able to share the healthcare data m with the directly au-
thorized physicians, and they also get the authentic iden-
tity B illegitimately from the latter. The collusion attack
succeeds after the cooperation.

3.2 Forgery Attack

In the transcript simulation phase, because of the flawed
design, the directly authorized physicians are equipped
with the ability of deceiving the indirectly authorized ones
through sharing fake healthcare data, while the latter do
not notice that.

The public key infrastructure (PKI) is utilized to issue
the certificate for user’s public key in the paper. The PKI
requires that if a patient wants to get a public key cer-
tificate from certificate authority (CA), he must pass the
identity verification. In the transcript simulation phase,
the directly authorized physicians randomize the patient’s
authentic identity by an exponent arithmetic BH1(SSj) in
order to protect the patient’s privacy. The blinded iden-
tity is certain to fail to get the corresponding certificate
from CA. Now that the patient’s public/private key pair
BT = BH1(SSj) and bT = b(H1(SSj)) is fake completely,
the directly authorized physician enables to simulate a
forged signature for any healthcare data m∗ he likes with
a fake identity B∗ and cheat the indirectly authorized
physician as follows.

1) Signature Generation:

a. The dishonest directly authorized physician ran-
domly selects b∗ ∈ Z∗p as a nonexistent patient’s
private key and computes the corresponding
public key B∗ = gb

∗
.

b. A suit of new secret values will be produced with
the help of the fake private and public key pair
B∗/b∗ through computing

K∗Encp = ê(g1, g2)b
∗
,

K∗Enc = H2(K∗Encp),

K∗Sig = K∗Encpê(pk
HP ′ , g2),

where HP ′ denotes the public key of the health-
care provider which the indirectly authorized
physician works in.

c. The forged signature can be computed as fol-
lows.

σ′∗ = H1(m∗ ‖ K∗Sig),

C∗0 = EpkHP ′ (B∗ ‖ B∗Pi
),

C∗ = EK∗Enc
(m∗),

σ′′∗i = {H0(i)ri}i∈ω∗x∪Ψ′x
,

σ′′′∗ = H0(m∗)b
∗
,

where B∗pi
= H0(i)b

∗
for each i ∈ ω∗x ∪

Ψ′x. Then, the forged signature will be σ∗ =
(ω∗x, C

∗
0 , C

∗, σ′∗, σ′′∗i , σ′′′∗).

2) Signature Verification:

a. After receiving the signature σ∗, the indirect
authorized physician firstly utilizes the health-
care provider’s secret key skHP ′ to decipher
the patient’s identity information by calculat-
ing B∗ ‖ B∗Pi

= DskHP ′ (C∗0 ).

b. The indirectly authorized physician will be able
to decipher the healthcare information m∗ and
verify the correction of the signature according
to the other procedures in the verification phase
of PSMPA.
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Through the verification, the indirectly authorized
physician is convinced that m∗ is the healthcare infor-
mation he desires and B∗ is the corresponding patient’s
authentic identity without being aware of being cheated.

In this case, the correction of transcript simulation is
entirely dependent on the honesty of the directly autho-
rized physicians. Unfortunately, the probability of this
honesty guarantee is negligible in practice such that this
type of data sharing mechanism is unrealistic.

4 Possible Solution

In this section, we provide a possible solution to avoid
the above two attacks. In order to ensure that each pa-
tient has full control over his identity information and
personal health information, we leverage CP-ABE pro-
posed in [1] and ABS proposed in [10] as the encryption
primitive and the signature primitive in our possible solu-
tion. Our scheme realizes the same three levels of security
and privacy requirement as the PSMPA scheme. All the
members are also classified into three categories: the di-
rectly authorized physicians in the local hospital, the in-
directly authorized physicians in the remote hospital and
the unauthorized persons. We generally describe the pos-
sible solution and discuss its security in the following.

Before encrypting the PHRs, the patients divide the
PHRs into patient’s identity information m1 and personal
health information m2. To achieve the goal of access con-
trol, the CP-ABE scheme in [1] is brought in. The pa-
tients can use two different access tree T1 and T2 to en-
crypt m1 and m2 into CT1 and CT2 respectively. The set
of leaf nodes in T2 does not contain the attribute of the
hospital where the physician works, while the access tree
T1 contains. The patient can define the root node of T1 as
an ”AND” gate with two children: one is T2 and the other
is a leaf that is associated with the attribute of the hos-
pital where the physician works. For example, if patient
P is registered in hospital A, he can specify the attribute
”hospital=A” as the leaf node of the root. In this way,
only the directly authorized physicians working in hospi-
tal A whose attributes satisfy T2 are able to decrypt the
ciphertexts (CT1, CT2) and get the plaintext (m1,m2) si-
multaneously, while the indirectly authorized physicians
working in other hospital whose attributes satisfy T2 only
can decrypt CT2 and get m2. The unauthorized persons
whose attributes can not satisfy T2 will obtain nothing.
Through constructing the two different access tree, we re-
alize the fine-grained access control to patient’s identity
information and personal health information.

As we all know, encryption offers confidentiality and
signature provides authenticity, one can perform encryp-
tion and signing sequentially to achieve this. Once receiv-
ing the PHRs uploaded by someone, the storage server in
hospital must check their authenticity. Traditional digital
signature can undertake this task, but the patient’s iden-
tity will be exposed to the ones who are not desired by the
patient. In [10], Rao et al. constructed a key-policy ABS

scheme with constant-size signature to achieve signer pri-
vacy. A valid ABS attests to the fact that ”a single user,
whose attributes satisfy the predicate, endorsed the mes-
sage” and provides the public verifiability. The public
just knows the signature comes from people who satisfy
certain criteria like that they should possess some specific
attributes. In our possible solution, the patients leverage
ABS to sign the ciphertexts CT1||CT2 before generated
from CP-ABE and output the corresponding signature σ.
Finally, the patients produce the tuple (CT1, CT2, σ) and
upload it to the storage server in the local hospital. Re-
ceiving the tuple, the storage server executes the verify
algorithm of ABS. If the signature passes the validation,
the server stores the tuple. Otherwise, the server rejects
it. Because of the utilization of ABS, the new PHRs shar-
ing scheme achieves the function of anonymous authenti-
cation successfully.

In the new scheme, not all the physicians working in
the same hospital as the patient P can recognize P’s ac-
tual identity, except the ones whose attributes satisfy T2.
Therefore, the collusion attack described in Section 3 does
not exist in our scheme. Furthermore, since the PHRs re-
ceived by indirectly authorized physicians derive from the
patients directly instead of the directly authorized physi-
cians, our scheme also does not suffer from the forgery
attack as PSMPA.

In this section, we provide a possible solution to avoid
the above two attacks. To ensure that each patient has full
control over his identity information and personal health
information, we leverage CP-ABE proposed in [1] and
ABS proposed in [10] as the encryption primitive and the
signature primitive in our possible solution. Our scheme
realizes the same three levels of security and privacy re-
quirement as the PSMPA scheme. As shown in Figure 1,
All the members are also classified into three categories:
the directly authorized physicians such as Bob in the lo-
cal healthcare provider, the indirectly authorized physi-
cians such as Jack, Tom and Jim in the remote healthcare
providers and the unauthorized persons such as Black.
We generally describe the possible solution which is con-
sisted of five phases and discuss its security in the follow-
ing.

Setup. The algorithm takes 1l as input, where l is the se-
curity parameter. It outputs public parameters and y
as the master key for the central attribute authority.
This algorithm is the same as the setup algorithm in
the PSMPA scheme.

Key Extract. As the ABS and CP-ABE involved, both
patients and physicians request their own attribute
keys for an attribute set in this algorithm. If someone
is qualified to be issued with skD for some attributes,
the attribute authority produces skD for him.

Encrypt-Sign. Before encrypting the PHRs, the pa-
tients firstly divide the PHRs into patient’s identity
information m1 and personal health information m2.

Secondly, they choose two different access tree T1 and
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T2 as the corresponding access policy of the plain-
texts m1 and m2. The set of leaf nodes in T2 does
not contain the attribute of the hospital where the
physician works, while the access tree T1 contains.
The patient can define the root node of T1 as an
”AND” gate with two children: one is T2 and the
other is a leaf that is associated with the attribute of
the hospital where the physician works. For example,
if patient P is registered in hospital A, he can specify
the attribute ”hospital=A” as the leaf node of the
root. Taking the two access tree and public param-
eters as input, the encryption algorithm encrypt m1

and m2 into CT1 and CT2 respectively.

Finally, to provide authenticity, the patients need
to claim that they possess some specific attributes
which the healthcare provider requires. Taking the
corresponding attribute keys and public parameters
as input, the signing algorithm signs the ciphertexts
CT1||CT2 and outputs the signature σ. In this way, a
tuple (CT1, CT2, σ) can be constructed and uploaded
to the storage server in the local hospital.

Verify. Once receiving the PHRs uploaded by someone,
the storage server in hospital executes the verify al-
gorithm of ABS and decides whether the signer pos-
sesses the attributes as they claimed in the signature
σ. If the signature σ passes the validation, the server
stores the tuple. Otherwise, the server rejects it.

Decrypt. When the physicians issue a request to the
server, it returns the corresponding tuple. Receiving
the tuple, the directly authorized physicians work-
ing in local healthcare provider whose attributes sat-
isfy T2 decrypt the ciphertexts (CT1, CT2) and get
the plaintexts (m1,m2) simultaneously through exe-
cuting the decrypt algorithm of CP-ABE, while the
indirectly authorized physicians working in remote
healthcare provider whose attributes satisfy T2 only
can decrypt CT2 to get m2 using their attribute keys.
The unauthorized persons whose attributes can not
satisfy T2 will obtain nothing.

In our scheme, we treat the CP-ABE proposed in [1]
as the encryption primitive. For purpose of realizing
collusion-resistance, Bethencourt et al. [1] embeds inde-
pendently chosen secret shares into the ciphertext such
that the attacks can not combine their attribute keys to
satisfy the access tree. Thus, not all the physicians work-
ing in the local healthcare provider can recognize the pa-
tient’s actual identity, except the ones whose attributes
satisfy T2. However, in the PSMPA scheme, the fact that
all the directly authorized physicians working in the lo-
cal healthcare provider can decrypt the patient’s identity
causes the collusion attack. Therefore, our new scheme
can resist the collusion attack between the directly autho-
rized physicians and the indirectly authorized physicians.

Furthermore, since the PHRs received by indirectly au-
thorized physicians derive from the patients directly in-
stead of the directly authorized physicians and we do not

hide the patient’s actual identity by randomizing it, our
scheme does not suffer from the forgery attack as PSMPA.
In summary, the PHRs sharing scheme proposed above
can be regarded as a possible solution for the PSMPA
scheme.

5 Conclusions

In this paper, we discuss two important flaws in the pa-
tient self-controllable multi-level privacy-preserving co-
operative authentication scheme. Exploiting collusion
attack and forgery attack, we specify that the scheme
doesn’t possess the feature of identity privacy as they have
claimed and there exists a flawed design during the tran-
script simulation. In the end, we establish an improved
PHRs sharing scheme as a remedy solution through in-
corporating CP-ABE and ABS. A concrete description of
the proposed scheme will be given in the future work.
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Abstract

In 2013, Li et al. pointed out the security problems of
Chen’s password authentication scheme. they proposed
an enhanced smart card based remote user password au-
thentication scheme and claimed their scheme is secure
against replay attacks, forgery attacks. In this paper,
we state that the scheme is vulnerable to user imperson-
ation attack. It also suffers from user anonymity violation
and clock synchronization problem. Furthermore, an im-
proved anonymity enhancement password authentication
scheme using nonce and bilinear pairing is proposed. The
analysis shows that the proposed scheme is more suitable
for applications with high security requirements.
Keywords: Anonymity, authentication, bilinear pairing,
clock synchronization nonce

1 Introduction

With the rapid development of network technologies, the
client/server based service architecture has become the
major service mode for Internet. It enables a single com-
puter to serve a huge amount of clients which are dis-
persed over different regions around the world [6]. More
and more services such as online banking, online trading
and online money transfers etc. are provided by the in-
ternet. However, almost all of them are operated through
the open networks, which may be intrusion by a malicious
adversary or illegal users and lead to the private informa-
tion leakage and properties missing of legal users [4, 20].
Hence, a considerable amount of researches have been car-
ried out to enhance the security of communications over
insecure networks. Password authentication scheme using
smart card becomes one of the most widely used methods.
Although quite a number of remote user authentication
schemes with smart cards have been proposed, none of
them can solve all possible problems and withstand all
possible attacks [8]. Zhu [21] presented an authentica-
tion scheme for wireless environments which was proved

to be insecure by Lee in 2006, and Lee proposed a new
enhanced one [10].

In 2008, Liao put forward a dynamic ID based remote
user authentication scheme which could not withstand im-
personation attacks and reflection attacks [14]. It was in-
secure when a user could log in the remote server success-
fully with a random password, Xu [19] proposed a pass-
word authentication scheme based on smart card in 2009
and claimed it is secure. However, Sood [17] and Song [15]
proved that the scheme was vulnerable to impersonation
and internal attacks and proposed their improved schemes
respectively. Nevertheless, Chen et al. [3] found that there
still exist security problems, where mutual authentication
is not achieved in the scheme of Sood and offline guess-
ing attacks cannot be resisted in the scheme of Song.
Then they proposed an improved password authentica-
tion and key agreement scheme. Unfortunately, Saru et
al. [9] pointed out that Chen’s scheme fails to resist im-
personation attack and insider attack, it does not provide
important features such as user anonymity and confiden-
tiality to air messages. Later, Li et al. [12] also showed
that Chen et al.’s scheme cannot ensure forward secrecy
and the password change phase of the scheme is ineffi-
cient when the users update their passwords, in order to
eliminate these problems, they proposed a modified smart
card based user authentication scheme and claimed it is
more secure. However, we find that Li et al.’s scheme is
vulnerable to user impersonation attack, insider attack.
Besides, it also suffers from user anonymity violation and
clock synchronization problem. Furthermore, we propose
an anonymous password authentication scheme based on
smart card using nonce and bilinear pairings. We prove
it can overcome the above security flaws and is more suit-
able for practical applications.

The rest of the paper is organized as follows: in Sec-
tion 2, we introduce the notions used in this paper and
bilinear pairings knowledge which is the security of our
enhanced scheme. In Section 3, we provide a brief review
of Li’s scheme and demonstrate the security weakness of
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the scheme. Meanwhile, our proposed scheme and corre-
sponding scheme analysis are presented in Section 4, re-
spectively. At last, we draw our conclusions in Section 5.

2 Preliminaries

2.1 Notations

The notations used through out this paper are summa-
rized as follows:

• Ui: the ith user.

• SC: the smart card.

• S: the authentication server.

• IDi: the identity of Ui.

• PWi: the password of Ui.

• x: the master secret key hold by server S.

• 4T: the maximum transmission delay.

• p,q: two large prime numbers that satisfy p = 2q +
1.

• Zq: the ring of integers modulo q.

2.2 Bilinear Pairings

Suppose G1 is an additive cyclic group generated by P,
Whose order is a prime q,and G2 is a multiplicative cyclic
group of the same order.A map e: G1 × G1 ⇒ G2 is called
a bilinear mapping if it satisfies the following properties:

1) Bilinear:e(aP,bQ) = e(P ,Q)ab for all P,Q ∈ G1 and
a,b ∈ Zq.

2) Non-degenerate: there exist P,Q∈ G1 such that e (P,
Q) 6= 1.

3) Computable: there is an efficient algorithm to com-
pute e(aP,bQ) for all P,Q ∈ G1.

We note that G1 is the group of points on an elliptic
curve and G2 is a multiplicative subgroup of a finite field.
Typically, the mapping e will be derived from either the
Weil or the Tate pairing on an elliptic curve over a finite
field.

3 Review and Discussion

Li’s scheme consists of Registration phase, Login phase,
Authentication phase and Password change phase. The
detailed steps of these phases are shown as follows and
also in Figure 1.

3.1 Registration Phase

Step 1. Ui chooses his identity IDi and password PWi

and submits them to S via a secure channel.

Step 2. S computes Ai
.
= h(IDi ||PWi)

PWi mod p. Bi =
h(IDi)

x+PWi modp.

Step 3. S stores {Ai,Bi,h(),p,q} in a SC and issues the
SC to Ui via a secure channel.

3.2 Login Phase

Step 1. Ui inserts SC into a card reader and inputs his
identity IDi and password PWi.

Step 2. SC computes Ai
∗ .=h(IDi ||PWi)

PWi mod p, and
compares Ai

∗ with Ai, where Ai is stored in SC. If
they are not equal, it means the user entered a wrong
password and SC terminates the session. If Ai = Ai

∗,
SC performs the following steps.

Step 3. SC chooses a random number α ∈ Zq
∗ and com-

putes: Ci = Bi / h(IDi)
PWi mod p, Di = h(IDi)

α

mod p,Mi = h(IDi‖Ci‖Di‖Ti), where Ti is the cur-
rent time.

Step 4. SC sends the login request message
{IDi,Di,Mi,Ti} to S.

3.3 Authentication Phase

Step 1. S checks that the IDi is valid and that Ti
∗ - Ti

≤4T, where Ti
∗ is the time the login request was re-

ceived. If either or both are invalid, the login request
is rejected.

Step 2. S computes Ci
∗=h(IDi)

x modp, M∗
i = h(IDi ‖

C∗
i ‖ Di ‖ Ti).

Step 3. S compares Mi
∗ with received Mi. If equal, the

login request is accepted and Ui is authenticated by
server S; otherwise, the login request is rejected.

Step 4. S generates a random number β ∈ Zq
∗ and

computes:Vi = h(IDi)
β mod p, and the shared session

key sk = Di
β mod p.

Step 5. S gets the current time stamp TS , and computes
MS=h(IDi‖Ci

∗‖Vi‖sk‖TS), and sends the mutual-
authentication message {IDi,Vi,MS,TS} to Ui.

Step 6. Upon receiving the message, Ui checks IDi and
compares TS with TS

∗, where TS
∗ is the time the

mutual authentication message was received. If IDi

is valid and TS
∗ - TS≤4T, Ui performs the following

steps.

Step 7. Ui computes: sk∗ = V αi modp, M∗
S = h(IDi ‖

Ci ‖ Vi ‖ sk∗ ‖ TS), and compares MS
∗ with the

received MS . If they are not equal, the session is ter-
minated. On the contrary, if MS

∗ = MS , the server
S is authenticated by the user Ui.



International Journal of Network Security, Vol.17, No.6, PP.787-794, Nov. 2015 789

Figure 1: Li’s scheme

At last, the user Ui and the server S share an agreed
session key sk = Di

αβ mod p.

3.4 Password Change Phase

This phase is invoked whenever Ui wants to change his
passwordPWi with a new password PWi

new , and it can
be finished without communicating with the server S.

Step 1. Ui inserts his/her smart card into a card reader
and submits his/her identity IDi, password PWi,
and requests to change the password.

Step 2. SC computes Ai
∗ = h(IDi ||PWi)

PWi mod p,
and compares Ai

∗ with Ai, where Ai is stored in
SC. If they are not equal, SC rejects the password
change request. On the contrary, if Ai

∗ = Ai, the
user is asked to key a new password PWi

new.

Step 3. SC computes Ai
new = h(IDi‖PWi

new)PWinew

mod p,Bi
new = Bi×h(IDi)

PWinew/h(IDi)
PWi mod p.

Step 4. SC replaces Ai,Bi with Ai
new, Bi

new, respec-
tively.

3.5 Cryptanalysis of Li et al. Scheme

3.5.1 User Impersonation Attack

During login phase, Ui sends login message {IDi, Di, Mi,
Ti } to S, An attacker Ua can easily obtain the IDi of
Ui by intercepting any login request between Ui and S.
Then in near future, Ua can impersonate Ui to cheat S as
follows:

1) Ua sends the registration request message IDi, PWa,
where IDi is the identity of Ui and PWa is chosen
by Ua as his password.

2) S sends the SC which contains {Aa,Ba,h(),p,q}
to Ua,where Aa = h(IDi ||PWa)PWa mod p,Ba =
h(IDi)

x+PWa mod p.

3) Ua extracts values {Aa,Ba,h(),p,q}from his/her
smart card and computes Ci=Ba /h(IDi)

PWa mod
p = h(IDi)

x mod p.

4) Ua chooses a random number a∗∈ Zq
∗ and computes:

Da = h(IDi)
a∗, Ma= h(IDi‖Ci‖Da‖Ta), where Ta is

the current time of Ua.

5) Ua sends the login request {IDi,Da,Ma,Ta} to S.

It is easy to see that, S will of course accept it as a
legal user because of the reasons:

1) It contains valid identity IDi of U and the fresh
timestamp Ta.

2) The equivalence Ma
∗ = Ma holds since Ma

∗ =
h(IDi‖Ci

∗‖Da‖Ta) where Ci
∗= Ci = h(IDi)

x mod
p.

S accept the adversary Ua and sends the response
{IDi,Vi,MS,TS},upon the adversary Ua receiving the re-
sponse message, just ignore it and computes the session
key sk =Vi

a∗.

3.5.2 Server Impersonation Attack

Here we move one step forward from the above user im-
personation attack. Assume that the attacker possessing
IDi and Ci = h(IDi)

x mod p corresponding to U can
impersonate S to cheat Ui as explained below:

1) Suppose Ui sends the login request {IDi,Di,Mi,Ti}
to S.

2) The attack intercepts and blocks {IDi,Di,Mi,Ti}
from reaching up to S, The attacker generates
a random number β ∈ Zq

∗, and computes Vi
= h(IDi)

β mod p,sk = Di
β mod p. S gets

the current time stamp TS , and computes MS =
h(IDi‖Ci

∗‖Vi‖sk‖TS), and sends the mutual authen-
tication message {IDi,Di,MS,TS} to Ui.

The message will pass the verification test at Ui because
follows:
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1) It contains the valid identity IDi of Ui and fresh
timestamp TS .

2) The equivalence MS
∗ = MS holds due to the fact

that sk∗ = (Vi)
α mod p = (Di)

β mod p = Di
αβ mod

p, MS
∗ = h(IDi‖Ci‖Vi‖sk∗‖TS) = MS .

3.5.3 Inside Attack

Password authentication is the most important and con-
venient protocol for verifying users to get the system’s
resources.If the password of a user can be derived by the
server in the registration protocol, it is called the insider
attack; it is a common practice in the real world that
many users use the same passwords to access different
servers for their convenience without remembering differ-
ent passwords for different servers. However, the security
of Li’s authentication scheme relies on the secrecy of his
password. Moreover, disclosure of users passwords to any-
one is risky. Li skip this important aspect while building
the registration phase of their scheme. Users submit the
registration request message {IDi,PWi} consisting their
plaintext passwords to S. Therefore, malicious privileged
insiders at S have direct access to users passwords PW
and they can misuse them to impersonate the legal users
or craft other harms.

3.5.4 Clock Synchronization Problem

Remote user authentication schemes employing times-
tamps to provide message freshness may still suffer from
replay attacks as the transmission delay is unpredictable
in existing networks. In addition, clock synchronization is
difficult and expensive in existing network environments,
especially in wireless and mobile networks and distributed
networks [5]. Hence, these schemes employing the times-
tamp mechanism to resist replay attacks are not suitable
for mobile applications [2, 7]. In He’s scheme, this prin-
ciple is violated.

3.5.5 Failure of Preserving User Anonymity

Most of the password authentication protocols are based
on static identity, which can be used by the attacker to
trace and identify the different requests belonging to the
same user. On the other hand, the dynamic identity based
authentication protocols are more suitable to e-commerce
applications [16, 13], for they provide multi-factor authen-
tication based on the identity, password, and smart card.
In many cases such as secret online-order placement elec-
tronic auditing and electronic voting etc. it is very im-
portant to preserve user privacy. In Li’s scheme, the user
identity IDi is transmitted in plaintext, which may leak
the identity of the logging user once the login messages
were eavesdropped. That is to say, without employing
any effort an adversary can distinguish and recognize the
particular transactions performed by the specific user U.
Moreover, the user identity IDi is static in all the login
phases, which may facilitate the attacker to trace out the

Figure 2: The proposed scheme

different login request messages belonging to the same
user and to derive some information related to the user
Ui. In summary, neither initiator anonymity nor initiator
un-traceability can be preserved in their scheme [18].

4 Our Proposed Scheme

In this section, we use bilinear pairings and nonce to pro-
pose an enhancement on Li’s scheme that can withstand
the security flaws described in previous sections. The pro-
posed scheme performs as follows, and it is also shown in
Figure 2.

4.1 The Setup Phase

Let G1 be an additive cyclic group of a prime order q,
and G2 be a multiplicative cyclic group of the same or-
der. Let P be a generator of G1,e: G1 × G1 ⇒ G2 be
a bilinear mapping and h:{0,1}⇒G1 be a cryptographic
one-way hash function which maps a string to a point
of the additive cyclic group G1, The server choose a se-
cret key x and computes the corresponding public key
Pub = x×P. The server publishes the system parameters
{ G1,G2,e,q,P,Pub,h()}and keeps x secret.
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4.2 The Registration Phase

Step 1. Ui chooses IDi, PWi, and a random number b,
then computes PWi⊕b and submits {IDi,PWi⊕b}
to S via a secure channel.

Step 2. Upon receiving the register message {IDi, PWi

⊕ b}, S checks the uniqueness of IDi in Table 1, if
IDi is in Table 1, it means the identity has been
registered before. then Ui will be informed an illegal
IDi and asked to choose a new one, if not, S chooses
a random nonce ni, computes Ki = 1/(PWi ⊕ b) ×
x × ni × IDi, IUi = e(ni× IDi, Pub), Ai = h(IDi⊕
PWi ⊕ b), Bi = h(IDx

i mod p) ⊕ PWi ⊕ b.

Step 3. S stores {Ai,Bi,Ki,P,Pub,e,h(),p,q} in a SC and
issues the SC to Ui via a secure channel and S stores
{IUi,IDi} in Table 1 which in a secure database.

Step 4. Ui inserts b into SC, that is, SC contains
{Ai,Bi,Ki,P,Pub,e,h(),p,q,b}.

Table 1: Index of U and its related identity

Index of the users identity User identity
IU1 ID1

IU2 ID2

IU3 ID3

· · · · · ·

4.3 The Login Phase

Step 1. Ui inserts his smart card into a card reader and
inputs IDi and PWi.

Step 2. SC computes and compares h(IDi⊕PWi⊕b)
with Ai. If not equal, it means enter a wrong pass-
word or an illegal identity, the smart card terminates
the session. If h(IDi⊕PWi⊕b) = Ai, SC performs
the following steps.

Step 3. SC chooses a random number α ∈ Zq
∗ and com-

putes R = α × Pub, T = α × P, besides, chooses
a nonce N, computes the temporary identity of
Ui,idi=PWi⊕b×1/(N⊕T+α)×Ki, Qi = N⊕T, then
SC sends the message{idi,Qi,R} to the server.

4.4 The Authentication Phase

Step 1. Upon receiving the message, S computes T ∗ =
1/x × R, N ∗ = Qi⊕T ∗, IUi = e(idi,(N

∗⊕T ∗) ×
P+T ∗),Then S search for IDi related to IUi in Ta-
ble 1, if fails, S terminated the session, otherwise, S
gets IDi and performs steps below:

Step 2. S computes Ei= IDi⊕N2, where N2 is a random
nonce in sequence. MS=h(IDi‖N ∗‖N2) and sends
the message {idi,MS,Ei} to Ui.

Step 3. After received the message, Ui checks idi and
computes N2

∗=IDi⊕Ei,MS
∗= h(IDi‖N‖N2

∗) and
comparesMS

∗ with MS , if they are equal, S is au-
thenticated by Ui. Ui computes Ci = Bi⊕PWi⊕b
and sends S the message h(Ci‖N‖N2

∗).

Step 4. S computes Ci
∗ =h(IDi

x mod p) and verifies
h(Ci

∗‖N ∗‖N)=h(Ci‖N‖N2
∗). If equal, S believes Ui

is authenticated.

Step 5. SC and S compute the shared session key sk
=N⊕N2

∗= N ∗⊕N2.

4.5 The Password Change Phase

Step 1. Ui inserts SC into a terminal and sub-
mits IDi,PWi, SC computes and compares
h(IDi⊕PWi⊕b) with Ai, if equal, the users is
asked for a new password PWi

new.

Step 2. SC computes Ai
new=h(IDi⊕PWi

new⊕b),Ki
new

=Ki×(PWi⊕b)×1/(PWi
new⊕b),Bi

new=Bi⊕PWi⊕
PWi

new mod p.

Step 3. SC replaces Ai, Ki, Bi with Ai
new, Ki

new,
Bi

new respectively.

4.6 Correctness, Security and Perfor-
mance

4.6.1 Correctness

If S received the message {idi,Qi,R}, S computes
the index of the identity of Ui based the equation
IUi=e(idi,(N

∗⊕T ∗)×P+T ∗) of Step1 of the authentica-
tion phase holds, which is verified as below:

e(idi, (N
∗ ⊕ T ∗)× P + T ∗)

= e((PWi ⊕ b)× 1/(N ⊕ T + α)×Ki,

(N∗ ⊕ T ∗)× P + T ∗)

= e((PWi ⊕ b)× 1/(N ⊕ T + α)×Ki,

(N∗ ⊕ T ∗)× P + 1/x× α× x× P )

= e((PWi ⊕ b)× 1/(N ⊕ T + α)×Ki,

((N∗ ⊕ T ∗) + α)× P )

= e((PWi ⊕ b)× 1/(N ⊕ (α× P ) + α)×Ki ×N∗

⊕(1/x× α× x× P ) + α), P )

= e((PWi ⊕ b)× 1/(PWi ⊕ b)× x× ni × IDi, P )

= e(x× ni × IDi, P )

= e(ni × IDi, x× P )

= e(ni × IDi, Pub)

= Ui.

4.6.2 Security

We analyze the security of our enhanced scheme and com-
pare it with other related schemes. The functionality com-
parison of our proposed scheme and other related works
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Table 2: Functionality comparisons

schemes S1 S2 S3 S4 S5 S6 S7 S8
Xu et al. [19] Y Y N N Y N N N

Sood et al. [17] N N N N Y N N N
Song [15] Y Y N N Y N N N

Chen et al. [3] N N N N Y N N N
Li et a [12] N N N N Y Y Y N

Ours Y Y Y Y Y Y Y Y

is summarized in Table 2, from which we can see that
the proposed scheme is more secure than other related
schemes. We demonstrate this as below:

S1: Preventing User Impersonation Attack.
This attack means that an adversary may try to in-
tercepted the login messages {idi,Qi,R} or forge a
message to masquerade a legal user to cheat S. Un-
fortunately, it is impossible for the adversary to com-
pute valid value h(Ci‖N‖N2

∗) of Step3 in the authen-
tication phase. Because the plaintexts of Ci,N and
N2

∗ are not transmitted on the channel. Moreover,
the adversary cannot compute Ci and N2

∗ based on
{idi,Mi,,Ei} without knowing the secret key x of S
and IDi of Ui. Hence, our scheme can resist user
impersonation attack.

S2: Preventing Server Spoofing Attack.
The adversary may attempt to cheat the request-
ing user Ui.However, it has to forge a valid re-
sponse message {idi,MS,Ei} after receiving message
{idi,Qi,R},due to Ei = IDi⊕N2, and IDi can only
get through IUi,IUi=e(idi,(N

∗⊕T ∗)×P+T ∗)and
T ∗=1/x×R, the adversary cannot computer IUi
without knowing the secret key x of S. Therefore, our
proposed scheme can resist server spoofing attack.

S3: Preventing the Insider Attack.
The insider attack occurs when the user password
is obtained by the server in the registration phase.
Therefore, the users must conceal their passwords
from the server to prevent this kind attack. In our
enhanced scheme, the user sends the register message
{ID,PWi⊕b} to S, S cannot know the PW of U since
the entropy of b is very large. Hence, the malicious
adversary in the server cannot carry out this attack.

S4: User Anonymity and Intractability.
User anonymity requires that only the server knows
the identity of the user with whom he is interact-
ing, while any third party is unable to do this. User
intractability requires that any adversary should be
prevented from linking one unknown user interact-
ing with the server to another transcript, that is to
say, the adversary is not capable of telling whether
he has seen the same user twice [11]. Our proposed

scheme use bilinear pairings to protect user true iden-
tity. A secure login message is used for protect the
user identity form disclosure. In the login phase of
the scheme, the user Ui submits the masked iden-
tity idi=(PWi⊕b)×1/(N⊕T+ α)×Ki, The attacker
cannot compute the true identity of Ui based on idi
and IUi =e(idi,(N

∗⊕T ∗)×P+T ∗), because he can-
not computes T ∗ without knowing the secret key x of
S. Meanwhile, the temporary identity of Ui changes
every time. Therefore, the true identity of Ui is pro-
tected. From the above analysis, we can see that our
proposed protocol can provide the user anonymity
and intractability.

S5: Preventing Replay Attacks.
The replay attack is when an attacker tries to imi-
tate a legal user to log in to the server by resending
the messages transmitted between Ui and S. In our
proposed scheme, Ui first chooses a nonce N, com-
putes idi and send it to S. The second nonce N2 is
chosen by S and embedded in sk and Ei. The at-
tacker may replay the previously used login request
message and mutual authentication message to cheat
the server or the user, However, he cannot replay an
old login message {idi,Qi,R} in login phase because
he cannot compute the valid h(Ci‖N‖N2

∗) without
knowing IDi and x.

S6: Perfect Forward Secrecy.
Perfect forward secrecy is an important property for
session key distribution; which means that if a long
term secret is compromised, the session key of previ-
ous sessions still cannot be derived. In our proposed
scheme, the session key sk=N⊕N2

∗, where N and N2

are random nonce chosen by U and S, respectively.
Also, N and N2 change each time. Even if the at-
tacker get the previous session key, he cannot com-
putes the next session key between U and S. because
N and N2 are use only once by U and S.

S7: Prompt Detection of the Wrong Password.
Our proposed scheme uses the smart card password
detection mechanism in the login phase. When Ui
enters IDi and PWi, SC computes and compares
h(IDi⊕PWi

new⊕b) with Ai. If equals, SC performs
the remaining steps of the login phase. If not. It
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Table 3: Running time of different operations

Notations Descriptions
Te pairing-based exponentiation, 1Te≈11.20 ms
Th hash operations, 1Th≈432 ms
Tm elliptic curve scalar point multiplication, 1Tm≈6.38 ms
Ts encryption operations, 1Ts≈2826 ms
Td decryption operations, 1Td≈4357 ms
Tb bilinear pairing operation 1Tb≈20.01 ms

Table 4: Performance comparisons

time Computing time Running time(ms)
schemes Client Server Client Server
Xu et al. [19] 2Te+4Th 2Te+4Th 1750.4 1750.4
Song [15] 1Ts+4Th 1Te+1Td+4Th 4554 6096.2
Sood et al. [17] 3Te+2Tm+3Th 2Te+1Tm+3Th 1342.36 1324.78
Chen et al. [3] 2Te+2Tm+4Th 1Te+1Tm+4Th 1763.16 1745.58
Li et al. [12] 4Te+1Tm+4Th 3Te+3Th 1779.18 1329.6
Ours 4Tm+3Th 1Te+2Tm+3Th+1Tb 1321.52 1339.97

means the user entered an incorrect password SC ter-
minates the session. Therefore, the wrong password
will be detected timely at the beginning of the lo-
gin phase by SC. It will not waste unnecessary extra
communication and computation of S.

S8: Prevention of Clock Synchronization Problem.
The timestamp is used to prevent replay attack in
remote password authentication schemes. Mean-
while, it brings the clock synchronization problem.
In our scheme, we discard the timestamp to avoid
this problem. The enhanced scheme uses nonce not
only prevents the clock synchronization problem but
also can resist replay attack efficiently.

4.6.3 Performance

We evaluate the performance of our enhanced scheme and
make comparisons with other related schemes. Since the
login phase and the authentication phase are two prin-
cipal parts of each password authentication scheme and
should be performed in each session. We only consider
the computation costs of these two phases. Let Tm, Th,
Ts, Td, Te, Tb be the time of multiplication/division op-
eration, hashing operation, symmetric key encryption op-
eration, symmetric key decryption operation, exponen-
tiation and bilinear pairing operation respectively. The
article [1] addressing the implementation of elliptic curve
cryptosystems and bilinear on elliptic and estimated the
running time of different cryptographic operations in Ta-
ble 3. We estimate the executing time hash operation
and encryption/decryption operation using Microsoft Vi-
sual C++ 6.0 software and C language in the environment

of Windows XP operating system. The test data is less
than 1024 bits. It shows the average time of hash oper-
ation is roughly 432 ms. The average executing time of
encryption/decryption operation is 2826ms/4357 ms re-
spectively. Table 4 shows the performance comparisons
of our scheme and other related schemes. However, the
proposed scheme is more secure and practical.

5 Conclusion

In this paper, we firstly showed that Li’s scheme can-
not resist user impersonation attack, server spoofing at-
tack and insider attack, besides; it also suffers from user
anonymity violation and clock synchronization problem.
Then we proposed an anonymous password authentica-
tion scheme based on smart card using nonce and bilinear
pairings, the enhanced scheme overcomes security weak-
nesses of the previous one. Compared with Li’scheme and
other related scheme. Our improved scheme is as efficient
as other related schemes and overcomes their weaknesses,
which makes it is more secure and suitable for the prac-
tical applications.
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Abstract

Cloud computing provides a scalability environment for
growing amounts of data and processes that work on var-
ious applications and services by means of on-demand
self-services. It is necessary for cloud service provider to
offer an efficient audit service to check the integrity and
availability of the stored data in cloud. In this paper, we
study three auditing schemes for stored data including the
public auditing scheme with user revocation, the proxy
provable data possession and the identity-based remote
data possession checking. All three mechanisms claimed
that their schemes satisfied the security property of cor-
rectness. It is regretful that this comment shows that
an active adversary can arbitrary alter the cloud data to
generate the valid auditing response which can pass the
verification. Then, we discussed the origin of the security
flaw and proposed methods to remedy the weakness. Our
work can help cryptographers and engineers design and
implement more secure and efficient auditing mechanism
in the cloud.

Keywords: Bilinear pairings, cloud computing, provable
data possession, storage auditing

1 Introduction

In recent years, cloud computing is a promising comput-
ing model that enables convenient and on-demand net-
work access to a shared pool of computing resources [12].
It provided a flexible, dynamic, resilient and cost effec-
tive infrastructure for both academic and business envi-
ronments, it rapidly expands as an alternative to con-
ventional office-based computing. Cloud computing of-
fers various types of services, including, Infrastructure as
a Service (IaaS, Amazon’s Elastic Cloud), Platform as a
Service (PaaS, Microsoft Azure) and Software as a Service
(SaaS, Google Web Mail Service) [1]. The cloud storage

is an important service of cloud computing, which allows
data owners to move data from their local computing sys-
tem to the cloud. Thus, it relieves the burden for storage
management and maintenance for the data owners.

Although cloud storage service (CSS) provided many
appealing benefits for the user, it also prompts a number
of security issues, because the user data or archives are
stored into an uncertain storage pool outside the enter-
prises. Firstly, data owners would worry their data could
be mis-used or accessed by unauthorized users. Secondly,
the data owners would worry their data could be lost in
the cloud. Therefore, it is necessary for cloud service
providers to offer an efficient audit service to check the
integrity and availability of the stored data in the cloud.

The traditional cryptographic technologies for data in-
tegrity and availability, based on hash functions and sig-
nature schemes, cannot work on the outsourced data with-
out a local copy of data. In addition, it is not a practical
solution for data validation by downloading them due to
the expensive communications, especially for large size
files. Therefore, it is crucial to realize public auditabil-
ity, so that data owners may resort to a third party au-
ditor (TPA), who has expertise and capabilities that a
common user does not have, for periodically auditing the
outsourced data.

To achieve this goal, two novel approaches called prov-
able data possession (PDP) [2] and proofs of retrievabil-
ity (POR) [7]. The new techniques are such a proba-
bilistic proof technique for a storage provider to prove
the integrity and ownership of user’s data without down-
load data. In 2007, Ateniese et al. [2] firstly proposed
the PDP model for ensuring possession of files on un-
trusted storages and provided an RSA-based scheme for
the static case They also proposed a publicly verifiable
version, which allows anyone, not just the owner, to chal-
lenge the servers for data possession. In 2008, Ateniese
et al. [3] proposed a dynamic PDP called scalable PDP
which can support dynamic data operations. The new
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scheme is constructed using cryptographic Hash function
and symmetric key encryption, but the number of up-
dates and challenges is limited and need to be prefixed and
block insertion is not allowed. Since then, Erway et al. [6]
introduced two dynamic PDP schemes based on a hash
function tree. In 2007, Juels [7] presented a POR method
to audit the integrity of data. However, it relies largely
on preprocessing steps the user conducts before sending
the data to cloud service provider (CSP), which prevent
any efficient extension to update data. Shacham and
Waters [11] proposed the compact POR (CPOR) scheme
built from BLS signature [4] with proofs of security. They
also use publicly verifiable homomorphic linear authenti-
cations that are built form provable secure BLS signature.
Wang et al. [22] presented a dynamic scheme with by
integrating above CPOR scheme and Merkle Hash Tree
in DPDP. Wang et al. [17] provided a privacy-preserving
auditing protocol. This scheme achieves batch auditing
to support efficient handling of multiple auditing tasks.
In 2011, based on fragment structure, random sampling
and index-hash table, Zhu et al. [28] propose a dynamic
audit service for verifying the integrity of an untrusted
and outsourced storage, which supporting provable up-
dates to outsourced data, and timely abnormal detec-
tion. Since then, many other auditing mechanisms such
as [13, 14, 15, 16, 18, 19, 23, 24, 25, 26, 27] have been
proposed for protecting the integrity of the data in the
cloud.

In 2013, Wang boyang et al. [15] proposed a novel
public auditing mechanism for the integrity of shared
data with efficient user revocation. By utilizing proxy
re-signatures, it allows the cloud to re-sign blocks on be-
half of existing users during user revocation phase, so that
existing users do not need to download and re-sign blocks
by themselves. In addition, a public verifier is always
able to audit the integrity of shared data without retriev-
ing the entire data from the cloud, even if some part of
shared data has been re-signed by the cloud. Wang [19]
proposed the concept of proxy provable data possession
(PPDP), which is a matter of crucial importance when the
user can not perform the remote data possession check-
ing. Based on bilinear pairings, he gives an efficient and
provable secure PPDP protocol. In 2014, Wang et al. [20]
firstly formalized the model of identity based remote data
possession checking (ID-RDPC) protocol for secure cloud
storage. Based on bilinear pairings, they proposed the
first concrete ID-RDPC protocol which was proven secure
under the CDH assumption.

In this paper, we study the above three auditing mech-
anisms for secure cloud storage, including public auditing
mechanism with user revocation [15], proxy provable data
possession [19] and identity based remote data possession
checking [20]. We show that the three schemes do not sat-
isfy the property of correctness. When the active adver-
saries can arbitrarily tamper the cloud data and produce
a valid auditing response to pass the verification. There-
fore, the adversaries can cheat the auditor to believe that
the data in cloud are well-maintained while in fact the

data have been modified. Then, we discuss the origin of
the security flaws and give a solution.

2 Preliminaries

In this section, we briefly review the basic concepts on
bilinear pairings and the related system models.

2.1 Bilinear Pairings

Let G1 and G2 be two multiplicative cyclic groups of
prime order p and let g be a generator of G1. The map e:
G1×G1 → G2 is said to be an admissible bilinear pairing
with the following properties:

1) Bilinearity: e(ua, vb) = e(u, v)ab for all u, v ∈ G1

and for all a, b ∈ Zp;

2) Non-degeneracy: e(g, g) 6= 1G1
;

3) Computability: There exists an efficient algorithm
to compute e(u, v) for all u, v ∈ G1.

We note the modified Weil and Tate pairings associated
with supersingular elliptic curves are examples of such
admissible pairings.

2.2 System Model

The system model of public auditing mechanism with user
revocation can be shown in Figure 1 [15]. The three enti-
ties: the cloud, the third party auditor (TPA), and users
are involved in public auditing mechanism. The cloud of-
fers data storage and sharing services to users. The TPA
is able to publicly audit the integrity of shared data in the
cloud for users. In a group, there is one original user and
a number of group users. The original user is the original
owner of data. This original user creates and shares data
with other users in the group through the cloud. Both the
original user and group users are able to access, download
and modify shared data. Shared data is further divided
into a number of blocks. A user can modify a block in
shared data by performing an insert, delete or update op-
eration on the block.

The system model of proxy provable data possession
(PPDP) can be shown in Figure 2 [19]. The PPDP sys-
tem consists of three different entities: user, public cloud
service (PCS), and proxy. The user moves the massive
data to the remote PCS, the PCS has significant storage
space and computation resource to maintain the users’
data; the proxy, which is delegated to check user’s data
possession.

The system model of identity based remote data
possession checking (ID-RDPC) can be shown in Fig-
ure 3 [20]. The ID-RDPC protocol consists of three dif-
ferent entities: private key generator (PKG), public cloud
service (PCS) and client. The PKG generates the public
parameters and master public key and client’s private key.
The client moves the data to be stored on the public cloud
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Figure 1: System model of public auditing mechanism

Figure 2: System model of PPDP

for maintenance and computation. The PCS has signifi-
cant storage space and computation resource to maintain
the users’ data.

3 The Security of Three Auditing
Mechanisms

In this section, we firstly review public auditing scheme
with user revocation [15], proxy provable data posses-
sion [19] and identity based remote data possession check-
ing [20], and then give the security analysis of three mech-
anisms in active adversaries.

3.1 Overview of Wang et al.’s Scheme

This scheme consists of six procedures: KeyGen,
ReKey, Sign, ReSign, ProofGen and ProofVerify.
The reader can refer to [15] for detailed description.

Let G1 and G2 be two groups of order p, g be a gen-
erator of G1, e: G1 × G1 → G2 be a bilinear map, ω
be a random element of G1. The global parameters are
{e, p,G1,G2, g, ω,H,H

′}, where H is a hash function with
H: {0, 1}∗ → G1 and H ′ is a hash function with H ′:
{0, 1}∗ → Zp. The total number of blocks in shared data
is n, and shared data is described as M = (m1, · · · ,mn).

Figure 3: System model of ID-RDPC

The total number of users in the group is d.

KeyGen. For user ui, he/she generates a random xi ∈
Zp, and outputs his/her public key pki = gxi and
private key ski = xi. Without loss of generality,
we assume user u1 is the original user, who is the
creator of shared data. The original user also creates
a user list (UL), which contains ids of all the users in
the group. The user list is public and signed by the
original user.

ReKey. The cloud generates a re-signing key rki→j as
follows:

1) The cloud generates a random r ∈ Zp and sends
it to user ui;

2) User ui sends r/xi to user uj , where ski = xi;

3) User uj sends rxj/xi to the cloud, where skj =
xj ;

4) The cloud recovers rki→j = xj/xi.

Sign. Given private key ski = xi, block mk ∈ Zp in
shared data M and its block identifier idk, where
k ∈ [1, n], the user ui outputs the signature on block
mk as σk = (H(idk)ωmk)xi .

ReSign. When user ui is revoked from the group,
the cloud is able to convert signatures of user
ui into signatures of user uj on the same block.
More specifically, given re-signing key rki→j , pub-
lic key pki, signature σk, block mk and block iden-
tifier idk, the cloud first checks that e(σk, g) =
e(H(idk)ωmk , pki). If the verification result is 0, the

cloud outputs ⊥; otherwise, it outputs σ′k = σ
rki→j

k =
(H(idk)ωmk)xi·xj/xi = (H(idk)ωmk)xj . After the re-
signing, the original user removes user ui’s id from
UL and signs the new UL.

ProofGen. To audit the integrity of shared data, the
TPA generates an auditing message as follows:
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1) Randomly picks a c-element subset L of set [1, n]
to locate the c selected random blocks that will
be checked in this auditing task;

2) Generates a random yl ∈ Zp, for l ∈ L and q is
a much smaller prime than p;

3) Outputs an auditing message {(l, yl)}l∈L, and
sends it to the cloud.

After receiving an auditing message, the cloud gen-
erates a proof of possession of shared data M . More
concretely,

1) The cloud divides set L into d subset
L1, L2, · · · , Ld, where Li is the subset of selected
blocks signed by user ui. And the number of
elements in subset Li is ci. Clearly, we have
c =

∑d
i=1 ci, L = L1 ∪ · · · ∪Ld and Li ∩Lj = Φ

for i 6= j;

2) For each set Li, the cloud computes αi =∑
l∈Li

ylml ∈ Zp and βi =
∏
l∈Li

σyll ∈ G1;

3) The cloud outputs an auditing proof
{α, β, {idl}l∈L}, and sends it to the verifier,
where α = (α1, · · · , αd) and β = (β1, · · · , βd).

ProofVerify. With an auditing proof {α, β, {idl}l∈L},
an auditing message {(l, yl)}l∈L, and all the exist-
ing users’public keys (pk1, · · · , pkd), the TPA checks
the correctness of this auditing proof as

e(
∏d
i=1 βi, g) =

∏d
i=1 e(

∏
l∈Li

H(idl)
yl · ωαi , pki).

If the result is 1, the verifier believes that the in-
tegrity of all the blocks in shared data M is correct.
Otherwise, the verifier outputs 0.

3.2 Security Analysis on Wang et al.’s
Scheme

As the audit scheme for shared data with efficient user
revocation in cloud, Wang boyang et al.’s scheme enjoys
many desirable security properties. Informally, this mech-
anism needs that it be infeasible to fool the TPA into ac-
cepting false statements, i.e. the TPA is able to correctly
detect whether there is any corrupted data.

However, we show that when an active adversary, such
as a bug planted in the software running on the cloud
server by a malicious programmer or a hacker, is involved
in the auditing process. Specifically, the adversary can
arbitrarily modify or tamper the outsourced data and fool
the TPA to believe the data are well preserved in the
cloud.

All the information the adversary has to know is how
the data are modified. The details are described as fol-
lows:

1) For each set Li, the adversary A firstly modifies the
block ml to m∗l = ml + fl for l ∈ Li and records the
values fl, i.e. how the shared data are modified.

2) When getting the challenge {(l, yl)}l∈L from the
TPA, the cloud honestly executes ProofGen al-
gorithm to compute α∗ = (α∗1, · · · , α∗d), β =
(β1, · · · , βd) as follows: For l ∈ Li, the cloud com-
putes

α∗i =
∑

l∈Li

ylm
∗
l =

∑
l∈Li

yl(ml + fl)

= αi +
∑

l∈Li

ylfl

βi =
∏

l∈Li

σyll .

Finally, the cloud sends the auditing proof
(α∗, β, {idl}l∈L) to the TPA.

3) The adversary A intercepts the auditing proof
(α∗, β, {idl}l∈L) from the cloud to TPA, and mod-
ifies each α∗i to αi = α∗i −

∑
l∈Li

ylfl for l ∈ Li.

By performing such a modification, the adversary A
derives a correct proof with respect to the original data
blocks M , and sends it to the TPA. As a result, in
ProofVerify phase, the modified auditing proof can
make the equation hold and, thus the TPA believes that
shared data are all well-maintained, while the data have
been polluted by the adversary A.

3.3 Overview of Wang’s Scheme

This scheme consists of six procedures: SetUp, TagGen,
SignVerify, CheckTag, GenProof and CheckProof.
The reader can refer to [19] for detailed description.

Suppose the maximum number of the stored block-tag
pairs is n. Let f : Z∗q × {1, 2, · · · , n} → Z∗q and Ω: Z∗q ×
{1, 2, · · · , n} → Z∗q be two pseudo-random functions, and
let π: Z∗q × {1, 2, · · · , n} → {1, 2, · · · , n} be a pseudo-
random permutation and H: G2 × {0, 1} → Z∗q , h: Z∗q →
G1 be cryptographic hash functions.

Let g be a generator of G1. We assume that the
file F (maybe encoded by using error-correcting code,
such as, Reed-Solomon code) is divided into n blocks
(m1,m2, · · · ,mn) where mi ∈ Z∗q and q is the order
of G1 and G2. Without loss of generality, we denote
F = (m1,m2, · · · ,mn).

SetUp. The user picks a random number x ∈ Z∗q as
its private key and computes X = gx as its pub-
lic key. The PCS picks a random number y ∈ Z∗q
as its private key and computes Y = gy as its pub-
lic key. The proxy picks a random number z ∈ Z∗q
as its private key and computes Z = gz as its pub-
lic key. The user picks a random element u ∈ G1

and a secure signature/verification algorithm pair
(SigGen, SignV erify). Finally, the system parame-
ter is param = {G1, G2, e, f,Ω, π,H, h,X, Y, Z, u, q,
(SigGen, SignV erify)}.

TagGen. Given F = (m1,m2, · · · ,mn) and the warrant
ω, the user generates the tag Tmi of the block mi as
follows:
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1) Client computes t = H(e(Y,Z)x, ω), Wi =
Ωt(i);

2) Client computes Tmi
= (h(Wi)u

mi)x for i ∈
[1, n];

3) Client computes the signature Sign =
SigGenx(ω) on the warrant ω.

Then the user sends the the block-Tag pairs col-
lection {(Tmi ,mi), i ∈ [1, n]} and the warrant ω to
the PCS. The PCS stores the block-tag pairs and
the warrant ω. The user deletes the block-tag pairs
{(Tmi

,mi), i ∈ [1, n]} from its local storage. At the
same time, the user sends the warrant-signature pair
(ω, Sign) to the proxy.

SignVerify. Upon receiving (ω, Sign), the proxy per-
forms the verification algorithm SignV erify(ω,
Sign,X). If it is valid, the proxy accepts this war-
rant ω; otherwise, the proxy rejects it and queries the
user for new warrant-certification pair.

CheckTag. Given {(Tmi
,mi), i ∈ [1, n]}, PCS performs

the procedures for every i, 1 ≤ i ≤ n, as follows:

1) PCS computes t̂ = H(e(X,Z)y, ω) and Ŵi =
Ωt̂(i);

2) PCS verifies whether e(Ti, g) = e(h(Ŵi)u
mi , X)

holds.

If it holds, then PCS accepts it. Otherwise, PCS
rejects it and queries the user for new block-tag pair.

GenProof. Let the challenge be chal = (c, k1, k2) where
1 ≤ c ≤ n, k1 ∈ Z∗q , k2 ∈ Z∗q . In this phase, the
proxy asks the PCS for remote data possession proof
of c file blocks whose indexes are randomly chosen
using a pseudo-random permutation keyed with a
fresh randomly chosen key for each challenge. On the
other hand, the proxy sends (ω, Sign) to PCS. PCS
verifies whether the signature Sign is valid. If it is
valid, PCS compares this ω with its stored warrant
ω′. When ω = ω′ and the proxy’s queries comply
with the warrant ω, PCS performs the procedures as
follows. Otherwise, PCS rejects the proxy’s query.

1) For 1 ≤ j ≤ c, PCS computes the indexes and
coefficients of the blocks for which the proof is
generated: ij = πk1(j), aj = fk2(j);

2) PCS computes T =
∏c
j=1 T

aj
mi , m̂ =∑c

j=1 ajmij .

PCS outputs V = (m̂, T ) and sends V to the proxy
as the response.

CheckProof. Upon receiving the response V from PCS,
the proxy performs the procedures as follows:

1) Proxy computes t = H(e(X,Y )z, ω);

2) Proxy checks whether the following formula
holds

e(T, g) = e(
∏c
i=1 h(Ωt(πk1(i)))

fk2
(i)
um̂, X).

If it holds, then the proxy outputs “success”. Other-
wise the proxy outputs “failure”.

3.4 Security Analysis on Wang’s Scheme

As the proxy provable data possession (PPDP) in pub-
lic cloud, Wang’s scheme enjoys many desirable security
properties of a PPDP scheme including correctness and
unforgeability. Informally, correctness property means
that it be infeasible to fool the proxy into accepting false
statements, i.e. the proxy is able to correctly detect
whether there is any corrupted data.

Similar to the analysis of Wang boyang et al.’s scheme,
we show that the Wang’s scheme is not secure in active
adversary, who can arbitrarily modify or tamper the out-
sourced data and fool the proxy to believe the data are
well preserved without being detected by the proxy in the
cloud. The details are described as follows:

1) The adversary A firstly modifies the block mi,j to
m∗i,j = mi,j + di,j for i ∈ [1, n], j ∈ [1, c] and records
the values di,j .

2) When PCS receiving the challenge chal = (c, k1, k2)
from the proxy, the PCS honestly executes Gen-
Proof algorithm to compute V ∗ = (m̂∗, T ) as fol-
lows:

m̂∗ =
∑c

j=1
ajm

∗
ij =

∑c

j=1
aj(mi,j + di,j)

= m̂+
∑c

j=1
ajdi,j

T =
∏c

j=1
T ajmij

.

Then it sends the V ∗ = (m̂∗, T ) auditing proof to the
proxy.

The adversary A intercepts the auditing proof V ∗ =
(m̂∗, T ) and modifies m̂∗ to m̂ = m̂∗ −

∑c
j=1 ajdi,j . By

performing such a modification, the adversary A obtains
a correct proof with respect to the original data mi,j for
i ∈ [1, n] and j ∈ [1, c]. As a result, the proof can pass the
auditing verification, which makes the proxy believe that
the shared data are well maintained by the PCS, while in
fact the data have been corrupted.

3.5 Overview of Wang et al.’s Scheme

An ID-RDPC protocol is a collection of five polynomial-
time algorithms: Setup, Extract, TagGen, GenProof
and CheckProof. The reader can refer to [20] for de-
tailed description.

Setup. PKG chooses a random number x ∈ Z∗q and sets
Y = gx, where g is a generator of the group G1. PKG
chooses a random element u ∈ G1. Define two cryp-
tographic hash functions: H: {0, 1} → Z∗q , h: Z∗q →
G1. Let f be a pseudo-random function and let π be a
pseudo-random permutation f : Z∗q ×{1, 2, · · · , n} →
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Z∗q , π: Z∗q ×{1, 2, · · · , n} → {1, 2, · · · , n}. PKG pub-
lishes (G1,G2, e, q, g, Y, u,H, h, f, π) and keeps x as
the master key.

Extract. A client submits the identity ID to the PKG.
The PKG picks r ∈ Z∗q and computes R = gr, σ =
r + xH(ID,R) mod q. The PKG sends the private
key skID = (R, σ) to the client by a secure channel.
The client can verify the correctness of the received
private key by checking whether gσ = R · Y H(ID,R)

holds. If the previous equality holds, the client ac-
cepts the private key; otherwise, he/she rejects it.

TagGen. We assume that the client generates the tags
sequentially according to the counter i. That is, the
client generates a tag for a message block m2 after
m1, which implies that the client maintains the latest
value of the counter i. For mi, the client performs
the TagGen procedure as follows:

1) Compute Ti = ((h(i)umi)σ;

2) Output Ti and send to the PCS.

GenProof. In this phase, the verifier (who can be the
client himself/herself) queries the PCS for a proof
of data possession of c file blocks whose indices are
randomly chosen using a pseudo-random permuta-
tion keyed with a fresh random-chosen key for each
challenge.

The number k1 ∈ Z∗q is the random key of the pseudo-
random permutation π. Also, k2 ∈ Z∗q is the random
key of the pseudo-random function f . Let the chal-
lenge be chal = (c, k1, k2). Then, the PCS does:

1) For 1 6 j 6 c, compute the indices and co-
efficients of the blocks for which the proof is
generated: ij = πk1(j), aj = fk2(j). In this
step, the challenge chal defines an ordered set
{c, i1, · · · , ic, a1, · · · , ac};

2) Compute T =
∏c
j=1 T

aj
ij

, m̂ =
∑c
j=1 ajmij ;

3) Output V = (T, m̂) and send V to the client as
the response to the chal query.

CheckProof. Upon receiving the response V from the
PCS, the verifier (who can be the client him-
self/herself) does:

1) Check the equation: e(T, g) =

e
(∏c

i=1 h (πK1
(i))

fk2
(i)
um̂, R · Y H(ID,R)

)
.

2) If the previous equation holds, output “success”.
Otherwise, output “failure”.

3.6 Security Analysis on Wang et al.’s
Scheme

As an Identity based remote data possession checking
(ID-RDPC) protocol in the public clouds, Wang et al.’s

scheme [20] enjoys many desirable security properties. In-
formally, this mechanism needs that it be infeasible to fool
the client into accepting false statements, i.e. the client
is able to correctly detect whether there is any corrupted
data.

However, we show that when an active adversary, such
as a bug planted in the software running on the cloud
server by a malicious programmer or a hacker, is involved
in the remote data possession checking process. Specifi-
cally, the active adversary can arbitrarily modify or tam-
per the outsourced data and fool the PCS to believe the
data are well preserved in the cloud.

All the information the adversary has to know is how
the data are modified. The details are described as fol-
lows:

1) The adversary A firstly modifies the block mij to
m∗ij = mij + dij for j ∈ [1, c] and records the values
dij .

2) When the PCS receiving the challenge chal =
(c, k1, k2) from the client, the PCS honestly executes
GenProof algorithm to compute V ∗ = (m̂∗, T ) as
follows:

m̂∗ =
∑c

j=1
ajm

∗
ij =

∑c

j=1
aj(mi,j + di,j)

= m̂+
∑c

j=1
ajdi,j

T =
∏c

j=1
T ajmij

.

Then it sends the response V ∗ = (m̂∗, T ) to the client.
The adversary A intercepts the response V ∗ = (m̂∗, T )

and modifies m̂∗ to m̂ = m̂∗−
∑c
j=1 ajdij . By performing

such a modification, the adversary A obtains a correct
proof with respect to the original data mij for j ∈ [1, c].
As a result, the proof can pass the verification, which
makes the client believe that the shared data are well
maintained by the PCS, while in fact the data have been
corrupted.

3.7 Discussion on the Origin and Method

Through the above analysis, it is known Wang boyang et
al.’s scheme, Wang’s scheme and Wang et al.’s scheme can
not satisfy the correctness. Taking use of our proposed
attack methods, an active adversary can arbitrarily mod-
ify or tamper the outsourced data in the cloud and fool
the auditor (TPA, Proxy and client) to believe the data
are well preserved in the cloud.

Why does the above three schemes have security flaw?
There is no an authentication check on the auditing re-
sponse about the challenge. This property incurs the se-
curity flaws. It is important to clarity the security in
order to design secure and practical auditing mechanism
in cloud storage.

To solve the security problem, we can use the technique
of digital signature. Specifically, in auditing response, the
cloud service firstly uses the private key to compute a



International Journal of Network Security, Vol.17, No.6, PP.795-802, Nov. 2015 801

signature for proof and, then send both the proof and
the corresponding signature as the response to the chal-
lenge. Receiving the response, the auditor first verifies
whether the signature is valid or not. If it is valid, the
auditor performs the auditing verification protocol; oth-
erwise, the auditor discards the response. Therefore, if
the shared data have been modified, the auditor must be
able to detect it because of the employment of the digital
signatures.

We can use HMAC technique [8], which also provided
message authentication function. Meantime, the 3-move
protocol [25, 26, 27]: commitment, challenge and response
(for example Schnorr’s protocol [10]) is also used in au-
diting response and prevent to the pollution attacks from
active adversaries.

4 Conclusion

With the development of cloud computing, many people
focused on the study of information security in Cloud En-
vironments [5, 9, 21]. Wang boyang et al. [15], Wang [19]
and Wang et al. [20] proposed a secure auditing mech-
anisms for the stored data in cloud. However, through
cryptanalysis, we show that their schemes still has secu-
rity weakness. By giving a concrete attacks, we prove that
the two schemes are not secure in active adversary envi-
ronment. Specially, any adversary can modify the data
without being detected by the auditor in the verification
phase. Finally, we study the origin of the security flaw
and propose a solution to remedy this weakness.
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