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Abstract

In this paper, we propose a hybrid approach for designing
Intrusion Detection Systems. This approach is based on
a Fuzzy Genetic Machine Learning Algorithm to generate
fuzzy rules. The rules are able to solve the classification
problem in designing an anomaly IDS. The proposed ap-
proach supports multiple attack classification. It means
that, it is able to detect five classes consist of Denial
of Service, Remote to Local, User to Root, Probing and
normal classes. We present a two-layer optimization ap-
proach based on Pittsburgh style and then combine it with
Michigan style. To improve the performance of the pro-
posed system, we take advantages of memetic approach
and proposed an enhanced version of the system. We test
it on NSL KDD data set to be able to compare our works
with previous ones. As results show our approach can
converge faster to the classification accuracy about 98.2%
and 0.5% false alarm.

Keywords: Computational intelligence, fuzzy genetic, in-
trusion detection, multiple attack classification, soft com-
puting

1 Introduction

Intrusion Detection System (IDS) is a security tool that
detects a malicious behavior called attack. An IDS may
be a software or a combination of software and hard-
ware [13]. IDS monitors and analyzes the data within
a computer or a network to detect and alert the system if
an attack happens. It should be mentioned that an IDS
do not react against attacks, but it just detect and alert
the system or the network administrator. The function of
reacting against attacks is undertaken by other security
mechanisms. However, IDS plays a critical role in secu-
rity of networks and systems since detection is the first
step in controlling an attack.

We can classify IDS from different aspects, the most

common is the source of audit data; accordingly there are
two types of IDSs: Host based (HIDS) and Network based
(NIDS). HIDS surveys the data of a single host such as
the operating system kernel logs, and application program
logs;While NIDS gathers and analyzes the data transmit
between several hosts in a computer network. Actually
a NIDS examines the traffic packets to detect intrusion
patterns. Although, each of these systems has its own
advantage and disadvantage. It is recommended to use a
combination of both for more security. Figure 1 illustrates
the Host based and the Network based intrusion detection
system.

There are several detection methods that an IDS use
to detect intrusions. Two main detection methods are
Signature based (misuse) and Anomaly based detection.
In the former, the IDS compares the data traffic with

Figure 1: Host based and network based IDS
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Figure 2: Host based intrusion detection system

some predefined patterns of attacks, and if they match,
the traffic will be detected as an attack. In this method
the rate of false alerts reduces, however attacks with new
patterns cannot be detected.

Anomaly detection method detects data traffic as an
attack if it is not matching the normal traffic. In fact, a
normal traffic is defined in a system, and IDS captures
and compares the traffic with it. If a mismatch happens,
it means that an attack happens. In this method more
attacks with new patterns can be detected while we may
encounter more false alarms too. In this paper we study
both types of IDSs but propose an anomaly detection ap-
proach for NIDS.

There are two important challenging points when re-
viewing the IDS literature, the dataset and the algorithm.
Selecting a proper algorithm to train the IDS and us-
ing suitable dataset to test it, affect the detection ability.
Many researchers have done efforts in this domain. Nu-
merous methods for detection are invented with the goal
of high classification accuracy, beside low false alarm, high
computational speed, and low computational complexity.
Figure 2 illustrates a host based intrusion detection sys-
tem.

The first challenging point is selecting a proper algo-
rithm to detect intrusion. In most of the previous works
the detection results in a binary state which shows the
traffic is an attack or not. Besides we find out that an
action is an attack, it is important to know the type of
that attack, because different type of attacks threat dif-
ferent security aspects. Some security attacks, disclose
the confidentiality of our assets while some others alter
integrity or the impossible availability of them. When
we know the attack type, we can pick the most proper
security mechanism to encounter with it.

In this paper, we propose an algorithm with different
structures for multiple classification of the attack traffics,

means we present a multiple classification of detection re-
sults. For example, it classifies the traffic as the normal
user behavior, and other of the intrusion types such as
Probing, Denial of Service (DOS), and User to Roots at-
tacks (U2R), and so on. Actually the type of attack will
be determined in this kind of classification. The contin-
ual changing nature of attacks requires a flexible defensive
system that is capable of analyzing the enormous amount
of traffic in a manner which is less structured. The abil-
ity of performing multiple attack classifications is one of
the most important features of our proposed approach.
The difference between multiple classification and binary
classification is illustrated in Figure 3.

Studies show that statistical techniques such as Hidden
Markov Model, Multivariate Adaptive Regression Splines,
Bayesian Classifier and Classification and Regression Tree
have been applied to intrusion detection. These statistical
approaches usually result in an inflexible detection sys-
tem that is unable to detect an attack if the sequence of
events is different a little bit from the predefined profile.
Recently, computational intelligence has been successfully
applied for developing IDS.

As mentioned in [25] characteristics of computational
intelligence systems, such as adaption, fault tolerance,
high computational speed and error resilience in the face
of noisy information, fit the requirements of building a
good intrusion detection model. According to the classi-
fication of their article, in order to design an algorithm
for an IDS using computational intelligence we can ap-
ply following techniques: artificial neural networks, fuzzy
sets, evolutionary computation, artificial immune system,
swarm intelligence, and soft computing. Figure 4 repre-
sents the mentioned classification of these techniques.

Among these techniques Soft Computing has a par-
ticular place. In fact, soft computing is a method in
which, combination of other computational intelligence
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Figure 3: Multiple classifications against binary
classification

techniques are used. As a soft computing approach, we
have chosen a mixture of evolutionary computation and
fuzzy systems for designing an intrusion detection algo-
rithm. There are two major reasons for using fuzzy in
IDS. First, there are many numeric attributes in the col-
lected audit data and various derived statistical measures.
Second, since fuzzy logic deals with imprecise information
and the essence of security includes fuzziness as bound-
aries between normal and abnormal are not well define.

Genetic Base Machine Learning or GBML is a type of
Evolutionary Algorithm (EA); EA is a family of search
and optimization approaches that is inspired of the nat-
ural principles of evolution [22]. Actually, we proposed
an intrusion detection system for known and unknown at-
tacks (anomaly detection) using one of the computational
intelligence techniques, as shown in Figure 4.

Among all computational intelligence techniques, we
have chosen a mixture of evolutionary computation and
fuzzy systems called GBML algorithm [14]. GBML has
two main approaches: Pittsburgh and Michigan. Each of
them has some advantages and disadvantages which have
been mentioned in detail in [22]. Our proposed algorithm
is a combination of these two approaches; by this means it
would be possible to use the advantage of both algorithms
such as the direct optimization of rules, high search abil-
ity, and at the same time, shorter computational time. In

Figure 4: Computational intelligence techniques

fuzzy genetic algorithms, each individual can be a rule or
rule set depending on the approach. Pittsburgh style han-
dles the rule sets as individuals while rules are considered
as individuals in Michigan.

As mentioned above, it is important to use a proper
dataset for the test phase. Of course, the dataset con-
tains features of normal and abnormal behavior use for
designing and testing intrusion detection systems. There
are two way of selecting datasets. The first one is to
create your own dataset and the second is using existing
datasets such as KDD Cup99 [1] or NSL KDD [2]. Many
researchers used KDD CUP99 dataset (KDD). Mahoney
and Chani [20] criticized the dataset validity. As they
claim information in the dataset does not look like a real
traffic in many aspects. Based on their analysis, the IDS
created by using KDD with low false alarm may generate
high false alarms in real environment.

NSL KDD dataset is an improved version of KDD CUP
99 [2]. This dataset has been used for the evaluation
of anomaly based detection methods. The data set was
generated by gathering the network logs. It contains two
parts, train and test. Patterns of this dataset contain
41 attributes. Figure 5 shows a snapshot of NSL KDD
dataset.

The best advantage of using existing datasets is that we
can evaluate our work with others. But actually because
none of the existing datasets contains all kind of todays
attacks it is recommended to create your own dataset with
all possible kinds of attacks. Also for different websites
and web applications we may encounter different attacks,
so it is better to gather the normal and abnormal behav-
iors of their users for each one separately. In this paper we
use the NSL KDD to test our proposed algorithm, because
it let us compare our algorithm with previous works.

Briefly, in this paper, we propose an intrusion detection
system called IDuFG that is capable of doing multiple
attack classifications. The algorithm of this system uses a
soft computing technique that is a fuzzy genetic approach.
Test and train of the proposed algorithm is been done on
NSL KDD dataset.

The rest of this paper is organized as follows: Section 2
is the literature review and also an overview of the related
work in terms of intrusion detection systems. In Section 3
and Section 4, the proposed approach and simulation re-
sults are explained respectively. Section 5 concludes the
paper and presents the future work.
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Figure 5: An NSL KDD dataset snapshot [2]

2 Litrature Review

In our research, we study different approaches that have
been used in designing intrusion detection systems. Nu-
merous approaches consist of pure or hybrid, have been
developed in recent years. It seems that hybrid algorithms
that use a combination of fuzzy logic and other methods
are attracting issues in the area of designing intrusion de-
tection systems.

Genetic algorithm includes search algorithms that are
inspired from biological evolution as a problem-solving
strategy by using some natural mechanism such as gener-
ation, mutation, crossover, and selection. Several Genetic
Based Machine Learning (GBML) algorithms have been
proposed for designing fuzzy rule-based systems. As men-
tioned in [5] GAs are search algorithms that theoretically
and empirically are proven to have a great capability in
complex space in search and optimization problems, so
will be used in pattern classification problems commonly.
Also brilliant characteristics of genetic algorithm, such as
automatic optimizing, global researching, and adaptabil-
ity, is the reason for choosing it.

Several fuzzy GBML algorithms have been proposed
for designing fuzzy rule-based systems. Fuzzy GBML al-
gorithms can be also classified into two categories: Michi-
gan approach and Pittsburgh approach. In [22] Nojima
et al. developed two GA-based schemes for the design of
fuzzy rule-based classification systems. Search ability of
fuzzy genetic rule selection and fuzzy GBML algorithms
compare to each other.

Cintra and Camargo in [8] named Rule Based defini-
tion as one of the most important and difficult tasks in
designing fuzzy systems. They introduce a fuzzy rule base
generation method using the genetic algorithm. The al-
gorithm support binary classification. This algorithm in-
cludes a phase of pre-selection of candidate rules that has
been proposed by the authors. The use of a self-adaptive
algorithm for the fitness calculation in genetic algorithm
is proposed as an improvement of the mentioned method.
The advantage of proposed method has been tested by
some experimental results.

A parallel genetic local search algorithm is presented
in [4]. According to that paper, an important solution to
reduce the false alarm rate in detection intrusions is the
fuzzy logic. This algorithm produces fuzzy rules for net-
work intrusion detection systems. This system use Michi-
gan approach. As shown in Figure 6, in this algorithm,
the total population is divided into subpopulations. Each

subpopulation contains the same class fuzzy rules.

An intrusion detection approach that extracts accurate
and interpretable fuzzy rules for classification has been
proposed in [23]. They use a statistical pattern recog-
nition approach to design an intrusion detection system.
These rules are obtained from the network traffic data.
They evaluated their approach using KDD CUP and com-
pared the results with some well-known classifiers. In that
paper fuzzy rule generation strategy is discussed. The
problem of this method is high false alarm ratio.

A genetic fuzzy system is proposed in [6] and the au-
thors compared it with other approaches in intrusion de-
tection systems. As the results show, it is obvious that
because false alarm rate in a fuzzy genetic system, the
based intrusion detection is lower than other approaches,
IDS which develops using genetic fuzzy systems would be
more reliable than other approaches.

Also, a new genetic fuzzy logic method for automatic
rule generation has been proposed in [26]. This algorithm
automatically adjusts the crossover rate and the muta-
tion rate using rules population diversity and evolutionary
speed. The simulation results in that paper indicate that
the algorithm is practical and effective. The disadvan-
tage of this algorithm is that in cases that the boundaries
of samples are not clearly defined, the rules of different

Figure 6: The parallel learning framework [4]
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classes overlap with each other.

A hybrid algorithm proposed by H. Ishibuchi in [14]
that has the advantages of the two fuzzy GBML algo-
rithms. The basis of the algorithm is Pittsburgh that
Michigan-style algorithm is applied to each rule set af-
ter the mutation operation to generate new fuzzy rules.
Another hybrid algorithm was proposed in [15] for de-
signing fuzzy rule based systems for pattern classification
problem. This algorithm is a combination of two Genetic-
Based Machine Learning algorithms called Pittsburgh and
Michigan. The experimental results show that this algo-
rithm has high search ability that Michigan and Pitts-
burgh approaches. To obtain a better tradeoff between
the accuracy of the system and its complexity, this algo-
rithm should be extended to the multi objective design
of fuzzy rule-based classification system. The algorithms
have high complexity.

In this paper, since most of the related work and sim-
ilar algorithms use KDD dataset to test their proposed
methods, we also test our proposed algorithms on NSL
KDD to be able to compare our work with them. As our
studies shows, each of the previous works has its own ad-
vantages and disadvantages. None of them covers all of
the requirements of a good IDS. As shown in Table 1, the
most important challenging issues in designing an IDS are
performance, detection rate, computational time, ability
to detect new attacks, and false alarm.

3 Proposed Approaches

We propose a fuzzy based genetic algorithm for designing
Intrusion Detection Systems in two Basic and Enhanced
approaches. Our basic proposed approach is a combi-
nation of two Genetic Based Machine Learning styles
called Michigan and Pittsburgh; by this means it would
be possible to use the advantage of both styles such as
direct optimization of rules, high search ability, and at
the same time shorter computational time. In this sec-
tion, we briefly introduce genetic algorithm, Pittsburgh
and Michigan styles, fuzzy rules, and finally our proposed
fuzzy-based approaches will be described in the last sec-
tion.

3.1 Genetic Algorithm

Here, we describe the general process of the genetic algo-
rithm. Genetic algorithms are an effective search method
in cases that the solution space is wide and large that lead
to find optimized solutions of a problem. This algorithm
works with a series of coded variables. So we should code
our variable to be able to find the optimized solution for
them. In using the genetic algorithms, three following
concepts should be determined:

1) Defining the objective function or the cost function
2) Genetic representation
3) Defining and implementation of the genetic operators

Table 1: Comparison of fuzzy genetic systems

Method Category Pros Cons

[8]

Fuzzy Rules
Generation
using Genetic
algorithms
with Self-
adaptive
Selection

Fuzzy
Genetic

Speed
up the
search
pro-
cess

False
alarms

[4]
Parallel Ge-
netic Local
Search

Fuzzy
Genetic

High
perfor-
mance

Long
compu-
tational
times

[23]

Genetic
Fuzzy Rule
Mining Ap-
proach

Fuzzy
Genetic

High
detec-
tion
rate

Long
compu-
tational
time

[6]
Genetic
Fuzzy System
Based

Fuzzy
Genetic

High
perfor-
mance

Unable
to de-
tect new
attacks

[26]

Automatic
fuzzy rule
generation
using fuzzy
genetic algo-
rithm

Fuzzy
Genetic

Practical
and ef-
fective
in
appli-
cations

Long
compu-
tational
time

[15]

Hybridization
of Fuzzy
GBML ap-
proaches

Fuzzy
Genetic

High
search
ability

There
is no
tradeoff
between
accuracy
and com-
plexity of
system

The general process of the genetic algorithm is illustrated
in Figure 7; in this algorithm, at first an initial popula-
tion is generated randomly, then the fitness of each in-
dividual is evaluated. According to the fitness value of
each one two parents are selected. Then offspring will be
produced by using the genetic operator such as crossover
and mutation. This offspring is an individual of the next
generation.

In subsequent iteration the initial population is an im-
proved version rather random. At the end of iterations
stopping condition is checked. As studies show there are
several stopping criteria such as:

1) A fixed number of iterations
2) A fixed amount of time
3) Run until convergence has occurred

Genetic algorithm is applied on a set of solutions called
population. Usually populations consist of 20 to 100 in-
dividuals. Most custom method to indicate individuals in
genetic algorithm is in a string form. One of the important
points that should be considered is that after applying ge-
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Figure 7: Fuzzy genetic algorithm flowchart

netic operators and producing new results, it is possible
to reach the answers that are not satisfying the problem
conditions. A simple solution to this problem is using
penalty function, by this means fitness of the individuals
that not match the conditions will decrease excessively.

Usually, to produce next generations, three fundamen-
tal operators are used: Selection, Crossover, and Muta-
tion. The new generation is assessed according to the
stopping condition. If the stopping condition is not sat-
isfied this process will repeat to generate a more optimal
generation. There are different kinds of operators; accord-
ing to our studies and their comparisons between several
genetic operators, we use tournament selection and uni-
form crossover, in our proposed approach.

3.2 Fuzzy GBML Styles

Fuzzy GBML algorithms have two main categories:
Michigan and Pittsburgh. According to [15], in Michigan-
style algorithms, there is a population consisting of a pre-
specified number of fuzzy rules. A population of individ-
uals generates new populations by the operators such as
crossover and mutation. The procedure of Pittsburgh al-
gorithm is the same as Michigan with partial differences.

Each individual in Michigan is a rule and the popula-
tion is a collection of these rules. As a comparison of these
two styles: in Pittsburgh individual is a rule set, fitness
define for a rule set, optimization is direct, computation
time is long and memory usage is large while in Michigan,
the individual is a rule, fitness define for a rule. Also it
has indirect optimization, with short computation time
and small memory usage [6]. The differences of these two
approaches are summarized in Table 2.

Michigan.
The Michigan approach is characterized by the fuzzy rules
as its individuals, and the whole population is the solu-
tion to the classification problem [12]. Detail description
of coding rule, operators and fitness calculation is avail-
able in [9]. Here we just point to the general form of a

Table 2: Comparison of Pittsburgh and Michigan [16]

Approach Pittsburgh Michigan
Individual A rule set A rule
Fitness definition For a rule set For a rule
Optimization Direct Indirect
Elite Rule sets Rules
Inheritance of
good rules

×
√

Inheritance of
good rule sets

√
×

Computation time Long Short
Memory storage Large Small

Michigan approach. According to Michigan Style Fuzzy
GBML Algorithm mentioned in [15], the approach is as
follow (Algorithm 1):

Algorithm 1 Michigan style fuzzy GBML

1: Begin
2: Generate Nrule fuzzy rules as initial population.
3: Calculate the fitness value of each rule.
4: Generate M rules using genetic operations.
5: Use M new rules and (Npop−M) best rules of current

population to produce the next generation.
6: If the stopping condition is not satisfied go to step 2.
7: End

As it is obvious, in all steps of this algorithm, fuzzy
rules are considered as individuals. Therefore the fitness
value is calculated for each rule and also the operators
apply on rules.

Pittsburgh.
In this approach each individual is a complete solution to
the problem. A complete solution means a rule set. Detail
description of coding rule, operators and fitness calcula-
tion is available in [9]. Here we just point to the general
form of a Pittsburgh approach. According to Pittsburgh
Style Fuzzy GBML Algorithm mentioned in [15], the ap-
proach is as follow (Algorithm 2).

Algorithm 2 Pittsburgh style fuzzy GBML

1: Begin
2: Generate Npop rule sets with Nrule fuzzy rules as ini-

tial population.
3: Calculate the fitness value of each rule set.
4: Generate M rule sets using genetic operations.
5: Use M new rule sets and (Npop−M) best rule sets of

current population to produce the next generation.
6: If the stopping condition is not satisfied go to step 2.
7: End

To takes advantage of both approaches; we use a com-
bination of them in our proposed approaches. Michigan
yields good rules but not necessarily good rule-sets while
Pittsburgh yields good rule sets but not good rules. But
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our proposed algorithm enjoys good rule sets with good
rules. Also this algorithm has the high search ability of
the Michigan, as well as the direct optimization ability of
the Pittsburgh.

3.3 Fuzzy Rules

In fuzzy genetic algorithms, each individual can be a rule
or rule set depending on the approach. Pittsburgh style
handle the rule sets as an individual while rules are con-
sidered as individual in Michigan. In this section, the
procedure of rule generation is described. This process is
one of the important steps in our proposed algorithm. In
our proposed algorithms we use fuzzy rules of the follow-
ing type:

Ri = if X1 is Ai1 & ... & Xn is Ain

then class Ci with CFi , i = 1, 2, ..., n. (1)

Where Ri is a fuzzy rule and Xi refers to the ith feature
of the corresponding pattern, Ain is an antecedent fuzzy
set with linguistic label, Ci is a consequent class and CFi
is a rule weight and n is the number of rules.

In this stage we started to find the class of each
rule [19]. To do so, the compatibility of antecedent fuzzy
rules with the random pattern is calculated by equation.

µi(XP ) = µi(XP1)× . . .×µin(XPn), P = 1, 2, . . . ,m (2)

where µin(.) is the membership function of Ain that
achieve from five linguistic values shown in Figure 8 and
m is the number of patterns. The consequence class of
each rule is determined according to following equation.
Figure 9 shows a sample of a fuzzy rule.

βclassĥi
(Ri) = max{βclass1(Ri), . . . , βclassh(Ri)} (3)

where

βclassh(Ri) =

∑
xp∈classhµi(xp)

Nclassh
h = 1, 2, . . . , n(numberofclasses). (4)

Each of the fuzzy rules in the final classification has a
certainty grade (class weight), that means the strength of
that fuzzy rule and calculated according to:

CFj =
(βclassĥi

(Ri)− β)∑5
h=1 βclassh(Ri)′

(5)

where

β =

∑
h 6=hi

βclassh(Ri

n− 1
. (6)

Certainty grade of each fuzzy rule is a number in [0,1]
interval that indicates the accuracy amount of the con-
sequence part of a rule according to the accuracy of the
antecedent part of that rule. So rules can be generated
accordingly and also the rule sets that are a group of rules.

Figure 8: Membership function of five linguistic value [5]

Figure 9: Fuzzy if-then rule

According to the approach that we pick, rules or rule sets
are considered as individuals.

After generating Npop rule sets with Nrule fuzzy rules
as initial population using the above method, we should
evaluate the fitness of each individual. Fitness value for
each rule is calculated by (Npop and Nrule indicate the
number of rule sets and the number of rules in a rule set):

fitness(Rj) = wt ∗ Tp − wf ∗ Fp (7)

Where Tp is the number of correctly classified training
patterns and FP is the number of incorrect classified train-
ing patterns but the fitness of the rule set is just the num-
ber of the correctly classified patterns. wt and wf are the
weights of correct or incorrect classification, respectively.
In fact, each rule is evaluated by classifying the given
training patterns.

One of the important points that should be considered
is that after applying genetic operators and producing
new results, it is possible to reach the answers that are
not satisfying the problem conditions. A simple solution
to this problem is using penalty function, by this means
fitness of the individuals that not match to the conditions
will decrease excessively. In the above equation the wf
plays the role of penalty function.

Since any alteration in membership functions leads to
vague results, in this paper we do not apply any changes
in membership function of input. In the proposed fuzzy
GBML algorithm, we use the above membership function
for all inputs.
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Figure 10: IDuFG algorithm for each class (Numbers 1-6 indicates the algorithm steps)

3.4 The Proposed Approaches

We propose a fuzzy based genetic algorithm for design-
ing Intrusion Detection Systems that is divided in Basic
and Enhanced approaches. Our basic proposed algorithm
is a combination of these two approaches; by this means
it would be possible to use the advantage of both algo-
rithms such as direct optimization of rules, high search
ability, and at the same time the shorter computational
time. Accordingly in Subsection 3.4.1 we explain the Ba-
sic approach and the enhanced approach will be explained
in Subsection 3.4.2.

3.4.1 Basic Approach

The goal of a fuzzy GBML algorithm is to find the small
number of fuzzy if-then rules with high classification anil-
ity. Our proposed algorithm is a combination of two fuzzy
GBML algorithms; Pittsburgh is selected as the base of
the algorithm and at the end of iterations of Pittsburgh
we have a single iteration of Michigan. Initial population
is generated according to the random training patterns.
Npop rule sets are generated from the random patterns of
the training data set as the initial population. Figure 10
illustrates the process of result rule set generation for each
class. The algorithm is running for each class separately,
and the final result contains all rule sets of all classes.
Our proposed algorithm is written in Algorithm 3.

To produce an initial population of fuzzy rule sets, we
pick Npop training patterns randomly, and generate com-
binations of antecedent part of several fuzzy rules accord-
ing to the selected patterns.

Authors of [7] discussed about how to extract fuzzy

Algorithm 3 Basic approach

1: Begin
2: Generate Npop rule sets with Nrule fuzzy rules.
3: Calculate the fitness value of each rule set in the cur-

rent population.
4: Generate next generation according to the following

portions (experiments show that the following per-
centage producing best results):

• 80% rule sets of the next generation by the selec-
tion, crossover and mutation in the same manner
as the Pittsburgh-style algorithm.

• 10% of the next generation is formed by elite rule
set selection.

• 5% is elite rule selection among all rule sets (i.e.
the best rules of all rule sets).

• 5% is the updated patterns from the training pat-
terns that not choose in the first step.

5: Apply a single iteration of the Michigan style algo-
rithm (i.e., the rule generation and the replacement)
to each of the generated rule sets.

6: Choose the best rule set in the new population as the
result of this iteration.

7: Return to Step 2 if the pre-specified stopping condi-
tion is not satisfied.

8: End

rules directly from numerical data for pattern classifica-
tion. Each rule set is generated according to a training
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Figure 11: Final result of basic approach

pattern. As mentioned before, an algorithm is running for
each class separately; so in all steps the rules which are in
the same class of algorithm running for will be accepted.

In Step 3 that we apply genetic algorithms, we use
tournament selection for selecting the parent rules or rule
sets, by this means we give the chance of contribution
in forming the next generation to the rules or rule sets
that have not the high fitness value. In this method a
subset of individuals is randomly selected, and then these
individuals compete with each other according to their
fitness . To achieve the offspring we use uniform crossover
with probability of Pc and mutation with probability of
Pm. Each part of individuals is mutated independent
of other parts. It means the mutation of a rule do not
influence on the mutation probability of other parts.

After producing the next generation we should check
the stopping condition. If the pre-specified stopping con-
dition is not satisfied we should return to the step 2; in
our proposed basic approach, the number of iterations is
considered as the stopping conditions. This time instead
of starting with a random population, use the newly pro-
duced generation. The Result of the algorithm running
for each class is the best rule set which means the rule
set with the highest fitness value. As shown in Figure 11
the final result of the algorithm contains all result rule
sets of all classes. The flowchart of the basic approach is
illustrated in Figure 12.

3.4.2 Enhanced IduFG

The second approach is an enhanced version of the ba-
sic approach. Producing the result for each class in this
approach is the same as the previous one, while the for-
mation of the final result has been done in a different way.
As Figure 11 indicates, in the basic approach the final re-
sult consists of all the rules in rule set of each class, but
as Figure 13 shows the final result contains the elite rule
of the rule set of each class. Therefore the number of the
final rules is equal to the number of a rule set.

Figure 14 illustrates the flowchart of the second ap-
proach. The same as the basic approach, the algorithm
is running for each class separately and generates a rule
set as a result of the algorithm for each class, but against
the basic approach, to generate the final result, in this
approach, elite rules of these rule sets will be selected to
form the final result.

Figure 12: The basic approach flowchart

Figure 13: Final result of enhanced approach

4 Simulation Results and Evalua-
tion

In this section, we show the results of the implementation
of our proposed algorithm and compare it with one of the
best and nearest work proposed in [15]; from now on, we
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Figure 14: The enhanced IDuFG flowchart

name this approach as Hybrid approach in this paper. In
this section, first, we discuss about the dataset that we use
during our tests. After that, the results of the algorithm
simulation will be discussed.

4.1 Dataset

As we mention in previous sections, one of the impor-
tant challenging points in designing IDS , is dataset. It
is important to use a good dataset for the test phase.

The dataset contains features of normal and abnormal
behavior use for designing and test intrusion detection
systems. There are two ways to model IDS. The first is
to create your own dataset and the second is using the
existing datasets such as Knowledge Discovery and Data
Mining (KDD). Many researchers used KDD CUP 1999
dataset (KDD), but Mahoney and Chans [20] criticized
the dataset validity. As they claim information in the
dataset does not look like a real traffic in many aspects.
Based on their analysis, the IDS created by using KDD
with low false alarm may generate high false alarm in real
environment. The best advantage of using the existing
datasets is that we can evaluate our work with others; but
actually because none of the existing datasets contains all
kind of todays attacks it is recommended to create your
own dataset with as many as possible kind of attacks.
Also for different websites and web applications we may
encounter different attacks, so it is better to gather the
normal and abnormal behavior of their users for each one
separately.

The IDS we are proposed in this paper use the existing
dataset, because it became possible for us to compare our
algorithm with others. But we intend to create a web
attack dataset in future works. We will start our work
with capturing data from a web application in a normal
and an attack situation. In the next step we will get the
results of this step in form of log files as an input. Then
we will extract some features from these logs. According
to these features we will create our own dataset.

Previous works that use their own dataset has limi-
tations in accessibility of suitable web application. Also
they encounter several administrative limitations. Fur-
thermore the ability of web intrusion multiple classifica-
tions cannot be seen in most of them. To do a more
weighty work, we will gather the traffic of a real web ap-
plication with high traffic and use unlimited session time
that help us to increase data density and more accuracy.
We will test and simulate more attacks on the selected
web application to achieve a better traffic.

We design an IDS to protect a specific system, with
higher search ability rather than previous works. How-
ever, we used an improved version of KDD called NSL-
KDD that is available on [2]. We have utilized this
dataset, to train and test our algorithm; because it be-
came possible to compare our algorithm with others.

NSL-KDD is a data set for the evaluation of anomaly
detection methods. The data set was generated by gath-
ering the network logs. It consists of two parts, train and
test. This dataset contains 41 attributes, a field of label
that expresses the class of a pattern, and a difficulty level
column. Some important attributes are as follow: dura-
tion, protocol type, service, source and destination host,
error rate, etc. The content of Label column contains
twenty one attack types and normal state. The complete
list of attributes is available in [6].

We use NSL-KDD data set to be able to compare our
approaches with previous works. It is an improved version
of KDD cup 99 data set [21], although it has some prob-
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lems mentioned in [26], because there is no other public
data set in this domain, researchers use it as a benchmark
dataset to evaluate their intrusion detection method.

NSL-KDD is a data set containing numeric and non-
numeric values; each row of the data set relating to
the network traffic, is a pattern. Each pattern consists
of 41 attributes [6], that represent like (xp1, . . . , xp41),
p = 1, 2, . . ., number of patterns. Before we start using
it, we normalized the numerical values of the extracted
patterns into numbers in interval [0,1]. In [10] four differ-
ent schemes of attributes normalization are introduced to
preprocess the data for anomaly intrusion detection. As
systematical evaluation results show, normalization im-
proves the detection performance and among the intro-
duced schemes, the statistical normalization scheme is the
tiptop one for a large dataset. In [7], authors discussed
about how to extract fuzzy rules directly from numerical
data for the pattern classification.

According to our studies and the subjects mentioned
in [11] explicitly, we encounter five classes including four
main attack classes and a normal class instead of twenty
two classes in NSL-KDD data set. Table 3 shows the
detailed attacks in four main classes. Below you can find
a brief description of these classes:

1) Normal patterns produced by normal and usual be-
havior of a user such as visiting a web page, streaming
a video and so on.

2) Denial of Service (DoS) class contains attacks that
by using normal connections and behavior of a user
in a massive amount try to down the system. This
kind of attacks makes the system unable to service
the authorized users. The patterns with back, land,
neptune, pod, smurf, teardrop labels classify as DoS
attack. Figure 15 illustrates a sample of DoS attack
to a target server.

3) Remote to User (R2L) is a class of attacks that ex-
ploit by a bug. These attacks make the remote user
to access the account of a local user. This class con-
sists of ftp write, guess passwd, imap, multihop, phf,
spy, warezclient, warezmaster labels.

4) User to Root (U2R) class uses some vulnerability
that makes the user to be able to gain the root access.
Buffer overflow, perl, loadmodule, rootkit labels are
in U2R class.

5) Probing attack is any kind of effort for information
gathering by scanning the target system or network
to find its vulnerabilities. These vulnerabilities help
the attacker to intrude the system. Ipsweep, nmap,
portsweep, satan are the labels of this class.

In most IDS, all of 41 existing feature in KDD data set
is used to detect the intrusion, while some of them are
repetitive and impertinent. These useless features lead
to a time consuming detection process means the causes
lower performance. In [18] S. Lakhina et al introduced

Figure 15: Denial of service attack [3]

Table 3: Different type of attacks in KDD dataset [11]

Four Main Attack Classes Twenty two Attack Types

Denial of Service (DoS)
Back, land, neptune, pod,
smurt, teardrop

Remote to User (R2L)
ftp write, guess passwd,
imap, multihop, phf, spy,
warezclient, warezmaster

User to Root (U2R)
Buffer overflow, perl,
loadmodule, rootkit

Probing
Ipsweep, nmap,
portsweep, satan

a new hybrid approach called PCANNA (Principal Com-
ponent Analysis Neural Network Algorithm) for feature
reduction. These approaches reduce the time and mem-
ory usage for intrusion detection. It should be mentioned
that, in our proposed approaches we use the same feature
selection method.

Before using KDD dataset a set of preprocessing ac-
tions should be taken on a dataset to prepare it for
use. One of the most important actions is normaliza-
tion. Although there are some anomaly intrusions detec-
tion method that does not normalize the data set before
test and train. There are several normalization methods
but still discussions on their efficiency exist. In [24] four
different schemes of attributes normalization are intro-
duced to preprocess the data for anomaly intrusion detec-
tion. As systematical evaluation results show, normaliza-
tion improves the detection performance and among the
introduced schemes, the statistical normalization scheme
is the tiptop one for a large dataset. We use this method
for normalization in our implementations.

4.2 Parameter Setting

There are several parameters in genetic algorithm such
as the population size, the mutation rate, the crossover
rate, and so on; that influence on the performance and the
result of the algorithm. In this subsection, we are going
to introduce them briefly and mention the value that we
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assign to them in our implementation.

• Population Size is one of the important parameters
in the genetic algorithm. It says how many individ-
uals are in one generation. If the number of individ-
uals is too few, only a small part of search space is
explored and the genetic algorithm has a few possi-
bilities to perform crossover. On the other part, too
many individuals, leads the genetic algorithm slow
down. We specify 100 rule set that each one contains
20 fuzzy rules as our population.

• Crossover Rate indicates the probability of
crossover. Simply it states the number of individ-
uals that participate in the crossover. Generally, it
should be high, about 0.8-0.95.

• Mutation Rate is the probability of alteration of
attributes of an individual in the population. It is
usually a small value between 0.01-0.1. Of course it
could be in 0-1 interval but the mentioned rate is the
best average in general.

• Wt is the weight of the correct classification. This
value is used in fitness calculation. Actually the num-
ber of patterns that classify accurately is multiple by
this weight.

• Wf is the weight of the incorrect classification. This
value is also used in fitness calculation. Actually the
number of patterns that classify erroneously is mul-
tiple by this weight and consider as a penalty for the
related fuzzy rule.

According to the similar related work, we set the men-
tioned parameters in our implementation. Table 4 sum-
marizes these parameter values. These parameters are set
according to the previous works and experimental results.

4.3 Simulation Results

In this section, we test our proposed approaches on NSL
KDD; in the following subsections, first we introduce the
assessment measures, then we explain the results of the
test for each approach.

4.3.1 Assessment Measures

To assess the proposed approaches we use different mea-
sures that have been used in most literatures for intrusion
detection evaluation [17]; these measures are Recall, Pre-
cision, F-measure, and accuracy. The important factors
in IDS are maximizing the accuracy while minimizing the
False alarms.

Recall is the fraction of Correctly Classified Instances
or p(p), to the total number of input patterns that must
have been classified correctly. In other words, recall is a
fraction of True Positive Rates to the number of all cases
that should have been classified as positive. Recall can be

Table 4: Parameters value in computer simulation

Parameter Value

Number of rule sets 100

Number of rules in each rule set 20

Number of Generations 50

Crossover probability 0.9

Mutation probability 0.1

wt 0.1

wf 0.9

defined according to the following equation (TP and FN
indicate True Positive and False Negative):

Recall =
TP

TP + FN
.100. (8)

Precision is the fraction of true positive instances to
all positive instances including those positive instances as
classified by the algorithm. In other words, precision is
the number of correct results divided by all the results
that have been specified by algorithm. Precision then
can be seen as a measure of exactness while recall can be
seen as a measure of completeness (FP indicates False
Positive).

Precision =
TP

TP + FP
.100. (9)

F-Measure or F1 is another measure which uses both
precision and recall as shown in Figure 16. The value of F
measure can show how accurate the algorithm has been,
means the higher F shows that an algorithm has been
more accurate. The following is the formula for obtaining
F score:

FMeasure =
2.Recall.Precision

Precision+Recall
. (10)

Accuracy indicates the percentage of closeness of the
obtained value to the actual value of the algorithm. It is
calculated by the following equation. Figure 17 illustrates
the difference between accuracy and precision.

Accuracy =
TP + TN

p(p) + p(n).
(11)

4.4 Basic Approach

We compare our basic approach with the Hybrid ap-
proach, since it is the nearest work to ours. We find the
measures introduced above for each of the approaches and
briefly describe them in follow. These measures have been
used in literatures to compare and assess many proposed
algorithms.

The True Positive Rate of Basic IDuFG is 98.052 and
the False Positive Rate is 0.511; while in case of Hybrid
approach introduced by Ishibuchi in [14], True Positive
Rate is 97.865 and the False Positive Rate is 0.7251. This
shows that Basic IDuFG has been better able to report
a case as positive where it has actually been positive



International Journal of Network Security, Vol.17, No.6, PP.754-770, Nov. 2015 766

Figure 16: F-measure definition [17]

Figure 17: Accuracy and precision

compared to Hybrid approach. It also shows that Ba-
sic IDuFG has been less likely to report a case as positive
when in fact it has not been positive compared to the
Hybrid approach.

The recall rate for Basic IDuFG in the dataset for
this experiment is 99.481 and for Hybrid approach is
99.256. According to the definition of recall this means
that among all the instances that should have been clas-
sified as positive, Basic IDuFG has been able to spot a
large number of them as positive while Hybrid approach
has not been very successful in differentiating the positive
instances.

Since F-measure shows the accuracy of an algorithm,
the higher F shows that an algorithm has been more ac-
curate. In this research the obtained F value, for Basic
IDuFG and Hybrid approach are 99.089 and 98.420 re-
spectively. This suggests that Basic IDuFG has had a
higher accuracy when compared to Hybrid approach. Ta-
ble 5 shows a comparison between the hybrid GBML that
introduce in previous work by Ishibushi and two proposed
approaches.

To examine the classification accuracy, first we run the
algorithm for each class separately and generate twenty
fuzzy rules for each class. Then we check the classifica-
tion accuracy of this rules for each class separately. The
processes of the Classification Accuracy of each class are
presented separately in Figures 18 to 20.

The comparison results between hybrid, basic and en-
hanced approaches are shown in 5. In comparison with
hybrid approach that introduced by Ishibuchi, Our basic
approach has higher classification accuracy and less false
alarm ration while supporting multiple attack classifica-
tions, and faster convergence. The enhance approach has
a tradeoff between computational time and classification
accuracy. In this approach with a little decline in classifi-
cation accuracy, we reduce the computational time of test
phase down to 80%. We can find out that the algorithm

behaves differently for the pattern of different classes, but
in all of them it converges to the maximum result at most
in 50 iterations.

It represent that our proposed algorithm converges to
the maximum detection rate on NSL KDD data set faster
than the previous hybrid algorithm introduced in [15].
Faster convergence leads to reduction in the run time.

Table 5: Comparison results between hybrid, basic, and
enhanced approaches

Measure
Hybrid
GBML

Basic
IDuFG

Enhanced
IDuFG

True Positive 97.865 98.052 97.4

False Negative 0.725 0.511 0.63

Recall 99.256 99.481 99.357

Precision 97.598 98.701 98.54
F-Measure 98.42 99.089 98.701

Classification
Accuracy

97.891 98.199 97.437

Figure 18: Classification accuracy of basic IDuFG for
normal patterns

Figure 19: Classification accuracy of basic IDuFG for
U2R patterns
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Figure 20: Classification accuracy of basic IDuFG for
R2L patterns

Figure 21: Classification accuracy of basic IDuFG for
DOS patterns

Figure 22: Classification accuracy of basic IDuFG for
PRB patterns

We can find out that the algorithm behaves differently
for the pattern of different classes, but in all of them it
converges to the maximum result at most in 50 iterations.

As it is obvious in these figures, the algorithm behaves

Table 6: Experimental results of basic approach for each
class

Class Classification Accuracy (%) False Alarm (%)
Normal 98.5 0.0019
DOS 99.2 0.0047
R2L 89 0.056
U2R 72.3 0.7
PRB 73.8 0.2

differently for the patterns of each class. The reason of
this behavior is related to different number of patterns
of each class and the relevant feature for each class. For
example in DOS class that has the high number of training
patterns, we get better classification accuracy.

Since the number of training patterns of PRB attacks
are approximately less than others, we get less classifi-
cation accuracy as you see in Figure 22. As number of
final fuzzy rules is equal to one hundred, in test phase we
should compare a pattern with each of them and deter-
mine its corresponding class. So the computational time
in the test phase is long in comparison with the enhanced
approach. The summary of classification accuracy and
false alarm rates for each class is shown in Table 6.

First we run the algorithm for each class separately
and generate twenty fuzzy rules for each class. Then we
check the detection rate of this rules for each class sep-
arately. To see the total classification accuracy of these
fuzzy rules in basic approach, we check the classification
accuracy of these rules for the test patterns of all classes.
An average experimental result of over 20 runs is shown
in Figure 23 for all classes together. It represents that
our proposed algorithm converges to the maximum clas-
sification accuracy on NSL KDD data set faster than the
hybrid algorithm introduced by [15]. Faster convergence
leads to reduction in the run time.

Figure 23: Total classification accuracy of basic IDuFG
and hybrid approach
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4.5 Enhanced Approach

In order to reduce the computational time in the test
phase, we reduce the number of fuzzy rules in the ob-
tained population. As we mentioned above we achieve
one hundred fuzzy rules. In the second approach, we de-
crease the number of fuzzy rules by elite selection of the
rule of each class. We select the rules as their certainty
grade, the fuzzy rules with the highest certainty is selected
in each class. Therefore we have twenty fuzzy rules with
the highest certainty grades. The result of testing these
rules is shown in Figure 24.

As the experimental results show, although the com-
putational time in the test phase reduces because of the
reduction of the fuzzy rules number, the classification ac-
curacy is also reduces a little bit. This is because of the
fact that we omit several rules with less certainty grade,
but they were able to detect some patterns but not the
existing rules. Enhanced IDuFG approach with a little
decline of the classification accuracy the computational
time in the test phase of the algorithm reduces about 20%
of the needed time for the basic approach. Comparison
of computational time of these two approaches is shown
in Figure 24.

The computational time in the test phase is directly
depends on the number of rules. In this approach, it de-
ceases up to 80%, because the number of fuzzy rules is
decreased up to 80%. The result is shown in Figure 25.
As the test phase time is a small part of the total time
(including test and train phase), it influences on the to-
tal computational time less than the test phase computa-
tional time.

In enhanced IDuFG approach, with a little decline of
the classification accuracy, the computational time in test
phase of algorithm reduces about 5% of the time needed
for basic approach. The comparison of the total computa-
tional time of these two approaches is shown in Figure 26.

Figure 24: Classification accuracy of basic and enhanced
IDuFG

Figure 25: Test phase computational time reduction

Figure 26: Total computational time reduction

5 Conclusions

Our Proposed system called IDuFG, is an IDS which uses
hybrid Fuzzy Genetic algorithm. It supports multiple at-
tack classifications. Two proposed approaches of its algo-
rithm are basic and enhanced. The efficiency of algorithm
is kept by using Elitism concept while try to improve it
by using more random patterns. The number of gener-
ated rules in the enhanced approach is 20% of the basic
approach rules. With a little decline of classification accu-
racy the computational time in the test phase is shorter
than the basic approach. So the number of generated
rules in the enhanced approach is 80% less than the ba-
sic approach, and as a result the computational time of
the test phase reduces 80% while the total computational
time will be reduced about 5%. With a little decline of
the classification accuracy the computational time in the
test phase is shorter than the basic approaches.

Finally, as future work we plan to create a dataset
consisting of web normal and attack traffic and testing
the proposed fuzzy GBML algorithm on the web traffic
dataset. Also Utilize Immune systems approach to im-
prove the performance of web anomaly intrusion detection
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systems.
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