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Abstract

Wireless Sensor Network is a collection of autonomous
sensor nodes placed spatially. Unlike wired networks the
sensor nodes here are subject to resource constraints such
as memory, power and computation constraints. Key
management and Security are the area of research in
WSN. To ensure high level security encryption is neces-
sary. The strength of any encryption algorithm depends
upon the key used. So Key Management plays a signifi-
cant role. The proposed KMS using LLT matrix achieves
both Node-to-Node communication and Group communi-
cation. The main objective of the scheme is to strengthen
the data transferring security mechanisms and also to en-
sure efficient key generation and management along with
authentication. The main feature of this proposed sys-
tem is 100% Local-connectivity; efficient node revocation
methodology, perfect resilience; three-level authentication
cum key generation and the most importantly reduced the
storage. The scheme and its detailed performance analy-
sis are discussed in this paper.

Keywords: Cholesky decomposition, key connectivity, re-
silience, WSN

1 Introduction

WSN [12] is a collection of nodes from hundreds to thou-
sands. Each node has processing units, sensing unit and
power source usually the battery. Sensor nodes are re-
source constrained in terms of computation, memory. Be-
cause of its transmission nature and also because of its
deployment in hostile environments, security mechanisms
available for wired ad-hoc networks are not applicable
for WSN. So new security mechanisms [9] should be in-
troduced but satisfy the security requirements such as
authentication, confidentiality, integrity and availability.

Though many cryptographic algorithms are available, but
the strength of the algorithm purely depends on the key
used. For eg. If AES is incorporated, whoever involved
in building up the security mechanisms knows about the
AES. So the importance will be on key and also the size
of the key. If 128 bit key is used, a possible set of key will
be in 2128. So to establish a secure communication key
management plays a vital role. Key management includes
key generation, distribution and storage of keys. The at-
tackers usually made an attack on the key management
level rather than cryptographic algorithm level. Since the
sensor node is resource constrained designing a key man-
agement scheme for WSN is challenging issue. In recent
years, many key management schemes are proposed. Key
management schemes are broadly classified into three cat-
egories: key pre-distribution, arbitrated key mechanisms
and self-enforcing mechanisms. Arbitrated keying mech-
anisms depend upon trusted third party agent. Of that
if the node gets compromised all information about the
network will get revealed. Self-enforcing mechanism is a
public key cryptography method. Since sensor nodes are
resource constraining this method is not preferable.

Almost all key management schemes [1, 2, 3, 6, 7, 10,
16] are based on key pre-distribution method in which
keys are loaded into sensor nodes before deployment. De-
signing a suitable key management scheme for all kinds
of WSN organization such as hierarchical or distributed is
another challenging issue. Based upon applications and
architecture used KMS has to be defined. Once after de-
signing the KMS, the metrics [12] to be evaluated against
KMS is security (Authentication, resilience, node revoca-
tion), efficiency (memory, processing, bandwidth, energy,
key connectivity) and flexibility (deployment knowledge,
scalability). Satisfying all the metrics in a single key man-
agement scheme is difficult. If suppose group key commu-
nication is incorporated, periodic updating of group key
is necessary. This increases expenses on rekeying. Thus
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in this situation key connectivity is not an issue rather
rekeying is. The evaluation metrics are mainly based on
the architecture and keying mechanism used.

2 Related Works

Some schemes follows partial pairwise key methodol-
ogy [5]. For a network with n nodes, it is not necessary
to store n-1 keys in each node to achieve a connected
graph. The degree of each node is determined by the
probability of connectivity. Usually it is expected to be
high. Basic Scheme [9], Q-composite [3] are based on
this method. These schemes undergo three steps: Key
Pre-Distribution phase; shared-key phase and path key
establishment phase. Bloms [1] scheme; Du-et-al [6] mul-
tiple space, LU [12] schemes are also pair-wise schemes.
Instead of storing the keys directly [18], corresponding
rows and columns of the matrix are stored [14] and pair-
wise key is generated using vector multiplication when-
ever two nodes want to communicate. Most of the hier-
archical network schemes [8] use group key mechanisms.
Resilience and node revocation becomes an issue. Many
schemes [17] are introduced without deployment knowl-
edge. As a result, the probability to nodes to be within
each others communication is less. Thus the connectiv-
ity is less. Considering all these factors, the PROPOSED
scheme is a mixture of pairwise, group, matrix-based, hi-
erarchical network with deployment knowledge.

3 Our Contribution

The proposed scheme is a matrix based scheme. A sym-
metric matrix is decomposed into two matrices using
CHOLESKY factorization. It is almost similar to LU
scheme. The reason for choosing CHOLESKY factoriza-
tion is that: the two matrices are lower triangular matrix
and its transpose. This reduces STORAGE, COMPU-
TATION and COMMUNICATION overhead to a large
extent. It is enough to store only the row values unlike
LU Scheme where in row and corresponding columns are
stored. This reduces the MEMORY CONSUMPTION to
half of that consumed in LU [12, 16] scheme.

The proposed scheme uses the HIERARACHICAL
NETWORK STRUCTURE to enhance DIVISION OF
LABOUR. Processing and work decrease down the group.
This gives a clear idea of what type of nodes to be used
at which level. Two types of keys used in the proposed
scheme: pairwise key [3, 5, 10] and the other Group key.
Group key is mainly used for commenting purposes. Pair-
wise keys serve two purposes. Firstly, they are used
in message passing then its for node revocation. The
corresponding group head will initiate the node revoca-
tion. This involves deleting records pertaining to the
captured node and replacing the old group row with new
one. This cannot be multi-cast because even the cap-
tured node will receive the message. Thus the pairwise
key between a node and the group head is used for it.

Figure 1: Layered clustered architecture - WSN

Proposed scheme also uses message passing efficiently by
providing three level authentications cum key generation
mechanism within three steps.

4 The Proposed Scheme

4.1 Architecture

The four layered clustered architecture comprises of Base
station at the top level, Cluster heads at the second level,
High end sensors as the group head in the third level and
Low end sensor nodes at the bottom level (see Figure 1).

The main advantage of a multi-layered clustered archi-
tecture [11] is that the number of keys loaded in each sen-
sor nodes will be appreciably less compared to distributed
sensor networks. The hierarchical architecture enhances
the scalability of the system. Further it provides Division
of Labor system where in each node is loaded with opti-
mal work it can perform [7]. Thus, hierarchical clustered
architecture [13] gives a clear idea of what type of nodes to
be used at different levels. The main objective in WSN is
to achieve 100% connectivity at low power consumption.
To achieve maximum communication range the node con-
sumes maximum transmission power and thus the range
of communication is traded-off with energy consumption.
Typically, WSN nodes are expected to work efficiently
at low power consumption. Hence decreasing the power
consumption cuts down the communication range.

The nodes communicate with other nodes without any
nodes intervention without regarding the transmission
power of communication [15]. The main advantage of this
is the security which is 100%, further; the data received is
a primary data. Also there is minimal possibility of data
loss. But still this is not welcomed in WSN because of its
high energy consumption. Here for 100% connectivity all
the nodes should be in the communication range of other
nodes, this limits the network coverage.

These multi-hop techniques are used. The communi-
cation range of a node is reduced subject to the energy
consumption constraint. In order to achieve 100% con-
nectivity it is not necessary for all nodes to be within the
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Figure 2: Direct and multi hop communication - WSN

communication range of nodes (see Figure 2).
It can be achieved using multi-hopping where in the

two nodes, which are out of their communication range,
communicated via the nodes present within the range.
The identification of such nodes leads to path establish-
ment phase. The main disadvantage of this is data loss
and insecurity. Since the communication range [17] of a
node is reduced keeping in mind the power consumption,
multi-hop techniques are used for long range communi-
cation. Here low end sensor nodes are grouped under
High end Group heads (nodes). If one node in a group
wants to communicate with the node in the other group
multi-hopping is done via their respective group heads.
By doing this data is more secure as the receiving node
knows the source of the message, also always there exist
exactly two nodes (the respective group heads) in between
the sender and the receiver. Thus the proposed scheme
uses the optimized connectivity with minimal power con-
sumption as the criterion for grouping nodes. The same
criterion is followed for clustering group heads under pow-
erful cluster heads. The cluster heads communicates di-
rectly with the base station. The proposed multi-layered
clustered architecture is hence the best architecture.

4.2 Communication Flow

Base Station: Full duplex communication between base
station and cluster heads.

Cluster Head: Full duplex communication between
cluster heads (inter), base station and group heads

(intra).

Group Head: Full duplex communication between
group heads (inter), cluster head and sensor nodes
(intra).

Sensor Nodes: Full duplex communication between
nodes and group heads (within a group) [13, 14, 15,
18].

4.3 Outline of the Scheme

All the sensor nodes are loaded with the programs and
data before deployment. Based on the locality of deploy-
ment, the sensor nodes are grouped under High end sensor
nodes. Further the groups are clustered (depending upon
the structure of deployment) under cluster head. Thus the
knowledge about the locality of sensor nodes is known in
advance. The base station is fed with the details of all
sensor nodes, group as well as cluster heads such as Num-
ber and IDs of all nodes belonging to a group; Number
and IDs of all group head belonging to a cluster; Number
of clusters and ID of each cluster head. Lower Triangular
matrices decomposed from a symmetric matrices form the
basis of key generation. The symmetric decomposition is
done using CHOLESKY decomposition [15].

Assume there are c clusters, g groups, and n nodes.
Thus c × c symmetric matrix is allotted for inter-cluster
communication along with the base; c(g × g) symmet-
ric matrices for inter grout (intra cluster) communication
within a cluster; g(n × n) symmetric matrices for inter
node (intra group) communication. The trick of the trade
is that the values of the order of the symmetric matrices
are kept as large as possible. This is done to achieve bet-
ter scalability. Using separate sets of matrices for different
layers of architecture, different sets of keys are generated
for each layer. Each layer is a completed graph with m
nodes (m is appreciably less than the order of the symmet-
ric matrix allotted to it). For commanding purpose say
from base station to cluster heads or from cluster heads to
its group heads or from group heads to its nodes a unique
key is generated at each level. A key array consisting
of possible keys with which a node can communicate is
stored in its memory. This ensures authenticated com-
munication between nodes. A Common hashing array for
generating indices is used for encrypting the message. Pe-
riodically checks are made by the respective heads to test
whether a node is alive or dead.

4.4 System Components and Functional-
ities

Base Station. This is the master node of the network.
It is at the topmost level of the architecture [18].
It commands and controls all its co-ordinate nodes.
It receives the aggregated data from various cluster
heads and processes it [7, 18]. It stores cluster IDs,
group IDs, number of clusters, number of groups in a
cluster, number of nodes in a group along with their
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IDs. Further it stores one row of the c× c matrix for
establishing pairwise key between cluster heads for
inter cluster communication; one common row from
the c× c matrix for broadcasting. It also stores Key
pool, hashing array [11].

Cluster Head. This node serves two purposes: one is
that it reduces the burden of the base station by
performing data aggregation and distribution of mes-
sages from/to various group heads; the other is that it
aids inter-group communication by acting as a medi-
ator [7, 18]. Moreover it initiates group head revoca-
tion. It stores Cluster IDs, Group IDs, and number of
groups under its control. One row of c× c matrix for
inter cluster communication; one row from the allot-
ted GXG matrix for intra- cluster (inter-group) com-
munication; the common row stored in base station
(to receive message broadcasted by the base station)
and one common row of g×g matrix for broadcasting
(to group heads) purpose. Further it also stores the
hashing array and key pool list.

High End Sensor Nodes/Group Heads. This node
plays the role of cluster heads at this level, i.e., it
performs data aggregation and distribution of mes-
sages from/to its nodes. This also takes the role of
initiating node revocation [7, 18]. It stores IDs of
node belonging to it, IDs of group heads belonging to
same cluster. One row of GXG matrix for inter group
communications; one row of NXN matrix for intra-
group (inter-node) communication; the common row
of GXG matrix stored in its cluster head (to receive
the message broadcasted by cluster head); one com-
mon row of NXN matrix for broadcasting (to nodes)
purpose. Further it also stores the hashing array and
key pool list [4, 13].

Low End Sensor Nodes (simple called nodes).
This is the working node of the system, which senses
and transmits sensed data to its group heads. Group
ID, one row of the n × n matrix for communicating
with group head; the common row stored in its
group head (to receive the message broadcasted by
it). Further it also holds the hashing array and a
key list with two elements one the key value for
communicating to group head and the other for
receiving the broadcasted message [4, 13].

NOTE: Different sets of matrices are dedicated to dif-
ferent cluster heads. Though the hashing array stored
in the nodes is same for all, the key pool list varies in
accordance with the matrices allotted to it.

4.5 Key Management

4.5.1 Symmetric Matrix Decomposition

The methodologies used in this scheme are listed as fol-
lows:

Cholesky factorization. LU decomposition constructs
both lower and upper triangular factors L and U
Cholesky decomposition constructs a lower triangu-
lar matrix L whose transpose LT itself an upper tri-
angular matrix such that A=LLT .

Cholesky Factorization Algorithm. If the order of
the A matrix is N then,

1) Set k = 1;

2) Repeat the following until k <= N ;

3) For Kth N ×N Matrix:

a. ak,k =
√
ak,k;

b. ak+1:N,k = ak+1:N,k/ak,k;

c. ak+1:N,K+1 = ak+1:N,K+1 – ak+1:N , k ∗
ak+1,k;

d. ak+2:N,k+2 = ak+2:N,k+2 – ak+2:N,k∗ak+2,K

and so on;

e. Increment k by 1.

4.5.2 Pre-deployment Phase

All the parameters that are mentioned in the system and
component phase are loaded to the appropriate nodes.

4.5.3 Key-establishment Phase

After successful deployment of nodes establishing connec-
tivity is the crucial step. This is done using keys. In
simple words two nodes can communicate if and only if
they share a common key.

4.5.4 Pair-wise Key Establishment

Steps involved in pair-wise key establishment [10] between
two nodes:

1) The sender node A sends its row Rna in format I
node to the receiver node B.
Message Format I: NodeIDB || row values || hash-
ing index (base) || hashing index (shift) || NodeIDA.

2) Node B receiver the messages and retrieves the row
values of A. It computes the Key KAB and checks it
presence in the Key pool. If it is present then Node B
sends its row, checked bet, hash of the key in format
2 to A.
Message Format II: NodeIDA || row values ||
hash(key) || checked bht || hashing index(base) ||
hashing index(shift) || NodeIDB .

3) Node A receives the message and retrieves row values
Rnb of B, key value KAB and computes the key value,
KBA using Rna and Rnb. Then it checks whether
KBA is present in its key pool and also reA matches
with KAB . If it matches node A sends the message
to B using shh computed key.
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4.5.5 Group Key Establishment

Group key are mainly used for commanding and control-
ling the nodes. There is only one group key at any level.
Here broadcasting technique is followed.

Steps involved in group key establishment:

1) The group head broadcasts the message to all its
nodes using message format I mentioned below.
Message Format I: Group ID || row values || hash
on key || cipher message || hashing index (base) ||
hashing index (shift).

2) Appropriate nodes receive the message and retrieve
the necessary command.

The process of decryption is as same as the process
depicted above in pair wise key establishment.

4.5.6 Cluster Key Establishment

This process is similar to that of group key establishment.

5 Performance Analysis

The following are the factors (affecting performance of the
system) that are analyzed in this phase. These are (1)
Key connectivity; (2) Efficiency (Computation, Storage,
Communication); (3) Scalability.

5.1 Key Connectivity

It is a measure of the possibility of communication be-
tween two nodes in a network; this is usually referred to
as local connectivity [1, 3, 6]. Global connectivity is a
measure of connected components in the entire network.
For system with high performance key connectivity should
be high. This is because with high connectivity probabil-
ity of multi-hopping reduces. This reduces unnecessary
intermediate communications which in turn reduce the
transmission power. Thus battery power (power source
of sensor nodes) is reserved for processing and hence per-
formance increases with key connectivity.

In the proposed scheme, 100% Key connectivity is
achieved at each tier of the hierarchy, i.e., the network
is a completely connected graph at each level of hier-
archy (completely pairwise) as shown in Figure 3. The
proposed network (structure) is a connected (not a fully
connected) graph. As mentioned the connected compo-
nents of the graph are fully connected. Generally, a lot
of communication happens only within nodes of the same
level, i.e., the number of intra-level communications is
more when compared to inter-level communication. Thus
it is enough if 100% key connectivity is assured within a
level and inter-level communication can be achieved us-
ing secondary or ternary neighbors. The proposed scheme
uses this strategy.

Random pairwise scheme: In order to reduce the
Key storage when compared to EG [9] scheme, the entire

Figure 3: Key connectivity vs. Number of nodes

Figure 4: Key connectivity vs Number of hops; RP n =
2000, p vs m

graph is divided into several overlapping connected com-
ponents (nodes). Though this scheme does not support
100% connectivity but ensures the network is connected.
Since all the nodes perform the same tasks, frequent com-
munication between them is required. Thus for two nodes,
which are far apart, to communicate lots of hopping has
to be done, this increases communication overhead. Thus
high key connectivity is achieved at the expense of trans-
mission Power.

For RP scheme the key Connectivity will be p = (1/n)∗
m where p denotes a probability of connectivity; n denotes
number of nodes; m denotes a degree of each node. The
key connectivity for RP scheme is shown in Figure 4.

Asymmetric Pre-distribution scheme: The key
connectivity is not 100% initially. Whenever two non-
connected nodes want to communicate, they first establish
a pair-wise key between them with their first degree H
sensor node. Thus Key connectivity gradually reaches
100% at the expense of memory, i.e., the storage memory
in L sensor nodes inner-cases.

The Key connectivity for AP scheme is 1−((p−m)!(p−
l)!/p!(p −m − l)!)) where p = pool size; e = number of
keys in H - Sensor node; l = number of keys in L- Sensor
node. In the proposed scheme 100% key connectivity is
achieved between primary neighbors, unlike AP scheme
as shown in Figure 5. Thus a balance is stroked between
Key connectivity and Key storage.
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Figure 5: key Connectivity for AP scheme

Figure 6: Storage in proposed scheme

5.2 Efficiency

5.2.1 Storage

A typical node is subject to memory constraints for bet-
ter performance, i.e., a maximum storage capacity of a
node is generally small. Also high end nodes have bet-
ter storage capacity compared to low end sensor nodes.
The proposed scheme uses this fact and stores data ac-
cordingly, i.e., the storage decreases down the hierarchy.
Matrix generation and other major storing activities are
limited with the top level itself.

Proposed scheme: The Storage will be (x/2)(x+ 1)
where x is the number of Nodes and the respective graph
is shown in Figure 6. In LU [10] Decomposition each and
every node stores one row of Lower Triangular matrix and
corresponding column of upper matrix to generate keys by
matrix multiplication. In the proposed scheme the upper
triangular Is the transpose of the lower triangular ma-
trix (U = LT ). This reduces the number of rows to be
stored in each node to one. Let minimum size of one row
be on an average 4 bytes and say there are 5000 nodes
(as in a typical network); LU utilizes 40000 (2*4*5000)
bytes whereas the proposed scheme consumes only half
the above value, i.e., 20000 bytes (4*5000). The remain-
ing reserved memory is efficiently for authentication and
computational purposes.

The storage for LU will be x*(x+1) whereas in LLT it
will be (x/2)(x+ 1) where x be the number of nodes (see
Figure 7).

In Random Pairwise [10] scheme the voting keys, that
are stored in low end sensor nodes, used for node revoca-

Figure 7: Storage in LU vs. Proposed Scheme

Figure 8: Number of nodes vs Memory

tion increases the storage in the nodes. In the proposed
scheme any node revocation within a group or a cluster
is initiated and taken care by their corresponding group
heads of cluster heads, imposing no additional memory
consumption. Head nodes being a high end sensor node
can store additional information. Thus the network objec-
tives are achieved subject to memory constraints without
any degradation in performance.

In Du et al. scheme τ distinct keys spaces from the pos-
sible choices (say w) are randomly loaded into the nodes.
The size of one row is λ+1, thus for each node (λ +1) τ
units are required.In the Proposed scheme many entries
in lower triangular matrix are zero thus size of one row is
far less than that used in Du et al. scheme. This strategy
helps to reduce memory consumption to a large extent.

In LEAP each and every node is loaded with individual
key, pairwise key, group key and cluster key to achieve
high connectivity between different levels of hierarchy.
The proposed scheme uses only pairwise key and group
key to achieve the connectivity that LEAP achieves. This
reduces the memory consumption to almost half of that
in LEAP (see Figure 8).

5.2.2 Computation

Computation is done at the expense of power consump-
tion. Since a node is expected to work with minimal power
consumption too much computation degrades nodes per-
formance. The proposed scheme basically involves three
computations multiplication, one-level base conversion,
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shifting. Multiplication is done for key generation. The
base for conversion is chosen in such a way that it ter-
minates at one level itself, thus restricting the number of
divisions to one. Shifting being a bit twiddling operation
does not consume much power. Thus the computational
power consumption is relatively less compared to many
schemes and also the proposed scheme does not perform
any computation for node authentication. Also since most
of the row entries are zero computation becomes simple.

In Polynomial based scheme the nodes are supposed
to compute their key using n-degree polynomial functions
with two variables which involve computing exponential
powers of those variables and their summation. This con-
sumes a lot power. Proposed scheme limits the number
of arithmetic computations to one or two and mainly per-
forms simple bit twiddling operations and hence consumes
relatively less power. In Blom [10] and Du et al. scheme
the nodes compute keys by multiplying rows and columns.
To reduce storage on each node, only the seed of the col-
umn (Vander monde matrix with seed s) is stored. But
this imposes computational overhead in generating the
column which happens at the expense of power consump-
tion. The proposed scheme has no such overhead in gen-
erating column as only rows are stored.

5.2.3 Communication

Communication is directly related to transmission power.
Thus for high performance unnecessary communications
should be avoided. In the proposed scheme the nodes
are loaded with all the possible keys with which it can
communicate, keeping in mind the transmission power,
before deployment. Many schemes have shared-Key dis-
covery phase and path-key establishment phase. This in-
volves a lot of communication between nodes. The pro-
posed scheme being completely pre-deployed does not in-
volve any communication of this type. Thus saving a lot
of transmission power. Further the proposed scheme in-
volves only two communications for key generation and
node authentication.

In the AP scheme [7], Du et al. matrix scheme,
Blundo, Liu and Ning scheme, q-composite scheme in-
volves both shared key establishment And path key es-
tablishment phase which increase communication. In LU
scheme the key computation involves three steps whereas
proposed scheme uses only two steps, hence 33% transmis-
sion power is saved. Also in LU if there is a key mismatch
then the authentication mechanism (µ TESLA) is initi-
ated which consumes computation power. The proposed
scheme does node authentication and key establishment
within the two steps and hence is efficient.

5.3 Scalability

This measures the performance of the network in addi-
tion of new nodes. For a typical network the performance
should not be affected while adding new nodes. In the
proposed scheme the order of the matrix is set to the max-

imum having a futuristic view on the scalability. When
a node is added to a particular group, unused row of the
allotted matrix is loaded into it along with all other re-
maining necessary data before deployment. The strategy
used here for accommodating a large number of new nodes
is to group them under new group. This strategy handles
scalability to a large extent.

In Hierarchical LU the rows and columns are ran-
domly loaded into the nodes. When more and more new
nodes are added the possibility of two nodes having same
rows increases. Thus probability of link compromising in-
creases. In RP scheme each node is loaded with m iden-
tifiers in its vicinity. When a new node is added, its key
identity must be updated in that connected component of
the network. This imposes communication overhead.

6 Security Analysis

6.1 Resilience

A network should be secure enough so that the entire
message passing is done secretly. This ensures no data
leakage. Thus a malicious user cannot hack the infor-
mation from the nodes in the network. Resilience is a
measure of how quickly the system recovers upon node
capturing. The recovery depends on the impact of node
capturing on the system, i.e., it indirectly measures how
much remaining nodes and links get compromised on node
capturing. A good wireless sensor network must definitely
be resilient, otherwise, the entire system will be attacked
and all the data can be hacked out of it.

6.2 Message Interception

This is a situation where malicious users intercept mes-
sages (brute force attacks) in the network by snoops, traf-
fic analysis, modification, masquerading, repudiation, re-
playing, and denial of service and many other security
threats and attacks. A good network is supposed to en-
sure high data integrity, confidentiality and availability.

The proposed scheme produces cipher messages which
are highly encrypted. Thus any malicious user will not
be able to retrieve any information from it. By doing this
the proposed scheme overcomes the traffic analysis and
spoofing threats. Here the node ID and the computed key
values which are checked against a key pool list acts as
the digital signature to provide authentication. Further,
the proposed scheme uses encipherment and thus ensures
data integrity and overcomes masquerading, modification,
etc.

Assuming the awkward situation where in the attacker
retrieved the content of the message and found the key.
In the proposed scheme each and every node has a unique
pairwise key with each node within a level. The attacker
remains helpless with one key as he will not be able to
masquerade with other nodes. Thus no link gets com-
promised. The only link that gets compromised is the
link from which the attacker retrieved the information.
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In such a situation the corresponding group or cluster
head initiates node recovery mechanism after identifying
malicious network interfaces. Heads replace the row val-
ues and key pool list of all the nodes in the vicinity of the
alien interface with new rows from its allotted matrix and
a corresponding key pool list. This is done by unicasting
all this information to respective nodes.

6.3 Node Compromising

Here the attacker uses any physical attacks to directly
capture nodes. On capturing a node the attacker will get
to know about all the information that is stored in it.

Considering an awkward situation where in a node in
the proposed network is captured physically and all the
information that is stored in it are known to the attacker.
Using this node the attacker can easily communicate with
all the other nodes in its communication range. If the
node is a group head then the attacker will be able to re-
trieve information from the entire cluster in which it be-
longs. In the proposed scheme the respective group head
or cluster head immediately initiates recovery mechanism
after identifying the attacked node, giving no room for the
attacker to extract information from other nodes. Once
the attacked node is known by the group head it initi-
ates node revocation mechanism. Its first and foremost
task is to transmit the node ID of the attacked node to
all the remaining nodes in the cluster. This is done by
unicasting to the nearest node, the attacked node ID, the
new row for group communication and change in hashing
index in hashing format (mentioned above). The nearest
node retrieves all the necessary information and performs
three basic operations. Firstly it passes this message to
its neighbor node which is not the attacked one. Secondly,
it deletes the attacked node ID and its corresponding key
value from the list it stores. It then changes the row for
group communication and updates the old key value for
group communication in the key list with the new com-
puted group key. Thirdly, the node changes the range of
base and shifting number generated by the pseudo ran-
dom generator. Thus though the attacker who knows the
message format can’t hack it because he doesn’t know to
what number the index is referring to. All the other nodes
also do the same. Further this ensures resilient property
in the network.

In the AP scheme, Hierarchical LU scheme, Du et
al. [17] matrix scheme the probability of using the same
key to establish links between different nodes are more be-
cause the rows are randomly loaded into the nodes, i.e.,
two or more nodes may have same row values for shared
key establishment. Thus when one link gets compromised
it will also affect all the other links which used the same
row for generations. In RP scheme the voting keys play a
crucial role in node revocation. This increases storage in
every node. Thus resilience is achieved at the expense of
storage. Also voting leads to communication overhead.

In LU scheme [16] the probability of two nodes to have
same row value increases with an increase in the number

Figure 9: Number of nodes vs probability of link compro-
mised

of nodes and number of keys chosen for the scheme. Thus
number of link compromising increases with increase in
the number of keys in a node as shown in Figure 9. strat-
egy helps to reduce memory consumption to a large ex-
tent.

6.4 Node Authentication

Authentication [13, 14] ensures that both the parties at
the ends of the communication are authenticated. In
the proposed scheme, no additional authentication mech-
anism, like µ-Tesla, is used. Instead a part of the key
generation mechanism is used for authenticating. First
the receiver node that extracts the ID from the message
checks with its node ID. If it matches then it is confirmed
that the message is from authenticated node. Further
confirmation is done by checking the computed key value
with the key pool list it possesses. If there is a match then
authenticated communication takes place between them.
In cases of Mismatch in either of the steps, the corre-
sponding group or cluster head is alerted by the node in
which mismatch occurred. The heads probe into this is-
sue and finds whether mismatch is due to loss of data or
due to malpractices. Thus two level authentications cum
key generation reduces communication to a large extent.

In many schemes such as q-composite scheme, SHELL,
the keys are directly deployed in the nodes. The nodes
there directly send messages using those keys. In order
to authenticate nodes some additional mechanisms are
needed. But only a few schemes incorporate such mecha-
nisms. Thus attacking such networks with less or authen-
tication is simple. Authentication ensures data integrity
and confidentiality in a network.

7 Summary and Conclusion

An Efficient Key Management scheme for WSN with
multi-tier and multi clustered architecture using LLT is
discussed LLT matrix will play a vital role to achieve
FULL local key connectivity with less communication and
less computation overhead. This Proposed protocol is an
efficient, secured, scalable and multilevel authenticated
between nodes, nodes to group head, group head to clus-
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ter head and cluster head to cluster head. In this ar-
chitecture, Choleskey decomposition constructs a lower
triangular matrix L, whose transpose LT itself an upper
triangular matrix such that A=rLT . Using this technique
pairwise key establishment phase, Group key establish-
ment phase, cluster key establishment phase is achieved.
Performance analyzes in terms of key connectivity, effi-
ciency, scalability are done and the results are noted. The
security analysis are made related to resilience and node
authentication and the results are noted finally the com-
parison is made between proposed scheme with an existing
key management scheme in terms of performance and se-
curity analysis. The summary of the results is discussed in
Table 1. The results indicate that the proposed scheme is
well suited for dynamic homogeneous and heterogeneous
sensor networks.

Table 1: Summary and result

Metrics Achievements
Key Connectivity 100% Local key Connectivity
Storage Less Storage;
Communication No shared key and path key

establishment phase
Computation Bit twiddling operation re-

duces computation overhead
Scalability Unused rows from the matrix

is loaded
Resilience Changing the range of base

and shift number
Authentication Multi-Tier authentication,

where node ID’s acts as a
digital signature
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