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Abstract

The conventional text similarity detection usually use
word frequency vectors to represent texts. But it is
high-dimensional and sparse. So in this research, a new
text similarity detection algorithm using component his-
togram map (CHM-TSD) is proposed.This method is
based on the mathematical expression of Chinese charac-
ters, with which Chinese characters can be split into com-
ponents. Then each components occurrence frequency
will be counted for building the component histogram
map (CHM) in a text as text characteristic vector. Four
distance formulas are used to find which the best distance
formula in text similarity detection is. The experiment re-
sults indicate that CHM-TSD achieves a better precision,
recall and F1 than cosine theorem and Jaccard coefficient.

Keywords: Component histogram map, distance calcula-
tion, text similarity detection

1 Introduction

As a branch of natural language processing, text simi-
larity detection is more and more important for infor-
mation security. It has been used in many fields such
as information retrieval (IR), duplicated detection, Data
clustering and classification [3]. In general, there are two
ways for text similarity detection, one is that based on
semantic similarity, and the other one is non-semantic.
Semantic similarity detection usually based on dictionary
computation like HowNet [13] and WordNet [4]. Huang
has ever proposed a method that combined the external
dictionary with TF-IDF to compute text similarity [5].
Some people also use a large-scale corpus for semantic
similarity detection [7], but its uncommon because of its
disadvantages. Non-semantic similarity detection mostly
uses word frequency statistics and string comparison two

methods. The most common used methods of word fre-
quency statistics are VSM [11, 12] the text similarity can
be computed through cosine [14] theorem or Jaccard co-
efficient [10]. In the other hand, Shingling [15] and maxi-
mum string matching algorithm [6] is often used for string
comparison. All of the methods above performance well in
certain situations, but there are also some shortcomings.
For examples, the semantic method based on dictionary
is too depending on person and the knowledge library
to express the sense of a word exactly. Word frequency
statistics is very high-dimensional and sparse [8].

From the above, a new Chinese text similarity de-
tection method was proposed. This method used CHM
(component histogram map) to avoid high-dimensional
and sparse problem. Mathematical expression of Chinese
characters [9], used to split Chinese characters into com-
ponents was the basic theorem for this method. And the
components were taken as research object. Components
are correlated with each other to compose Chinese char-
acters, so these components are correlative. CHM was
built with each components occurrence frequency. Then
the distance between text and duplicate text is calculated
with Bhattacharyya formula. From the results, we can see
that CHM-TSD performance better than cosine theorem
and Jaccard coefficient.

2 Related Theories

In the process of text duplicate detection, text feature
representation and similarity detection are two very im-
portant steps [12]. VSM is the most common method for
text feature representation. Assuring di is the i-th text,
Wij is the weight of the j-th word of di, then the i-th text

can be represented as ~di = (Wi,1,Wi,2, · · · ,Wi,3), so all
the texts in the experiment can compose a vector space
D = ( ~d1, ~d2, · · · , ~dn). The similarity of each pair of text
can be computed as two vectors distance through cosine
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theorem. The formula is as follows:

sim(di, dj) = cos(θ)

=
~di · ~dj∥∥∥~di∥∥∥× ∥∥∥~dj∥∥∥

=

∑n
t=1Wi,t ×Wj,t√∑n

t=1W
2
i,t ×

√∑n
t=1W

2
j,t

,

where
∥∥∥~dj∥∥∥ is norm of di. The value of cosine similarity

between two vectors is between 0 and 1, 0 indicates the
two texts are different and 1 indicates they are the same.

In the Chinese character library, there are 6763 com-
mon Chinese characters which encoded with Gb-2312.
And all these Chinese characters can be combined to
thousands of words and even more. For example, the
word segmentation software of Chinese Academy of Sci-
ence (ICTCLAS), has extracted 130,000 commonly used
words from the corpus provided by Sogo lab [8]. So it
is obvious that the number of Chinese word in a corpus
needs to be counted is quite big. This leads to high-
dimensional and sparse vectors space. Therefore, a new
text representation method based on component relation
map has been proposed.

A mathematical expression of Chinese characters of a
Chinese character is a formula for splitting Chinese char-
acters into components. It composes of operators and
components. Component is a part of a Chinese character
and composes of strokes. Every component has a corre-
sponding number as its identifier. There are two kinds
of components, one is the ordinary components, and the
other called composed components consist of two or more
components by certain structural rules. As shown in Fig-
ure 1. Chinese characters are formed with the components
by different structural rules [9].

There are six operators of the mathematical expression
of Chinese characters, lr(left right), ud(up down),
we(whole embody), lu(left up), ld(left down),
ru(right up). All these operators represent the
combination mode of components. As shown in Figure 1,
the rectangle A and B are components [9]. A lr B means
that A is on the left and B is on the right. It has two
results, a composed component and a Chinese character.

As mentioned above, Chinese characters are compose
of components and correlated rules. In this research, we
have selected 505 components which can form all the com-
mon used Chinese characters as research objects. As Chi-
nese characters increasing, the number of each component
will increase clearly, but the number of kinds of compo-
nents won’t. Figure 2 gives some examples of mathemat-
ical expression of Chinese characters.

Figure 1: Intuitive description of the operators

Figure 2: Mathematical expression of Chinese characters

3 Text Duplicate Detection
Model

3.1 Detection Model

Text duplicate detection model divides into three mod-
ules: 1)text preprocessing. 2) build the component his-
togram map. 3) Calculate the distance between text in
database and detected text. The framework of this model
is as shown in Figure 3. When two texts are prepared,
the number, English characters, and the stop and use-
less words are deleted first. So there are only Chinese
characters retained. After the preprocessing, all Chinese
characters in texts are split into components through the
mathematical expression of Chinese characters. Then the
occurrence frequency of each component will be counted
for building the histogram maps. At last, all the compo-
nent histogram maps of each pair of texts are matched to
get the text similarity. The core module of this model is
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Figure 3: The text duplicate detection model

text duplicate detection using component histogram map.

3.2 Component Histogram map

Rule 1. Assuring that c denotes component and T is a
text, then ci is the ith component and the text T
can be regarded as a set of components, so T =
{c1, c2, c3, · · · , ci, · · · , cn}.

Rule 2. T is the preprocessing text, W is a set of words
appearing in text T . Ω is a basic component. wi is an
element of W . t(c, wi) is the number of c appear in
word wi. N(c) denotes component c appear in text
T :

N(c) =
∑
wi∈Ω

N(wi)× t(c, wi).

Definition 1. Component histogram map is defined as
H = {fc1 , fc2 , · · · , fcn}, where fci is the frequency of the
ith component in text T . Figure 4 is a CHM of the text
extracted from experiment data corpus. fci is counted in
the following.

f(ci) =
N(Ci)∑n
i=1N(ci)

.

From the definition of component histogram map,
there are some properties.

Property 1. A component histogram map only reflects
components frequency in a text. The location of a
component appear in the text do not depict in the
map.

Property 2. The mapping relation between component
histogram map and text is many to one. A text only

has a component histogram map, but different texts
may have the same component histogram map.

Property 3. A sub component histogram map in a text
can into the whole map.

As the properties are shown in the former section, this
method may bring a false negative, which a text is not a
duplicated text, but it is detected as a duplicated one.

Figure 4: Component histogram map

3.3 Distance Calculated

Text feature representation and similarity detection are
two very important steps in the process of text dupli-
cate detection. We use the component histogram map as
feature representation. Now, we take the similarity de-
tection into account. To two feature vectors, the common
method is distance calculation between the two vectors.
So we choose distance calculation to measure the similar-
ity between the two texts.

Assuming text T1 and text T2, the component his-
togram map is denote H1 and H2 by each. So the dis-
tance between T1 and T2 can be denoted as follows.

D = Dis(H1, H2).

If the value of D is equal to 0, the texts are complete
similarity. If the value of D is equal to 1, the texts are
completely different. Others may use a threshold α to
determine the texts are belonging to. In order to reduce
the false positive and false negative, we select fours dis-
tance calculation formulas, Correlation, Chi-Square, In-
tersection, and Bhattacharyya. In the following section,
we will show which is the best distance calculation for-
mula used in our method. The four formulas are shown
as follows.
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Correlation:

D(H1, H2) = 1−
∑n

i=1(H1(i)−H̄1)(H2(i)−H̄2)√∑n
i=1(H1(i)−H̄1)2)

∑n
i=1(H2(i)−H̄2)2)

.

Chi-Square:

D(H1, H2) =

n∑
i=1

(H1(i)−H2(i))2

H1(i) +H2(i)
.

Intersection:

D(H1, H2) = 1−
∑n

i=1min[H1(i)−H2(i)]∑n
i=1H1(i)

.

Bhattacharyya:

D(H1, H2) =

√
1−

∑n
i=1

√
H1(i)·H2(i)

n
√

H̄1H̄2

,

where H̄k =
∑n

i=1 Hk(i))

n .

4 Experiments Results and Per-
formance Analysis

4.1 Performance Analysis

The experiment text corpus includes 200 pair entries col-
lected from the Internet. 200 entries are collect from
Baidu [1] and the same entries come from Baike [2]. The
experiment tools include MATLAB 7.0 and C#.

In this research, we use precision P , recall R and F1-
Measure for analyzing the results of experiment. This
three indexes are most commonly used in the field of in-
formation retrieval and natural language processing. Pre-
cision is the fraction of retrieved instances that are rele-
vant, while recall is the fraction of relevant instances that
are retrieved. F1 is a synthesis evaluation parameter of
precision and recall. The specific calculation formulas are
as follows:

P =
truepositives

truepositives+ falsepositives

R =
truepositives

truepositives+ falsenegatives

F1 =
2 ∗ P ∗R
P +R

.

4.2 Experiment Results And Analysis

Firstly, we use the four distance formulas to calculate the
200 pair texts entries and select ten entries of them shown
in Table 1. As shown above, the distance value is smaller,
the two texts are similarity. When the two texts are dif-
ferent from the content, the distance value will larger. So,
we can see from the table, the distance value of text pair
number 5 equal to 0, the content of the text are similar-
ity. We analyzes the two texts by manual, and found the
two texts are similarity. Another number 3, the distance

value is larger to 0, so the two texts are different from
each other in contend. This is fit to our manual analysis.

The threshold α is important criteria in our detection
algorithm. The criteria will affect the parameters of our
detection algorithm. So, it is important to select appro-
priate threshold α. Firstly, we select distance formula
Bhattacharyya to show the threshold α effect the param-
eters of algorithm. The parameters of precision P , recall
R and F1-Measure with different threshold α is shown in
Figure 5. From this graphic, with the threshold α larger,
the parameters P , R and F1 are close to 1. When the
threshold α is 0.3, the three parameters equal to 1. But
if the threshold α is becoming smaller, the parameters P,
R and F1 reduce very fast. So, we choose the threshold
α = 0.1 to test the four distance formula. The experiment
result is shown in Figure 6.

In order to get the best performance, we think about
the threshold α and F1. The experiment result is list in
Table 2. From this table, when the distance formula is
Bhattacharyya and the threshold α = 0.1, F1 = 0.9.

Figure 5: Threshold α

Figure 6: Distance formulas
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Table 1: The distance of four formulas

Pairs of Numbers Correlation Chi-Square Intersection Bhattacharyya
1 0.045617 0.11053 0.16319 0.18374
2 0 0.00020945 0.006156 0.0072509
3 0.071436 0.14858 0.20078 0.22477
4 0.025078 0.076275 0.13112 0.15592
5 0 0 0 0
6 0.030073 0.096455 0.14462 0.17483
7 0.011809 0.03041 0.087298 0.092447
8 0.001564 0.0052661 0.03533 0.036437
9 0.014378 0.046964 0.0998042 0.11998
10 0.04337 0.15721 0.18893 0.22385

Table 2: Threshold α and F1

Distance formula α F1
Correlation 0.2 0.6
Chi-Square 0.15 50.8
Bhattacharyya 0.08 0.8
Intersection 0.1 0.9

After the parameter of our detection algorithm is
found. We select Cosine algorithm and Jaccard method
proposed in literature to prove ours are better than the
two methods in many areas.The parameters P , R, F1 is
shown in Figure 7. From this graphic, ours method is
better than Cosine and Jaccard.

Figure 7: F1 to different methods

5 Conclusion

Text duplicate detection is mainly used for copy detec-
tion and webpage de-duplicate. It is also an effective ways
for maintaining information quality. This paper put for-
ward a new algorithm of text duplicate detection after the
analysis and research on the structure of Chinese charac-
ters. CHM-TSD starts a new view of Chinese text simi-
larity detection research. Chinese characters in text are
split into components to build CHM. The texts similar-
ity is obtained by computing the distance of all text CRM
and duplicated text CHM. The experimental results show
that CHM-TSD performs better than cosine theorem and
Jaccard coefficient.

This paper provides a new idea of the natural language
processing. The method can be used for text information
processing and duplicated webpages deletion. In our fu-
ture work, we will improve the efficiency of component
decomposing and enhance the precision of the algorithm
on the detection of the two texts that have a large varia-
tion on the number of words.
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