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Abstract 

In the exploiting modification direction (EMD) method, a 

secret digit in (2n+1)-ary notational system is embedded 

into a group that is consisted of n pixels. Only one pixel in 

a group at most is being modified by either increasing or 

decreasing one. Therefore, the maximum embedding rate of 

EMD method is (log2(2n+1))/n when n≧2. In order to 

increase the embedding capacity of EMD method, a new 

adjustment data hiding method based on c
n
-ary notational 

system is proposed in this paper. In the proposed method, at 

most n pixels in a group can be modified and each pixel has 

c different ways of modification. As the result, the maximal 

embedding rate of the proposed method is log2c. The 

experimental results demonstrated that the proposed 

method provides a higher embedding capacity than the 

compared methods and a satisfied image quality of stego-

image. The proposed method provides an average 1~4.75 

bits per pixel (bpp) and an average peak signal-to-noise rate 

(PSNR) of 51.14~30.30 dB with different c. In addition, 

the proposed method also inherits the advantageous 

properties of EMD method: the computation efficiency and 

the ability to resist steganographic attack. 

Keywords: Embedding capacity, embedding rate, image 

hiding, steganographic attack  

1   Introduction 

As the Internet has developed rapidly and became more and 

more popular, it is quite common for people to transmit the 

data to others via Internet. However, the illegal attackers 

can easily steal the data through the public Internet. Image 

hiding is one of the data security technologies to protect the 

secret data from illegal interception [1-2, 4-8, 10-12]. In the 

image hiding, the secret data is embedded into an image 

called cover image. Once the secret data are embedded, the 

cover image becomes a so-called “stego-image”, and then 

the data becomes invisible for the illegal attacker. That is, 

illegal attackers should not be able to notice the existence 

of the embedded data, even though they have carefully 

analyzed the stego-image. Two important issues of image 

hiding are preserving good image quality and increasing the 

embedding capacity at the same time [4-5]. However, this 

is a trade-off problem. If we want to improve the image 

quality, we would have to sacrifice the embedding capacity, 

and vice versa.  

In recent years, many image hiding methods have been 

proposed. Turner [9] presented a simple hiding method 

called least significant bit (LSB) replacement method. In 

the LSB replacement method, the binary secret bits are 

embedded into the LSBs of pixels in the cover image by 

replacement operation. The maximum embedding capacity 

is quite limited. However, the LSB replacement method 

cannot resist against the statistical analysis [3, 11]. 

Milikainen [7] proposed the LSB matching revisited 

method based on pixel pair to improve the security of LSB 

replacement method. The LSB matching revisited method 

can resist the statistical analysis, since it does not possess 

the asymmetric property of LSB replacement method [7]. 

However, maximum embedding capacity of the LSB 

matching revisited method is not raised same with the LSB 

replacement method. Chang et al. [2] introduced a new 

image hiding method based on discrete cosine transform 

(DCT). In Chang et al.’s method, the cover image is first 

converted into frequency domain. After that, the secret data 

are embedded into the coefficients of the medium 

frequency. The embedding capacity of Chang et al.’s 

method is low since only a few coefficients can carry the 

secret data. In addition, Chang et al.’s method needs 

complicated computations to transform the cover image 

into the frequency domain and the stego-image into its 

spatial domain. 

Zhang et al. [12] proposed a new data hiding method 

based on exploiting modification direction (EMD) method, 

called EMD method. The binary secret bits are converted 
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into a sequence of secret digits in a (2n+1)-ary notational 

system and a group with n pixels used to carry one secret 

digit. In the EMD method, only one pixel at most in a 

group is increased or decreased by one. Accordingly, the 

EMD method provides a high image quality but the 

theoretical maximum embedding rate of EMD method is 

only about 1.16 bits per pixel (bpp) when n=2. In practical 

experiment, the embedding rate for the EMD method 

reaches only 1 bpp at the base 5 of numerical system. 

Moreover, the embedding rate of the EMD method 

decreases along with an increase of n. Lee et al. [5] 

improved the EMD method based on pixel segmentation 

strategy. Lee et al.’s method can produce an embedding 

capacity 1.7 times more than that of EMD method, but the 

average peak signal-to-noise rate (PSNR) of Lee et al.’s 

method decreased 8 dB more than EMD method. The 

EMD-2 method is proposed to improve the EMD method 

by Kim et al. [4]. The EMD-2 method allows only two 

pixels at most in a group of n pixels are modified by 

increasing one or decreasing one. The EMD-2 method can 

provide 1.58 bpp and similar image quality of EMD 

method when n=2. 

In this paper, an adjustable image hiding method for 

improving the EMD-based methods is proposed. In this 

method, the binary secret bits are firstly converted into a 

sequence of secret digits in c
n
-ary notational system. After 

that, a group with n pixels is used to embed a secret digit, 

and n pixels are modified at most with c different ways of 

modification. With various c values, the proposed method 

can provide an average of 1~4.75 bpp and an average 

PSNR of 51.14~30.3 dB, which means the embedding 

capacity can be adjusted depending on the requirements of 

application. In addition, the proposed method also inherits 

the advantages of EMD method: the computation efficiency 

and the ability to resist steganographic attack [4-5]. The 

experimental results have demonstrated that the proposed 

method provides a higher embedding capacity while 

satisfying image quality of stego-image than the compared 

methods. 

The rest of this paper is organized as follows. In 

Section 2, we review the EMD method. Then, in Section 3, 

we introduce the proposed method including embedding 

and extracting procedures for gray-level images. In Section 

4, we make comparisons of embedding rate R and stego-

image quality between the proposed method and other 

related methods. Finally, we will provide a conclusion of 

our work in Section 5. 

2   The EMD Embedding Method 

Zhang et al. [12] presented a new image hiding method, 

which is called exploiting modification direction (EMD) 

method. In this method, the secret message is converted 

into a sequence of binary bit streams. The secret bits are 

divided into N pieces with L bits, and each secret piece is 

presented as a decimal value by D digital numbers in a 

(2n+1)-ary notational system, where  

                
 

, 
length bitsSecret 

,)12(log2










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L
N

 nDL
                     (1) 

n is a parameter to determine how many pixels of cover 

image are used to hide one secret digit.  

In the embedding phase, EMD method firstly uses 

pseudo-random generator to permute all pixels of cover 

image according to a secret key. After that, EMD method 

partitions the permuted pixels into a series of groups. The 

group is denoted as a vector Gn=(g1, g2, …, gn), which is 

consisted of n cover pixels. A weight vector Wn=(w1, 

w2, …, wn)=(1, 2, …, n) is defined. Therefore, the EMD 

method defines an embedding function f as weighted sum 

function modulo (2n+1) for each group, a secret digit d can 

be carried by the n cover pixels, and at most one pixel is 

increased or decreased by one. f can be expressed as 

Equation (2): 
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After embedding a secret digit d in the group Gn, Gn is 

modified into ),,,( 21 nn gggG   , which is defined 

according to following conditions: 

1. ),,,(),,,( 2121 nnn ggggggG   , if d=f. 

2. When d≠f, computes s=d-f mod (2n+1) and 

nins
sig

sig
g

i

i

i  ..., 2, 1,for  ,  and ,
 if,1

 if      ,









 . 

3. Otherwise, 

nins
s nig

snig
g

i

i

i  ..., 2, 1,for  , and ,
12 if 1,

12 if ,











 

From the above properties, the EMD method allows 

only one pixel value to be modified in a group, or none of 

the pixel values in the group to be modified. That means, 

one pixel is either increased or decreased by one; otherwise, 

all the pixels in the group get no modification at all. Thus, 

we can generate a corresponding table by the above 

embedding strategy to modify the pixel value while the 

secret digit is embedded in the Gn. Table 1 demonstrates 

the corresponding table with n=3 in EMD.  

For example, let a secret digit d be 2, n be 3, Gn=(3, 1, 

5), so that the f is computed as (3×1+1×2+5×3) mod 7=6 

and s=(2-6) mod 7=3. Since s=3 is less than n=3, g3 is 

increased by one, and it is corresponded to Case 2 (see 

Table 1). Therefore, 3G  is calculated as (3+0, 1+0, 

5+1)=(3, 1, 6) with the secret digit d=2 embedded.  

In the extracting phase, the secret digit can be extracted 

from stego-group ),,,( 21 nn gggG   by the following 

extraction function shown as Equation (3). 

1)(2mod)(), ,,(
1

21 







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nwgg ggf
n

i
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Table 1: The corresponding table with n=3 in the EMD method 

 1 2 3 

1 2 3 

Case 1 0 0 0 

Case 2 0 0 +1 

Case 3 0 0 -1 

Case 4 0 +1 0 

Case 5 0 -1 0 

Case 6 +1 0 0 

Case 7 -1 0 0 

Table 2: A mapping corresponding to the minimum modification vector with n=3, c=2 and k in the proposed method 

(W3,2={2
0
, 2

1
, 2

2
}) 

 w1=2
0
 w2=2

1
 w3=2

2
  

mv1 mv2 mv3 

Case 1 0 0 0 0 

Case 2 0 0 +1 4 

Case 3 0 +1 0 2 

Case 4 0 +1 +1 6 

Case 5 +1 0 0 1 

Case 6 +1 0 +1 5 

Case 7 +1 +1 0 3 

Case 8 +1 +1 +1 7 

Table 3: The corresponding mapping with n=2, c=4 in the proposed method (W2,4={4
0
, 4

1
}) 

 w1=4
0
 w2=4

1
  

mv1 mv2 

Case 1 0 0 0 

Case 2 0 +1 4 

Case 3 0 -1 12 

Case 4 0 +2 8 

Case 5 +1 0 1 

Case 6 +1 +1 5 

Case 7 +1 -1 13 

Case 8 +1 +2 9 

Case 9 -1 0 15 

Case 10 -1 +1 3 

Case 11 -1 -1 11 

Case 12 -1 +2 7 

Case 13 +2 0 2 

Case 14 +2 +1 6 

Case 15 +2 -1 14 

Case 16 +2 +2 10 
 

The EMD method provides a good quality of stego-image 

with an average PSNR value of more than 51 dB, and the 

theoretical maximal embedded rate 
n

n
R

1)(2log 2 


 of EMD 

method is 1.16 bpp for the best case n=2. 

3   Proposed Method 

In this section, the proposed data hiding method is 

introduced in detail. The proposed method is consisted of 

embedding and extracting procedures. In the embedding 

procedure, the secret digits are embedded into a c
n
-ary 

notational system in a group of pixels with c as a constant 

parameter, which implies there will be c status for a pixel to 

be changed for embedding a secret digit. In the extracting 

procedure, the secret data can be completely extracted from 

the stego-image. In a group of the proposed method, at 

most n pixels need to be modified, and each pixel has c 

modifications. 

3.1   Embedding Procedure 

Let S be a series of binary secret data and I be a gray-level 

image of W×H pixels. S is divided into N pieces with L bits 

and each secret piece is converted into a secret digit d 

based on c
n
-ary notational system. The proposed method 

i 

Case W3 

k Case MV 

W3,2 

k 
Case 

W2,4 
MV 
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firstly selects a key α  to pseudo-randomly permute all 

pixels in I. After that, the proposed method partitions the 

permuted pixels into a series of groups. Each group 

contains n permuted pixels and is denoted as a vector, 

Gn=(g1, g2, …, gn). In EMD method, only one pixel is 

changed at most by either increasing or decreasing one; 

otherwise, no modification is needed. The modification 

interval for a pixel to carry secret digit in the EMD method 

is [-1, 1], which narrows the interval’s limit on the 

embedding capacity. In order to improve the capacity, the 

proposed method allows at most n pixels can be modified 

and the number of modifications for each cover pixel is c. 

Hence, the modification interval of the pixel in the 

proposed method is    ])1(5.0 ,1)1(5.0[  cc  

where c is even; otherwise, the minimum modification 

interval of the pixel is    ])1(5.0 ,)1(5.0[  cc  if c 

is odd.  

In the proposed method, the weight vector is defined as 

Wn,c=(w1, w2,…, wn)=( c
0
, c

1
,…, c

n-1
). For example, let n 

and c be 3 and 2, respectively, so that W3,2=(2
0
, 2

1
, 2

2
)=(1, 

2, 4) and the minimum modification interval is [0, 1]. 

Similarly, when n and c are given as 2 and 4, the weight 

vector and modification interval are W2,4=(4
0
, 4

1
)=(1, 4) 

and [-1, 2], respectively. Therefore, when n and c are given, 

the proposed method generates a minimum modification 

interval which then creates a minimum modification vector 

MV. Accordingly, a modulus function k as shown in 

Equation (4) is formulated. The function is a kind of a 

mapping which transforms an n-dimensional vector to a 

value k within the range from zero to (c
n
-1), and it can also 

be observed by a corresponding mapping with possible c
n
 

combinations of pixel changes. Tables 2 and 3 display the 

corresponding mappings with n=3, c=2 and n=2, c=4, 

respectively, while k is calculated as follows: Let each row 

in the Table 2 be a vector, which is denoted as a minimum 

modification vector MV=(mv1, mv2,…, mvn). Then, the k is 

formulated as: 

           n
n

1i

ii cwmvk  mod 







 



                             (4) 

Let us consider the case with n and c set as 3 and 2, 

respectively. W3,2 and MV are given as (1, 2, 4) and (0, 1, 1) 

(see Table 2). Note that k is computed as 6 = 

(0×1+1×2+1×4) mod 2
3
. For the second case, k is 4 as 

generated by (0×1+0×2+1×4) mod 2
3
. 

Thus, the new embedding function fc is used as 

weighted sum function for modulo c
n
 for each group, and fc 

can be calculated as follows: 

n
n

i

iinc cwgg...ggf   mod )(  ) , , ,(
1

21 







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                    (5) 

The modified pixel value vector 
nG  can be computed 

by Equation (6): 

                              
tnn MVGG  ,                                  (6) 

where 

          
n

c cfdt  mod )( 
,                            (7) 

and MVt is the minimum modification vector for k = t 

associated with the parameters c and n. 

After embedding phase, if the modified pixel value ig  

is less than 0 or more than 255, then the pixel will be in 

underflow and overflow situations. To solve the underflow 

fand overflow problems, the new modified pixel value ig   

is calculated with Equation (8): 












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

otherwise              ,

0 if      ,0

255 if ,255

) , ,,(

 

21

ii

ii

ii

nn

gg

gMing

gMaxg

gg gG 
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where Max and Min are the maximal and minimal values 

in the modification interval, respectively. After that, nG   is 

used to embed the secret digit using Equations (5~8). After 

all secret digits are embedded, the modified pixels are 

pseudo-randomly re-permuted using the same key α  to 

generate the stego-image I  .The embedding steps of our 

proposed method are summarized as follows: 

Step 1. Calculate fc value with Gn according to Equation         
(5). 

Step 2. If d≠fc, compute the value t using Equation (7). 

Otherwise, go to Step 6. 

Step 3. Find the minimum modification vector MVt, and 

compute the modified pixel value vector nG  by 

Equation (6). 

Step 4. Check nG  whether the underflow or overflow 

occurs. If nG  is showing underflow or overflow, 

go to Step 5. Otherwise, go to Step 6. 

Step 5. Calculate nG   according to Equation (8), and reset 

Gn as nn GG  . 

Step 6. Read next Gn and d, and go to Step 1 until all 

secret digits are embedded. 

 

Figure 1 displays the flowchart of embedding procedure 

in our proposed method. We use the following two 

examples to demonstrate how to embed a secret digital d 

into a group Gn with and without underflow/overflow in the 

embedding procedure of proposed method. 

Example 1. Assume that n and c are equal to 3 and 2, 

respectively. Therefore, W3,2 is (1, 2, 4). A group G3 with 

three cover pixels is given as (200, 203, 208). The to-be-

embedded secret bit stream S= 1012 is converted into a 

secret digit d =5 such as d=5 mod 2
3 

in a 2
3
-ary notational 

system.  

Step 1. Compute fc value with the G3 according to 

Equation (5). In this case, fc value is 6 because fc = 

(200×1+203×2+208×4) mod 2
3
=6. 

Step 2. Since (d=5)≠( fc=6), the value of t is set as 7 using 

Equation (7) ( i.e. t =(5-6) mod 2
3
=7). 

Step 3. For the value t=7,  n =3 and c=2, we can derive 

the corresponding modification vector MV7 =(1,  
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Figure 1: Flowchart of embedding procedure in our proposed method. 

Binary secret message S 

 

Divide S into N pieces by L bits 

The piece is converted into secret 

digit d base on c
n
-ary notional 

system 

Cover image I 

 

Pseudo-randomly permute all pixels 

using key α  

Partition the permuted pixels in to a 

series of groups Gn 

Get a secret digit d and a group Gn 

Calculate fn value with Gn 

d=fn? 

Find the modification vector MVt by t = k,  

and compute the modified pixel value vector nG  

Is nG  underflow or 

overflow? 

Calculate nG  ,  

and set Gn as Gn= nG   

Are all the secret 

digits 

embedded? 

Pseudo-randomly re-permute all modified pixels using key 

α , and get the stego-image I   

No 

Yes 

Yes No 

Y 
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1, 1) for k=t=7, could be derived from 

n
n

i

ii cwmvt  mod)(
1









 



 for i=1, 2 and 

3. Namely, 7=(1×2
0
+1×2

1
+1×2

2
) mod 2

3
. From 

Table 2, the minimum modification vector MV7 

for the 8
th

 case with (1, 1, 1) is also obtained. 

Then, according to Equation (6), the modified 

pixel value vector 
3G  turns to (201, 204, 209) 

(i.e. )209 204, 201,()1208 1,203 1,200( 3G ).  

Example 2. Let n and c be 2 and 4, respectively. The G2 is 

given as (255, 255), and W2,4 is given as (1, 4). S=10002 is 

converted into a secret digit d=8 (i.e. d=8 mod 4
2
=8) in a 

4
2
-ary notational system. 

Step 1. Compute fc value with G2 according to Equation 

(5). In this case, the value of fc is 11 because fc 

= (255×1+255×4) mod 4
2
=11. 

Step 2. Since d is smaller than fc (i.e. 8 < 11), the value of 

t is 13 from Equation (7) (i.e., 13= (8-11) mod 

4
2
=(1×4

0
+(-1)×4

1
) mod 4

2
). We also can look 

up Table 3 and find the corresponding 

minimum modification vector MV13 for k=t=13, 

which is the two-element vector (1, -1). Thus, 

according to Equation (6), the modified pixel 

value vector 2G  is set as (256, 254) by 

2G =(255+1, 255-1)=(256, 254). 

Step 3. Since 1g  is overflow now, it should be adjusted 

such that the secret digit can be embedded. In 

this case, the maximal value in the modification 

interval=[-1, 2] is 2; so G2 is modified into 

2G  =(255-2, 255)=(253, 355) using Equation 

(8). After that, G2 is set as 2G  . 

Step 4. Re-computer fc value with the G2. According to 

Equation (5), fc equals 9 (i.e. fc = 

(253×1+255×4) mod 4
2
=9). 

Step 5. Since d=8 is smaller than fc=9, the value of t is 15 

from Equation (7) (i.e. t= (8-9) mod 4
2
=15). 

Step 6. The corresponding modification vector MV15 is 

given as (-1, 0) such that k=t=15=((-

1)×4
0
+0×4

1
) mod 4

2
. Therefore, the modified 

pixel value vector 2G  is modified to (253, 255) 

(i.e. 2G =(253-1, 255+0)=(253, 255)). 

3.2   Extracting Procedure 

Same as the embedding procedure, all the pixels of stego-

image I   are pseudo-randomly permuted using key α . 

After that, the permuted pixels are partitioned into a series 

of groups, where each group nG  contains n permuted 

pixels such as ),,,( 21 nn gggG   . The secret digit d can 

be extracted from nG  by extracted function cf  . The 

extracted function cf   is defined as follows: 

 

Figure 2: Flowchart of extracting procedure in our 

proposed method 

The value of cf   is equal to the secret digit d. While all 

secret digits are being extracted, all the binary messages are 

concatenated to recover the secret message S. Figure 2 

shows the flowchart of extracting procedure in our 

proposed method. 

Example 3 illustrates how to extract a secret digit d 

from a group nG  below. 

Example 3. Assume that n and c equal to 3 and 2, 

respectively. 3G is given as (201, 204, 209), and W3,2 is (1, 

2, 4). According to Equation (9), the secret digit d is 

calculated as d= cf  =(201×1+204×2+209×4) mod 2
3
=5, 

and the secret message S=1012 is in its binary 

representation. 

4   Experimental Result 

The aim of this section is to investigate the performance of 

the proposed method and to compare it with Wang et al.’s 

method [10], EMD-2 method [4], Lee et al.’s method [5],  

Calculate cf   value with nG  

Stego-image I   
 

Pseudo-randomly permute all pixels by key 
α  

Partition the permuted pixels into a series 

of groups nG  

Get a group nG  

Are all the secret 

digits extracted? 

Convert each secret digit d into binary 

message and concatenate all binary 

messages into secret messages S 

Yes 

No 
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“Lena” “Baboon” “Jet” “Boat” 

    

“GoldHill” “Barbala” “Pepper” “Sailboat” 
 

   

“Tiffany” “Toys” “Zelda” 

Figure 3: The test images 

Lee et al.’s method [6], and EMD [12]. In the experiments, 

the gray-level images with size of 512×512 “Lena”, 

“Baboon”, “Jet”, “Boat”, “GoldHill”, “Barbala”, “Pepper”, 

“Sailboat”, “Tiffany”, “Toys”, and “Zelda” are used as test 

images shown in Figure 3.  

The peak signal to noise ratio (PSNR) [4] is used to 

evaluate the image quality. The PSNR is defined as follows: 

dB 
255

log10 10
MSE

PSNR  ,                   (10) 

MSE is the mean squared error and is computed as 

follows: 


 





H

i

W

j

ijij xx
WH

MSE
1 1

2 ,)(
1         (11) 

where H and W are the height and width of image, 

respectively; xij is the original pixel value at coordinate (i, j), 

and ijx  is the modified pixel value at coordinate (i, j). The 

embedding rate (R) is employed to calculate the number of 

secret bits carried by one pixel. The embedding rate is 

formulated as  

             ).bpp(
bits embedding ofnumber  The

WH
R


         (12) 

4.1   Parameter Selection 

The first experiment investigates two parameters n and c to 

observe how the parameters affect embedding performance. 

Table 4 presents the embedding capacity and the image 

quality of proposed method with different n and c for 

image “Lena.” By Table 4, results showed that only the 

parameter c controls the embedding capacity and the image 

quality. When c is increasing, the embedded rate will 

increase and the PSNR of stego-image will decrease. The 

theoretical embedding rate R of the proposed method is 

presented as the following equation, and it shows that the 

embedding capacity depends on the parameter c. 

cncnncR n

222 log/)](log[/)(log  .       (13) 

Accordingly, the embedding capacity of our proposed 

method determined by the parameter c is scalable. The 

adjusted parameter c provides the proposed method the 

flexibility in both embedding capacity and image visual 

quality. 

 



International Journal of Network Security, Vol.17, No.5, PP.607-618, Sept. 2015  614 

Table 4: The PSNR and R of the proposed method with different c and n for “Lena” 

 c=2 c=3 c=4 c=5 c=6 

PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 

n=2 51.14 1.00 49.90 1.58 46.38 2.00 45.13 2.32 43.14 2.58 

n=3 51.13 1.00 49.90 1.58 46.36 2.00 45.12 2.32 43.10 2.58 

n=4 51.14 1.00 49.88 1.58 46.38 2.00 45.12 2.32 43.12 2.58 

n=5 51.15 1.00 49.89 1.58 46.38 2.00 45.11 2.32 43.13 2.58 

n=6 51.14 1.00 49.89 1.58 46.37 2.00 45.12 2.32 43.12 2.58 

n=7 51.14 1.00 49.89 1.58 46.36 2.00 45.11 2.32 43.13 2.58 

Table 5: The PSNR and R of the proposed method with different c and n=2 

 c=2 c=3 c=4 c=27 c=28 

PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 
PSNR 

(dB) 
R 

(bpp) 

Lena 51.14 1.00 49.88 1.58 46.38 2.00 30.29 4.75 29.97 4.81 

Baboon 51.14 1.00 49.89 1.58 46.35 2.00 30.30 4.75 29.98 4.81 

Jet 51.14 1.00 49.89 1.58 46.36 2.00 30.32 4.75 29.99 4.81 

GoldHill 51.14 1.00 49.89 1.58 46.36 2.00 30.28 4.75 29.96 4.81 

Boat 51.14 1.00 49.90 1.58 46.36 2.00 30.30 4.75 29.96 4.81 

Barbala 51.15 1.00 49.89 1.58 46.37 2.00 30.30 4.75 29.99 4.81 

Pepper 51.13 1.00 49.89 1.58 46.36 2.00 30.31 4.75 29.98 4.81 

Sailboat 51.14 1.00 49.89 1.58 46.35 2.00 30.30 4.75 29.98 4.81 

Tiffany 51.14 1.00 49.89 1.58 46.35 2.00 30.20 4.75 29.98 4.81 

Toys 51.13 1.00 49.88 1.58 46.36 2.00 30.31 4.75 29.98 4.81 

Zelda 51.14 1.00 49.88 1.58 46.36 2.00 30.30 4.75 29.98 4.81 
 

   
“Lena” “Baboon” “Jet” 

PSNR 51.14 dB PSNR 51.14 dB PSNR 51.14 dB 

R 1 bpp R 1 bpp R 1 bpp 

Capacity 262144 bits Capacity 262144 bits Capacity 262144 bits 

  
“Boat” “GoldHill” 

PSNR 51.14 dB PSNR 51.14 dB 

R 1 bpp R 1 bpp 

Capacity 262144 bits Capacity 262144 bits 

Figure 4: The PSNR, R, and embedding capacity of the proposed method( n=2, c=2). 

c 

n 

 c 

Image 
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“Lena” “Baboon” “Jet” 

PSNR 30.29 dB PSNR 30.30 dB PSNR 30.32 dB 

R 4.75 bpp R 4.75 bpp R 4.75 bpp 

Capacity 1245184 bits Capacity 1245184 bits Capacity 1245184 bits 

  
“Boat” “GoldHill” 

PSNR 30.30 dB PSNR 30.28 dB 

R 4.75 bpp R 4.75 bpp 

Capacity 1245184 bits Capacity 1245184 bits 

Figure 5: The PSNR, R, and embedding capacity of the proposed method (n=2, c=27). 

4.2 Embedding Rate versus Image Distortion in the 

Proposed Method 

Since the parameter c dominates the embedding rate, the 

second experiment will focus on analyzing the embedded 

rate of the proposed method. Table 5 shows the PSNR and 

R of the proposed method with different c when n=2 for the 

test images. Table 5 indicates that the proposed method can 

provide average values of PSNR at 51.14 dB~30.30 dB and 

average embedding rates at 1.00~4.75 bpp with different 

c=2~27. However, it is difficult for human eyes to 

discriminate the difference between the original image and 

the stego-image when PSNR exceeds 30 dB. Therefore, the 

image quality of the proposed method with c=27 is satisfied. 

In addition, the proposed method provides various image 

qualities and embedding capacities by adjusting c, 

according to user application requirements. Figures 4 and 5 

display the PSNR, R, and embedding capacity of the 

proposed method with n=2, c=2, and n=2, c=27 for a 

subset of test images, respectively with smooth images 

“Lena” and “Jet” and some are complex like “Baboon,” 

“Boat”, and “GoldHill.” 

4.3   Embedding Capacity versus Image Distortion for 

Related Methods 

The third experiment was designed to compare the 

performance of the proposed method with those of the 

other image hiding methods based on the EMD method 

with similar conditions, including Wang et al.’s method 

[10], Lee et al.’s method [5], Lee et al.’s method [6], EMD-

2 method [4], and EMD [12]. Table 6 shows the 

performances of the proposed method and the compared 

methods for the test images. In Wang et al.’s method, K is 

the parameter to control the capacity and image quality of 

stego-image. In this experiment, the average values of 

PSNR and R in Wang et al.’s method are 46.89 dB and 

1.13 bpp while K is 1, respectively. In addition, when K is 

set to 70, Wang et al.’s method can provide an average 

PSNR value of 45.16 dB and embedding rate R of 1.99 bpp. 

In Lee et al.’s method, it keeps (16 − pm) most significant 

bits of a pixel-pair unchanged while altering pm least 

significant bits to indicate the virtual modifications on a m-

dimensional pseudo-random vectors for carrying the secret 

data, where 12
1


mp
m . The average values of PSNR 

and R in Lee et al.’s method [5] are 46.89 dB and 1.13 bpp 

when pm is 4 and m is 7, respectively. However, Table 4 

indicates that the PSNR and R of the proposed method are 

superior to that of Wang et al.’s [10] and Lee et al.’s 

methods [5]. Under similar conditions, the proposed 

method supplies the same PSNR and R with the EMD-2 

method. However, the maximal embedding rate of the 
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Table 6: The performances of the proposed method and the compared methods 

Method Parameter Measure Lena Baboon Jet GoldHill Boat 

Proposed 

method 

n=2, c=3 
PSNR(dB) 49.88 49.89 49.89 49.89 49.90 

R(bpp) 1.58 1.58 1.58 1.58 1.58 

n=2, c=4 
PSNR(dB) 46.38 46.35 46.36 46.36 46.36 

R(bpp) 2.00 2.00 2.00 2.00 2.00 

Wang et 

al.’s 

method[10] 

K=1 
PSNR(dB) 46.90 46.89 46.89 46.89 46.88 

R(bpp) 1.13 1.13 1.13 1.13 1.13 

K=70 
PSNR(dB) 45.16 45.15 45.16 45.15 45.16 

R(bpp) 1.99 1.99 1.99 1.99 1.99 

Lee et al.’s 

method[5] 
m=7, pm=4 

PSNR(dB) 44.31 44.28 44.45 44.28 44.33 

R(bpp) 1.95 1.95 1.95 1.95 1.95 

Lee et al.’s 

method[6] 
n=4 

PSNR(dB) 44.17 44.17 44.14 44.17 44.16 

R(bpp) 2.00 2.00 2.00 2.00 2.00 

EMD-2 

method[4] 
n=2 

PSNR(dB) 49.89 49.89 49.88 49.89 49.90 

R(bpp) 1.58 1.58 1.58 1.58 1.58 

EMD 

method[12] 
n=2 

PSNR(dB) 52.11 52.13 52.12 52.09 52.08 

R(bpp) 1.16 1.16 1.16 1.16 1.16 

LSB 

method[9] 
 

PSNR(dB) 44.15 44.17 44.15 44.15 44.13 

R(bpp) 2 2 2 2 2 
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Figure 6: The performances of the proposed method and the compared methods for images “Lena” 

proposed method (i.e. 4.75 bpp) is more than that of the 

EMD-2 method, which is 3.32 bpp and can be referred by 

[4]. Lee et al.’s method [6] develops a hiding method based 

on modulus function which provides the same performance 

as the LSB replacement method when compared using two 

criteria, namely visual quality and embedding capacity. 

Their average PSNR was 31.847 dB when the embedding 

rate was 4 bits for each gray-level pixel. Our proposed 

method is superior compared to the Lee et al.’s [6] and 

LSB replacement methods [9] with respect to visual quality 

and embedding capacity. From Table 6, when the 

embedding rate reaches 2 bpp, the PSNR value can be 

improved about 2.19 dB, which is 46.35-44.16, for the 

same capacity. 

Figure 6 demonstrates the relationship between the 

PSNR and R for image “Lena” obtained by Wang et al.’s 

[10], Lee et al.’s [6], EMD-2 [4], EMD [12], LSB [9], and 

the proposed methods. The maximal embedding rate of 

Wang et al.’s method is close to 2 bpp and provides a 

PSNR value over 45 dB; Lee et al.’s and LSB methods 

provide a PSNR value of 31.78 dB when the maximal 

embedding rate is at 4 bpp. Although the EMD and EMD-2 

methods generate a better image quality (i.e. over 50 dB), 

the maximal embedding rates of both methods can only 

achieve 1.16 and 1.58 bpp, respectively, which are not that 

high. Overall, the proposed method has shown the ability to 

provide the maximal embedding rate of 4.75 bpp and a 

good image quality than compared methods. 
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Test image: Lena 
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    Test image: GoldHill 
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Test image: Boat 

   Test image: Baboon 
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Figure 7: The histograms of the original test images and stego-images using the proposed, EDM, and EDM-2 methods 

4.4   Imperceptibility Analysis for EMD-based Method 

 In the last experiment, in order to establish a fair 

comparison among the proposed method, EMD method, 

and EMD-2 method, we have embedded the same secret 

capacity into the test images “Lena,” “Baboon,” “Jet,” 

“GoldHill”, and “Boat.” Figure 7 displays the pixel 

histograms of both original images and stego-images 

obtained by the proposed method, EMD method, and 

EMD-2 method in the test image. These histograms 

represent the frequency of pixel values between pixel 

values from 75 to 175. Also, comparing with our proposed 

method, EMD method and EMD-2 method, the curves of 

histogram in the proposed method and EMD method are 

both closer to that of the original image; this means that the 

less the modification made to the original image, the less  

the difference between the stego-image and original image. 

Compared with the original image histogram, minute 

differences are inevitable; therefore, the steganographic 

attack (i.e. statistic analysis) may be hardly detected. 

5   Conclusion 

The EMD method allows at most one pixel is modified in a 

group. Therefore, the maximal embedding rate of EMD 

method is 1.16 bpp when n is 2. To improve the embedding 

capacity of EMD method, a new high payload adjustment 

image hiding method is proposed in this paper. In the 

proposed method, n pixels in a group can be modified at 

most and each pixel has c different ways of modification. 

According to experimental results, the minimal and 

maximal embedding rates of our proposed method are 1 

bpp and 4.75 bpp respectively with PSNR over 30 dB. As 
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the experiment results indicated, our proposed method 

provides a higher embedding rate and a better image 

quality of stego-image than the compared methods. 

Moreover, the proposed method can achieve certain degree 

of security with low computation. The users are granted the 

ability to adjust the embedding rate of the proposed method 

by using different c for various applications requirements. 
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