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Abstract

This paper has proposed a quantitative analysis method
based on security entropy to work out the problem of
quantitative analysis in classificatory information sys-
tems. Firstly, the security theorems of classificatory infor-
mation systems have been defined, the uncertainty for the
system’s determinations on the irregular access behaviors
by means of the theory of security entropy have been cal-
culated. Then a security quantitative analysis method has
been proposed. By the security method, the typical access
control models have been analyzed, security and applica-
bility of these models have been compared. Finally, the
method’s practicability is validated and has been proved
to be suit for security quantitative analysis on access con-
trol model and evaluation to access control capability in
information system.

Keywords: Access control model, access violations, secu-
rity entropy, unauthorized access

1 Introduction

Access control is a kind of security technology to achieve
the established security strategy. The goal is to prevent
users from unauthorized access to information resource.
On the basis of the security policy to control user’s access
behavior, access control capability is directly related to
the system access control of information system security
attributes such as confidentiality, integrity. Access con-
trol is one of the five basic ISO7498-2 security services.
There are several forms of unauthorized access in the sys-
tem, such as explicitly access behavior, indirect access be-
havior in violation of the access control matrix and other
access behavior in violation of information flow. Under
normal circumstances, since there are obvious differences
to detect these unauthorized access behavior’s methods
and models, so a problem which we had to face is how to
quantify and measure an access control system (or model)

for different unauthorized access behavior, in other words,
how to calculate the possibility of uncertainty for all kinds
of unauthorized access behavior in a system.

Classic access control model mainly has the BLP
model, access control matrix model [3, 8], no interference
model , RBAC [11] and so on. But research on the model
of security measure theory of access control is still insuf-
ficient and inadequate, only for a single access to identify
behavior is illegal, and fail to prevent unauthorized access
behavior indirectly. Even recognized safety higher BLP
model [3, 11] also can only prevent information flow from
high level security to low security level by the indirect
unauthorized access behavior and how to control Effec-
tively indirect unauthorized access behavior to cause the
data flow between subject and object in the same security
level is powerless.

Due to the lack of safety for quantitative analysis and
test method of access control strategy, for the information
system managers’ selection and application of appropriate
access control policy or security mechanism caused con-
fusion and difficulties. Because the information entropy
theory has been applied in many fields, so far Information
entropy has been successfully introduced it into the quan-
tification analysis of information security risk and event
uncertainty [4, 6, 7, 14]. On the basis of the informa-
tion entropy can be measured the uncertainty things, an
access control capability evaluation method is proposed
which provides a scientific method for the quantitative
analysis of hierarchical security access control model.

2 Weighted Entropy

Information Entropy is the tool to evaluate average uncer-
tainty of event. Its definition is as follows, Let X be dis-
crete random information source, its symbol set be K : ki
(i = 1, 2, · · · , q), q is size of symbol set, the probability of
event ki is P (ki), its probability space [X, p(x)] is defined
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as: [
X

P (x)

]
=

[
k1 k2 · · · kq

p(k1) p(k2) · · · p(kq)

]
The discrete random information source’s information

entropy is:

H(X) = −
q∑

i=1

p(xi) log p(ki),

where p(ki) ≥ 0(i = 1, 2, · · · , q) and
∑q

i=1 p(xi) = 1.
In real environment, although the stochastic event hap-

pened with certain probability, but different event has
different value and effect to people, and is of different im-
portance. It is hard to ignore human factors. So, assign
a nonnegative real wi ≥ 0 (i = 1, 2, · · · , q) to event ki,
the set of real is called weight of event. Let weight of
information source’s distribution [X,wi] be[

X
w

]
=

[
k1 k2 · · · kq
w1 w2 · · · wq

]
Then information resource X’s weighted entropy is

Hw(X) = −
q∑

i=1

wip(xi) log p(ki).

3 Security Entropy

3.1 The Types of Access Security

In the information system, the access request is divided
into two types: ”legal” and ”illegal”, and the system’s re-
sponds to user access request will be ”allow” or ”deny”.
So the response will be the four types: k1 (allow legally
access), k2 (refuse legally access), k3 (allow access vio-
lation) and k4 (refuse access violation). Obviously, the
response can be considered as a basis for judging if a sys-
tem is good or bad. The more the denial responses to
legitimate access gets, the poorer the system availability
is. The more the allowable responses to violation access
gets, the worse the system’s confidentiality is.

In general, illegal access can be classified into three
types:

1) Directly legally access;

2) Right about access;

3) Indirectly legally access.

The directly legally access refers to explicitly violating
the authorized strategy such as the access control matrix
and so on.

The right about access refers to the one which leads to
violating information flow direction that the system stip-
ulates, in other words, the one which leads information
flow from high class to low class. The indirectly legally
access refers to the one that violates the authorized strat-
egy through information indirect transmission.

For instance, there is two users (u1, u2) and two re-
sources o1, o2) in the information system, and the rela-
tionship of security level is f(u1) . f(u2) . f(o1) = f(o2),
the authorized strategy of the system is that ”u1 read o2”,
”u2 read o1”, ”u2 write o2”.

The following are four events:

1) b1 : u2 read o1;

2) b2 : u2 write o2;

3) b3 : u1 read o2;

4) b4 : u1 read o1.

Because b4 explicitly violates the authorized strategy, b4
is therefore directly legally access; the Sequence of ac-
cess b1b2b3 cause the information to flow from u1 into o1,
which equals that u1 read o1 indirectly. Therefore b1b2b3
is indirectly legally access. b1 and b3 cause the informa-
tion flowing to the violation of the direction made by the
system, so b1 and b3 are right about access.

3.2 Definition of Security Entropy

Definition 1. (Security Entropy) If the whole access re-
quests are seen as the input, the system’s request responses
to each access result as the object of study, and the vari-
able X as this response results, then the value of X will be:
k1, k2, k3, k4. If the Symbol pi stands for the statistical
probability of ki, and pi ≥ 0 (i = 1, 2, 3, 4),

∑4
i=1 pi = 1.

Let 0 ≤ wi ≤ 1,
∑4

i=1 wi = 1, the security entropy of X
will be

H(X) = −
4∑

i=1

wipi log pi. (1)

The wi is the impact factor of the system security. The
greater wi is, the higher the ki’s influence to system safety
is, otherwise the smaller the ki’s influence is. According
to the common sense of information security, the response
k2 gives negative effects on the usability of the system,
and the response k3 gives negative effects on the confi-
dentiality of the system, while the response k1 and k4
have less influence on system security. Therefore, if we
let w2, w3 � w1, w4, the meaning of safety entropy in
Equation (1) is the average uncertainty of the happened
harmful responses. The bigger the value of security en-
tropy is, the more the harmful response uncertainty is;
the smaller the value of security entropy is, the less the
response uncertainty is. As for the same set of access re-
quest, the smaller the security entropy of different access
control model is, the less the possibility that model make
harmful response is.

If w2 > 0, w3 > 0, w1 = w4 = 0, and at the same time
w2 +w3 = 1, security entropy is the ground on which the
system satisfies usability and confidentiality. If w2 = 1,
w3 = w1 = w4 = 0, security entropy of Equation (1) will
be the ground on which the system satisfies usability. If
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w3 = 1, w1 = w2 = w4 = 0, security entropy of Equa-
tion (1) will be the ground on which the system satisfies
confidentiality.

The number of the four responses is related to the num-
ber of input samples. If all input samples are legitimate
accesses, k3 and k4 will be 0, and if all input samples
are illegal access, k1 and k2 will be 0. In order to make
the safety entropy reflect accurately the system security,
the input samples must be complete. In addition, the re-
sponses are related to the number of input samples. If
an input number of the access request is much more than
others, the response will be distorted.

Therefore, when security entropy is calculated, the in-
put samples (access requests) must be complete and its
probability distribution must be uniform. The smaller the
security entropy is, the less the Uncertainty of the harm-
ful response that system do to is, the more the security
of the model is. When the security entropy approaches 0,
then the model will achieve the theoretical security.

3.3 Security Entropy of Different Types
of Illegal Accesses

For the different types of legally access, the meaning of
Equation (1) is different. If the legally access is defined
as ”directly legally access”, the security entropy of Equa-
tion (1) is called ”directly security entropy” recorded as
HD(X).

Again, if the legally access is defined as ”right about
access”, the security entropy will be HM (X): Mandatory
security entropy. To ”indirectly legally access”, the secu-
rity entropy will be HI(X): Indirectly security entropy.

4 Safety Theorem

Theorem 1. (Direct Safety of Access Control Model) Ac-
cess control model is direct safety, if and only if

HD(X) = −
4∑

i=1

wipi log pi ≡ 0,

in which w1 = w4 = 0, w2 6= 0, w3 6= 0, w2 + w3 = 1.

Proof. Here we need to prove that when HD(X) ≡ 0, the
event ”refuse legally access” and ”allow access violation”
will never happen, that is, p2 = p3 = 0. Because w1 =
w4 = 0, so

HD(X) = −w2p2 log p2 − w3p3 log p3.

If HD(X) ≡ 0, must be p2 = p3 = 0. End.

Similarly, we can get theorems as follows:

Theorem 2. (Mandatory Safety of Access Control
Model) The access control model has mandatory safety,
if and only if

HM (X) = −
4∑

i=1

wip(ai) log p(ai) ≡ 0,

in which w1 = w4 = 0, w2 6= 0, w3 6= 0, w2 + w3 = 1.

Theorem 3. (Indirectly Safety of Access Control Model)
The access control model has indirectly safety, if and only
if

HI(X) = −
4∑

i=1

wip(ai) log p(ai) ≡ 0,

in which w1 = w4 = 0, w2 6= 0, w3 6= 0, w2 + w3 = 1.

5 Analysis of Typical Access Con-
trol Model Based on Security
Entropy

Now, we apply the theory to analyze the security of typ-
ical access control model, verify the practicability of this
method, and point out the defect of these access control
model.

5.1 Security Analysis to HRU Model

Directly Safety. Suppose there are m users in the sys-
tem: u1, u2, · · · , um, n resources: o1, o2, · · · , on.
Access requests can be divided into read and write
atomic request, so there will be 2mn access re-
quest, which can be expressed respectively by sym-
bol b1, b2, · · · , bq (q = 2mn). Results of the ac-
cess can be divided into two kinds: legitimate ac-
cess B+ = b+1 , b

+
2 , · · · , b+s , and direct legally access

B− = b−1 , b
−
2 , · · · , b

−
t (s + t = q).

Based on the access control matrix, HRU [6] controls
access behaviors. As long as access behaviors disobey
the policy, it would be refused. So the responds to
any b−j ∈ B− is k4. As long as access behaviors
don’t disobey the policy, it would be allowed, so the
responds to any b+t ∈ B+ is k1, so p2 = 0 and p3 = 0.

The statistical probability distribution of responses
is [

X
P (x)

]
=

[
k1 k2 k3 k4
s
q 0 0 t

q

]

Since HD(X)|HRU ≡ 0, the model HRU is direct
safety.

Mandatory Safety. Divide all requests B =
b1, b2, · · · , bs (q = 2mn) into three kinds: the

requests B↑ = b↑1, b
↑
2, · · · , b

↑
q/4 that causes infor-

mation to flow form the low level into the high
level, the requests B↓ = b↓1, b

↓
2, · · · , b

↓
q/4 that causes

information to flow form the high level into the low
level, and the requests B↔ = b↔1 , b↔2 , · · · , b↔q/2 that
causes information to flow between the same level.
Obviously, request B↓ in the second kind is a right
about access.
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Because the access control matrix is the base on
which the model HRU judges the legality of the ac-
cess request, the access request b↑i and b↔1 does not
necessarily satisfy the access control matrix. It may
be refused or allowed, because of which p2 ≡ 0 cannot
be always deduced.

Indirectly Safety. Indirectly illegal access is composed
of several directly un-illegal accesses, so it can be de-
noted by f−i = b+i1b

+
i2
· · · b+iq , where b+i1 , b

+
i2
, · · · , b+iq ∈

B+. Because HD(X)|HRU ≡ 0, the system will al-
low every directly un-illegal access in f−i . Conse-
quently, f−i will be allowed, therefore p3 > 0 is de-
duced.

HI(X)|HRU > 0, which shows that HRU model
doesn’t satisfy indirectly safety.

The above analysis shows that, the model HRU sat-
isfies directly safety, and doesn’t satisfy mandatory
safety and indirectly safety.

5.2 Security Analysis to BLP

Directly Safety and Indirectly Safety.] The model BLP
uses two methods: DAC and MAC. DAC uses the
HRU model, so the directly safety and the indi-
rectly safety of the BLP model coincide with that
of the HRU, that is, BLP satisfies directly safety and
doesn’t satisfy indirectly safety.

Mandatory Safety. The BLP model forbids high level
subjects writing low level objects and low level sub-
jects reading high level objects, and prevents the
information flowing from high level into low secu-
rity level. So any right about access b↓i ∈ B↓ will
be refused by BLP, and any un-right about access
b↔i ∈ B↔ and b↑i ∈ B↑ will be allowed. Consequently,
the Probability distribution of BLP’s response X is[

X
P (x)

]
=

[
a1 a2 a3 a4
q
4 0 0 q

4

]
So, HM (X)|BLP ≡ 0, which shows that BLP satis-
fies mandatory safety.

5.3 Security Analysis to RBAC

The model RBAC [9, 13] assigns roles for users, and then
based on these roles grants authorization. The RBAC’s
rights management and access control manner is similar
to HRU’s. so its safety is similar to that of HRU, which
is, satisfying directly safety and not satisfying mandatory
safety and indirectly safety.

5.4 Security Analysis to FGBAC

The FGBAC [5, 10, 12] is the improved BLP, which intro-
duces the information flow graph as a judgment auxiliary

tool. In FGBAC, any directly illegal access, right about
access and indirectly illegal access will be refused. So

HD(X)|FGBAC = HM (X)|FGBAC

= HI(X)|FGBAC

≡ 0.

It shows that, the model satisfies directly safety,
mandatory safety and indirectly safety.

6 Conclusion

According to the characteristics of Information entropy,
we introduce the concept of security entropy and provide
an access control capability evaluation method for access
control quantification analysis of information security risk
and event uncertainty.
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