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Abstract

In 2007, Camenisch, Neven and Shelat proposed an adap-
tive oblivious transfer (OT) scheme in which a sender has
n messages, of which a receiver can adaptively choose to
receive k one-after-the-other. In this paper, we show that
the scheme has a drawback that the sender can serve a
single receiver only once. The drawback results from the
deterministic encryption used. To fix it, we suggest to
replace the deterministic encryption with a probabilistic
encryption. The OT scheme adopts the paradigm of “en-
cryption and proof of knowledge” in order to force the
sender to keep the consistency of the transferred mes-
sages. We remark that the paradigm is unnecessary. In
most reasonable applications of OT, the transferred mes-
sages must be recognizable for the receiver or the sender
is willing to disclose some messages to the receiver. This
property has been explicitly specified in the earlier works
by Rabin, Even, Goldreich and Lempel.
Keywords: Oblivious transfer, deterministic encryption,
probabilistic encryption, recognizable message

1 Introduction

The cryptographic primitive of oblivious transfer (OT) in-
troduced by Rabin [25], is of fundamental importance in
multi-party computation [12, 28]. In the model, a partic-
ipator (sender S) has only one secret m and would like to
have the other participator (receiver R) to obtain m with
probability 0.5. On the other hand, R does not want S to
know whether it gets m or not.

There are two main OT models: 1-out-of-2 oblivious
transfer (OT2

1 for short) and k-out-of-n oblivious transfer
(OTn

k for short). OT2
1 was suggested by Even, Goldreich

and Lempel [11], as a generalization of Rabin’s “oblivious
transfer”. For OT2

1, the sender has two secrets m1 and
m2 and would like to give the receiver one of them at the
receiver’s choice. Meanwhile, the receiver does not want
the sender to know which secret he chooses. OTn

k is a

generalization of OT2
1 where k < n. In the model, the

sender has n secrets m1, · · · , mn, and would like to give
the receiver k of them at the receiver’s choice. Again, the
receiver does not want the sender to know which secrets
he chooses.

In an adaptive oblivious transfer protocol, a sender
commits to a database of messages and then repeatedly
interacts with a receiver in such a way that the receiver
obtains one message per interaction of his choice (and
nothing more) while the sender learns nothing about any
of the choices. At Eurocrypt’2007, Camenisch, Neven and
Shelat [5] presented an adaptive oblivious transfer scheme
in which a sender has n messages, of which a receiver can
adaptively choose to receive k one-after-the-other. They
were the first to propose a method for executing “as-
sisted decryption” efficiently. In the scheme, the sender
commits to his database by encrypting each message as
Ci = Enc(Mi), and sends ciphertexts C1, · · · , Cn to the
receiver. The receiver then checks that each ciphertext
is well-formed. To obtain a message, the sender and re-
ceiver engage in a blind decryption protocol such that the
sender does not view the ciphertext he decrypts and the
receiver is convinced that decryption was done correctly.
To prevent the receiver from abusing the decryption pro-
tocol, the receiver has to provide a proof that his request
corresponds to C1 ∨ · · · ∨ Cn.

The encryption used in the scheme is deterministic.
Concretely, for pk = (g, gx,H = e(g, h)) and sk = h,
let Ci =

(
g

1
x+i , Mi · e(g, h)

1
x+i

)
, where g

1
x+i is a weak

Boneh-Boyen signature [3] on i under gx. The structure
results in that a database manager (the sender) can only
serve a single user (the receiver). Moreover, the protocol
can be run only once even in the presence of a single
user. In this paper, we shall improve the Camenisch-
Neven-Shelat OT scheme by replacing the deterministic
encryption with a probabilistic encryption.

The OT scheme follows the paradigm of “encryption
and proof of knowledge” to force the sender to keep the
consistency of the transferred messages. We should stress
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that the paradigm is unnecessary for OT protocols. That
means the sender can simply transfer the encrypted mes-
sages without any proofs of knowledge. The property has
been explained in the earlier works by Rabin [25], Even,
Goldreich and Lempel [11]. Based on the observation,
we can further improve the Camenisch-Neven-Shelat OT
scheme by removing the computations for some proofs of
knowledge.

1.1 Related Works

In 1986, Brassard, et al. [4] extended 1-out-of-2 OT to
1-out-of-n OT for the case of n messages. Bellare and
Micali [1], Naor and Pinkas [22, 23, 24], Mu, Zhang, and
Varadharajan [21], Chu and Tzeng [9], et al. have studied
the modle of k-out-of-n OT. Recently, Chang and Lai [7],
Chang and Lee [6], and Liu et al. [8, 15, 19, 26, 27, 29]
have presented some efficient OTn

k schemes.
In 1999, Naor and Pinkas [23] investigated the problem

of oblivious transfer with adaptive queries. Their scheme
has inspired the latter works [2, 5, 9, 13, 14, 16, 17, 18, 20,
30]. In 2007, Camenisch, Neven and Shelat [5] proposed
an adaptive oblivious transfer scheme. The Camenisch-
Neven-Shelat scheme uses bilinear groups as the building
block and adopts the paradigm of “encryption and proof
of knowledge” to force the sender to keep the consistency
of the transferred messages. The paradigm has been used
in these OT protocols [13, 14, 17, 18, 30].

1.2 Security Requirements for k-out-of-n
Oblivious Transfer

We follow the description of security requirements for
k-out-of-n oblivious transfer in the work of Chang and
Lai [7].

Definition 1. A k-out-of-n OT is a two-party protocol in
which Alice possesses n secrets m1,m2, · · · ,mn and Bob
has his secret choices σ = {i1, · · · , ik} ⊆ 1, · · · , n. It
satisfies the following requirements:

– Completeness: If both Alice and Bob follow the pro-
tocol, Bob gets k secrets mj for j ∈ σ after executing
the protocol with Alice.

– Receiver’s privacy: After executing the protocol with
Bob, Alice shall not learn which k secrets Bob has
received.

– Sender’s privacy: After executing the protocol with
Alice, Bob gets no information about the other n− k
secrets mj for j /∈ σ or their combinations.

An adaptive k-out-of-n OT scheme is a tuple of four
PPT algorithms (SI , RI ,ST , RT ). During the first phase,
the sender runs SI on input messages m1, · · · ,mn and the
receiver runs RI without input. At the end of the phase,
SI and RI produce local outputs S0 and R0, respectively.
During the i-th transfer, 1 ≤ i ≤ k, the sender and re-
ceiver engage in a selection protocol dictated by the ST

and RT . The sender runs ST (Si−1) to obtain updated
state information Si, while the receiver runs RT on input
state information Ri−1 and the index σi of the message
it wishes to receive, to obtain updated state information
Ri and the retrieved message m′

σi
. To capture security

of an adaptive k-out-of-n OT scheme, we adopt the real-
world/ideal-world paradigm [5].

RealŜ,R̂(N, k, M1, · · · ,MN ,
∑

). Suppose Ŝ and R̂ are
arbitrary sender and receiver algorithms. Ŝ is given mes-
sages (M1, · · · ,MN ) as input and interacts with R̂(

∑
),

where
∑

is an adaptive selection algorithm that, on in-
put messages Mσ1 , · · · ,Mσi−1 , outputs the index σi of
the next message to be queried. In the first run, Ŝ and R̂
produce initial states S0 and R0 respectively. Next, the
sender and receiver engage in k interactions. In the i-th
interaction for 1 ≤ i ≤ k, the sender and receiver interact
by running Si ← Ŝ(Si−1) and (Ri,M

∗
i ) ← R̂(Ri−1), and

update their states to Si and Ri, respectively. At the end
of the k-th interaction, sender and receiver output strings
Sk and Rk respectively.

IdealŜ′,R̂′(N, k, M1, · · · ,MN ,
∑

). The (possibly cheat-
ing) sender algorithm Ŝ′(M1, · · · ,MN ) generates mes-
sages M∗

1 , · · · ,M∗
N and hands these to the trusted party

T. In each of the k transfer phases, T receives a bit bi

from the sender Ŝ′ and an index σ∗i from the (possibly
cheating) receiver R̂′(

∑
). If bi = 1 and σ∗i ∈ {1, · · · , N},

then T hands M∗
σ∗i

to the receiver; otherwise, it hands ⊥
to the receiver. At the end of the k-th transfer, Ŝ′ and R̂′

output a string Sk and Rk.
An adaptive k-out-of-n OT scheme is sender-secure

if for any PPT real-world cheating receiver R̂ there
exists a PPT ideal-world receiver R̂′ such that the
advantage of any PPT distinguisher in distinguish-
ing the distributions RealS,R̂(N, k, M1, · · · ,MN ,

∑
) and

IdealS′,R̂′(N, k,M1, · · · ,MN ,
∑

) is negligible. It is
receiver-secure if for any PPT real-world cheating sender
Ŝ there exists a PPT ideal-world sender Ŝ′ such that
the advantage of any PPT distinguisher in distinguish-
ing the distributions RealŜ,R(N, k, M1, · · · , MN ,

∑
) and

IdealŜ′,R′(N, k,M1, · · · ,MN ,
∑

) is negligible.

2 Preliminaries

Let Pg be a pairing group generator that on input 1κ

outputs descriptions of multiplicative groups G1,GT of
prime order p where |p| = κ. Let g be a generator of G1.
The bilinear map e : G1 × G1 → GT satisfies: (1) for all
a, b ∈ Zp it holds that e(ga, gb) = e(g, g)ab; (2) e(g, g) 6= 1;
(3) the bilinear map is efficiently computable.

The notation

PoM{(h) : H = e(g, h) ∧W = e(h, V )}

denotes a zero-knowledge proof of membership of a group
element h ∈ G1 such that H = e(g, h) and W = e(h, V )
hold. All values not enclosed in ()’s are assumed to be
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known to the verifier. Likewise,

PoK{(x, h) : y = gx ∧H = e(y, h)}

denotes a zero-knowledge proof of knowledge of an integer
x and a group element h ∈ G1 such that y = gx and
H = e(y, h) hold.

Definition 2. (`-Strong Diffie-Hellman Assumption).
We say that the `-SDH assumption associated to a pair-
ing generator Pg holds if for all PPT adversaries A,
the probability that A(g, gx, · · · , gx`

) where (G1,GT ) ←
Pg(1κ), g ← G∗1 and x ← Zp, outputs a pair (c, g1/(x+c))
where c ∈ Zp is negligible in κ.

Definition 3. (`-Power Decisional Diffie-Hellman As-
sumption). We say that the `–PDDH assumption as-
sociated to Pg holds if for all PPT adversaries A, the
probability that A on input (g, gx, gx2

, · · · , gx`

,H) where
(G1,GT ) ← Pg(1κ), g ← G∗1, x ← Zp, H ← GT , distin-
guishes the vector T = (Hx,Hx2

, · · · ,Hx`

) from a ran-
dom vector T ← G`

T is negligible in κ.

3 Camenisch-Neven-Shelat Obliv-
ious Transfer Scheme

3.1 Review

The protocol is in the standard model. See the following
Table 1 for details. Each pair (Ai, Bi) can be seen as an
ElGamal encryption [10] in GT of Mi under public key
H. But instead of using random elements from GT as
the first component, the protocol uses verifiably random
values Ai = g1/(x+i). It allows the sender to check that
the receiver is indeed asking for the decryption key for
one particular ciphertext, and not for some combination
of ciphertexts.

3.2 A Weakness

The encryption used in the scheme is deterministic. Con-
cretely, for

pk = (g, gx,H = e(g, h))

and sk = h, let

Ci =
(
g

1
x+i , Mi · e(g, h)

1
x+i

)

where g
1

x+i is a weak Boneh-Boyen signature [3] on i under
gx. In view of that a database manager usually plays the
role of the sender in an OT protocol, the structure results
in that a database manager can only serve a single client
only once.

Suppose that N > 2k and there are two users R, R̂. R
has the ciphertexts C1, · · · , CN and R̂ has the ciphertexts
Ĉ1, · · · , ĈN , where

Ci =
(
g

1
x+i ,Mi · e(g, h)

1
x+i

)
,

Ĉi =
(
g

1
x+i , M̂i · e(g, h)

1
x+i

)

for 1 ≤ i ≤ N . At the end of the two OT protocols exe-
cuted by the sender, R and R̂, if R obtains M1, · · · ,Mk,
and R̂ obtains M̂k+1, · · · , M̂2k, then R and R̂ can collab-
orate to obtain Mk+1, · · · ,M2k, M̂1, · · · , M̂k. Thus, they
obtain 4k messages instead of 2k messages as usually sup-
posed. In other words, the protocol can be run only once
even in the presence of a single user. The drawback results
from that the scheme invariably uses N blinders

e(g, h)
1

x+1 , · · · , e(g, h)
1

x+N .

We refer to the attack as session key attack.

4 A Modification of Camenisch-
Neven-Shelat OT Scheme

In the original Camenisch-Neven-Shelat oblivious transfer
scheme, the public key is set as (g, H, y), where y = gx.
The receiver has to use the public parameter y for the
proof of knowledge (σi, v), i.e.,

PoK{(σi, v) : e(V, y) = e(V, g)−σi e(g, g)v}.
The setting allows the sender to check that the receiver
does not ask for some combination of ciphertexts. That
is, it makes the sender believe that the queries from the
receiver are well-formed. But it is unnecessary to set y as
a public parameter. It only requires to set y as a session
helper with respect to the session key x. The authors did
not pay more attention to the differences between a pub-
lic parameter and a session helper. Informally, a public
parameter should be used repeatedly except that it has
to be authorized by a functionally trusted TTP (trusted
third party). Whereas, a session helper can only be used
once. The change, removing the public parameter y and
introducing a session helper y, successfully transforms the
deterministic encryption into a probabilistic encryption.
See the following Table 2 for details.

Theorem 1. If the (N+1)-SDH assumption and the
(N+1)-PDDH assumptions associated to Pg hold, then the
OT protocol in Table 2 is sender-secure.

Theorem 2. The OT protocol in Table 2 is receiver-
secure if the transferred messages are recognizable for the
receiver.

We refer to [5] for the proofs of these claims. It suffices
to transform the public parameter y into a session helper
and transform the associated signatures A1, · · · , AN in
the related Games into knowledge proofs (see Pages 15-
16 in [5]).

Note that the original proof of receiver-security does
not consider that a malicious sender can launch the local-
input replacement attack. That is, the sender simply sets
M1 = M2 = · · · = MN = M (i) for some message M (i)

during the i-th transfer. At the end of this phase, the
receiver always obtains the message M (i). Of course, the
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Table 1: Camenisch-Neven-Shelat oblivious transfer scheme

Initialization
SI(1`,M1, · · · ,MN ) : RI(1`) :
(G1, GT ) ← Pg(1`)
g, h ← G∗1; H ← e(g, h)
x ← Zp; y ← gx;
pk ← (g, H, y)
For i = 1, · · · , N do
Ai ← g1/(x+i)

Bi ← e(h,Ai) ·Mi

Ci ← (Ai, Bi)
pk, C1,··· ,CN−−−−−− 99K

S0 ← (h, pk)
PoM{(h):H= e(g, h)}
−−−−−− 99K R0 ← (pk, C1, · · · , CN )

Transfer
ST(Si−1) : RT(Ri−1, σi) :

V
L99 −−−−−−−−−−−− v ← Zp;V ← (Aσi

)v

PoK{(σi, v): e(V, y)= e(V, g)−σi e(g, g)v}
L99 −−−−−−−−−−−−

W ← e(h, V )
W−−−−−−−−−−− 99K

PoM{(h): H= e(g, h)∧W= e(h, V )}
−−−−−−−−−−− 99K

Si = Si−1 M ← Bσi/(W 1/v)
Ri = Ri−1

Table 2: A modification of Camenisch-Neven-Shelat OT scheme

Setup
(G1, GT ) ← Pg(1`)
g, h ← G∗1; H = e(g, h)
pk ← (g,H); sk ← h

Transfer
SI(1`,M1, · · · ,MN ) : RI(1`) :
x ← Zp; y ← gx

For i = 1, · · · , N do
Ai ← g1/(x+i)

Bi ← e(h,Ai) ·Mi

Ci ← (Ai, Bi)
pk, y, C1,··· ,CN−−−−−− 99K

S0 ← (h, pk)
PoM{(h): H= e(g, h)}
−−−−−− 99K R0 ← (pk, C1, · · · , CN )

ST(Si−1) : RT(Ri−1, σi) :
V

L99 −−−−−−−−−−−− v ← Zp; V ← (Aσi)
v

PoK{(σi, v): e(V, y)=e(V, g)−σi e(g, g)v}
L99 −−−−−−−−−−−−

W ← e(h, V )
W−−−−−−−−−−− 99K Mσi ← Bσi/(W 1/v)

PoM{(h): H= e(g, h)∧W= e(h, V )}
−−−−−−−−−−− 99K

Si = Si−1 Ri = Ri−1
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malicious sender learns which message that the receiver
has received. To resist the local-input replacement attack,
the transferred messages in OT schemes must be recog-
nizable for the receiver. See the following section for the
further explanations.

5 On the Paradigm of “Encryp-
tion and Proof of Knowledge”

The Camenisch-Neven-Shelat oblivious transfer scheme
follows the paradigm of “encryption and proof of knowl-
edge” to force the sender to keep the consistency of the
committed messages. From the practical point of view,
we should remark that the paradigm is unnecessary. In
most reasonable applications of OT, the transferred mes-
sages must be recognizable for the receiver, or the sender
is willing to disclose some messages to the receiver. The
property has been explicitly specified in the earlier works
by Rabin, Even, Goldreich and Lempel. We refer to the
following descriptions.

In [25], Rabin explained that:

Bob and Alice each have a secret, SB and SA,
respectively, which they wish to exchange.
For example, SB may be the password to a file
that Alice wants to access (we shall refer to
this file as Alice’s file), and SA the password
to Bob’s file. To exclude the possibility of
randomizing on the possible digits of the
password, we assume that if an incorrect
password is used then the file is erased, and
that Bob and Alice want to guarantee that
this will not happen to their respective files.

In [11], Even, Goldreich and Lempel stressed that:

The notion of a “recognizable secret message”
plays an important role in our definition of OT.
A message is said to be a recognizable secret if,
although the receiver cannot compute it, he can
authenticate it once he receives it. The notion
of a recognizable secret message is evidently
relevant to the study of cryptographic protocols,
in which the sender is reluctant to send the
message while the receiver wishes to get it. In
such protocols, it makes no sense to consider
the transfer of messages that are either not
secret (to the receiver) or not recognizable
(by the receiver).

In symmetric case, such as exchanging secrets, signing
contracts, both two participators can easily verify the cor-
rectness of the received messages. In unsymmetric case,
such as a database manager plays the role of the sender
and a client plays the role of the receiver, it is usual that
the sender is willing to disclose some messages to the re-
ceiver.

To sum up, if the transferred messages are not recog-
nizable then the receiver can not decide to retrieve which
message. It is reasonable to assume that the transferred
messages in an OT scheme are correct. It is unnecessary
for the sender to provide any proofs of knowledge. By
the way, the definition of “proof of knowledge” is more
strong than that of “recognizable message”. The following
three common examples of recognizable messages come
from [11]: (i) A signature of a user to some known mes-
sage is a recognizable secret message for everybody else.
(ii) The key K, by which the plaintext M is transformed
using cryptosystem F into ciphertext FK(M). (iii) The
factorization of a composite number, which has only large
prime factors.

Based on the above facts, we now can improve the
Camenisch-Neven-Shelat OT scheme by removing the
computations for some proofs of knowledge. See Table 3
for the improvement.

Theorem 3. If the (N+1)-SDH assumption and the
(N+1)-PDDH assumptions associated to Pg hold, then the
OT protocol in Table 3 is sender-secure.

Proof (Sketch). The proof of this claim can be easily
derived from that of Theorem 1, because the witnesses
obtained by the receiver in the model of Table 3 consist
of pk, y, C1, · · · , CN ,W,, which are strictly less than that

pk, y, C1, · · · , CN ,W, PoM{(h) : H = e(g, h)},

PoM{(h) : H = e(g, h) ∧W = e(h, V )}
obtained by the receiver in the model of Table 2. Loosely
speaking, the sender in the model of Table 3 shall leak
less information to the receiver.

Theorem 4. The OT protocol in Table 3 is receiver-
secure if the sender is semi-honest and the transferred
messages are recognizable for the receiver.

Proof. Define the following distributions games Game-
0, · · · , Game-3 such that Game-0=RealŜ,R and Game-
3=IdealŜ′,R′ . Let D be a universal distinguisher which
can efficiently recognize the output distributions of these
games. Let Pr[Game-i] = Pr[D(X) = 1 : X ← Game-i].

Game-0: In the game, the semi-honest sender Ŝ runs
against an honest receiver R with selection strategy

∑
.

Obviously, Pr[Game-0] = Pr[D(X) = 1 : X ← RealŜ,R].
Game-1: In this game, an extractor E1 is used to ex-

tract from Ŝ the element h such that e(g, h) = H. If
the extractor fails, then the output of Game-1 is ⊥; oth-
erwise, the execution of Ŝ continues as in the previous
game, interacting with R(

∑
). The difference between

the two output distributions is given by randomness of
selection of h (because Ŝ is supposed to be semi-honest),
i.e., Pr[Game-1]− Pr[Game-0] ≤ 1/p.

Game-2: We refer to [5] for the description of this
game. By investigating the games, we have that
Pr[Game-2] = Pr[Game-1].

Game-3: In this game, an ideal-world sender Ŝ′ uses E1

to extract h from Ŝ, decrypts M∗
i as Bi/e(h,Ai) for i =

1, · · · , N and submits M∗
1 , · · · ,M∗

N to the trusted party
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Table 3: An improvement of Camenisch-Neven-Shelat OT scheme

Setup
(G1, GT ) ← Pg(1`)
g, h ← G∗1
pk ← g; sk ← h

Transfer
SI(1`,M1, · · · ,MN ) : RI(1`) :
x ← Zp; y ← gx

For i = 1, · · · , N do
Ai ← g1/(x+i)

Bi ← e(h, Ai) ·Mi

Ci ← (Ai, Bi)
pk, y, C1,··· ,CN−−−−−− 99K

S0 ← (h, pk) R0 ← (pk, C1, · · · , CN )

ST(Si−1) : RT(Ri−1, σi) :
V

L99 −−−−−−−−−−−− v ← Zp; V ← (Aσi
)v

PoK{(σi, v): e(V, y)=e(V, g)−σi e(g, g)v}
L99 −−−−−−−−−−−−

W ← e(h, V )
W−−−−−−−−−−− 99K Mσi

← Bσi
/(W 1/v)

Si = Si−1 Ri = Ri−1

T. As in Game-2, during the transfer phase, Ŝ′ feeds V ′ ←
Av′

1 to Ŝ and uses (v′, 1) as a witness in the PoK. It is easy
to find that Ŝ can convince Ŝ′ that W is correctly formed
(because the transferred messages are recognizable for the
receiver). Thus, Pr[Game-3] = Pr[Game-2] = Pr[D(X) =
1 : X ← IdealŜ′,R′ ].

Summing up, we have Pr[D(X) = 1 : X ← IdealŜ′,R′ ]
−Pr[D(X) = 1 : X ← RealŜ,R] ≤ 1/p.

6 Conclusions

We modify the Camenisch-Neven-Shelat adaptive OT
protocol by replacing the deterministic encryption with
a probabilistic encryption. We further improve it by re-
moving the redundant proofs of knowledge based on the
fact that the transferred messages should be recognizable
or the sender is willing to disclose some messages to the
receiver. We hope the presentation is helpful to clarify
some misunderstandings about the primitive of oblivious
transfer.
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Abstract

Revocation functionality is crucial for the practicality
of the public key cryptosystems including signcryption.
When a user’s private key is corrupted by hacking or
the period of a contract expires, the cryptosystems must
provide a revocation method to revoke the misbehav-
ing/compromised user. However, little work has been
published on key revocation in identity-based signcryp-
tion. We propose a revocable identity-based signcryption
scheme. In the scheme, the master key is randomly di-
vided into two parts: one is used to construct the initial
key, the other is used to generate the updated key. Fur-
thermore, they are used to periodically and re-randomly
generate full private keys for non-revoked users. Thus,
the proposed scheme can revoke users and resist key ex-
posure. In the standard model, we prove the proposed
scheme with IND-CCA2 security under the DBDH hard-
ness assumption and EUF-CMA security under the CDH
hardness assumption.
Keywords: Bilinear pairings, identity-based cryptography,
provable security, revocation, signcryption

1 Introduction

Confidentiality, integrity, non-repudiation and authenti-
cation are the important requirements for many crypto-
graphic applications. A traditional approach to achieve
these requirements is to sign-then-encrypt the message.
Signcryption [31] combines the functionality of digital
signature and that of public-key encryption in a logical
step, and provides the improvements on efficiency over
traditional cryptographic mechanisms. The performance
advantage makes signcryption useful in many applica-
tions, such as shared secret key authentication, resource-

constrained network environments and electronic com-
merce [8, 10, 13, 14].

In an identity-based cryptosystem [23], the public key
of a user can be arbitrary strings, such as an email ad-
dress that uniquely identifies the user. The private key
corresponding to the public key or identity is generated
by a trusted key authority called key generation center
(KGC). Compared with traditional public key cryptosys-
tems using public key infrastructure (PKI), identity-based
cryptosystem simplifies the key management problem by
avoiding public key certificates. Since then, a large num-
ber of papers have been published in this area, including
identity-based encryption schemes [3, 27], identity-based
signature schemes [1, 9, 12, 20, 26] and identity-based
signcryption schemes [1, 4, 6, 11, 15, 16, 17, 29, 30].

Key revocation is critical for the practicality of any
public key cryptosystems including identity-based cryp-
tosystem. For example, the private key corresponding to
the public key has been stolen, the user has lost her pri-
vate key, or the user is no longer a legitimate system user.
In these cases, it is important that the public/private key
pair be revoked or replaced by new keys. In the tradi-
tional PKI setting, a certification authority informs the
senders about expired or revoked keys of the users via
publicly available digital certificates and certificate revo-
cation lists. Many efficient way to revoke users has been
studied in numerous studies. However, there are only a
few studies in the identity-based cryptosystem setting. To
solve the problem of key revocation in the identity-based
cryptosystem, Boneh and Franklin [3] suggested that the
public key of a user be composed of identity information
and time information (called BF revocation technique).
Let ui be a receiver’s identity, and T be the current time
index. The user’s public key is denoted as ui||T , and the
private key skui,T for non-revoked user ui on each time
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index T is issued by KGC. This means that all users,
regardless of whether their keys have been exposed or
not, have to periodically get in connect with the KGC,
prove their identity and get new private keys. Tseng et
al. used the BF revocation technique to propose fully
secure revocable identity-based identity-based signature
(RIBS) scheme [24] and encryption (RIBE) scheme [25]
in the standard model. By the BF revocation technique,
the key update complexity at each time index is O(n−r),
with n the number of users and r the number of revoked
users. Thus, their solution introduces huge overheads for
the KGC that linearly increased in the number of users.

Furthermore, Boldyreva, Goyal and Kumar [2] pro-
posed a new revocable identity-based encryption scheme
which used a binary-tree data structure to settle the re-
vocation problem (called BGK revocation technique) in
2008. BGK revocation technique reduces the KGC’s
periodic key update workload to O(r log n

r ), and their
scheme is proved to be selective-identity secure in the
standard model. By making use of BGK’s binary-tree
data structure, Libert and Vergnaud (LV) [18] described
an adaptive-identity secure and revocable identity-based
encryption scheme, and Chen et al. [7] proposed selective-
identity secure and revocable identity-based encryption
scheme from lattices. The two schemes share the same
key update complexity with the BGK scheme. Liu et
al. [19] proposed a low-complexity key updating algo-
rithm, which reduced the binary tree structure of BGK
scheme to a tree of depth one, and constructed an efficient
revocable identity-based encryption scheme. Most re-
cently, Seo and Emura [21] showed all prior RIBE schemes
except for using the BF technique were vulnerable to de-
cryption key exposure attack, where an adversary, who
has decryption key dku∗,T and key update kuT , can al-
ways recover a part (Dx∗,0, Dx∗,1) of initial private key
sku∗ for some x∗ if the challenged user u∗ is not re-
voked in time T , and can always obtain a decryption key
dku∗,T∗ = (Dx∗,0, D̃x∗,0, Dx∗,1, D̃x∗,1) by combination of
the parts (Dx∗,0, Dx∗,1) of sku∗ and (D̃x∗,0, D̃x∗,1) of kuT∗

if u∗ is still not revoked in the challenge time T ∗. For fur-
ther details, please read this reference [21]. Then they
revisited the Boldyreva et al. security model and pro-
posed the first scalable and efficient RIBE scheme with
decryption key exposure resistance. Furthermore, Seo and
Emura [22] extended the revocation functionality to the
hierarchical identity-based encryption (HIBE).

Signcryption is an important cryptographic primitive.
However, little work has been published on revocable
identity-based signcryption (RIBSC) schemes. Wu et
al. [28] formalized the security model of identity-based
signcryption with revocation functionality and proposed
the first revocable identity-based signcryption scheme in
2012. Nevertheless, their scheme makes use of the BF
revocation technique. Thus this requires the KGC to do
work linear in the number of users, and does not scale well
as the number of users grows. Moreover, the security of
their scheme is demonstrated in the random oracle model.
As shown in [5], a proof in the random oracle model can

only serve as a heuristic argument and does not necessar-
ily imply the security in the real implementation. Hence,
the revocable identity-based signcryption scheme in [28]
is not practically secure. In this paper, we focus on effi-
cient identity-based signcryption schemes with revocation
functionality without using the random oracles.

The rest of this paper is organized as follows. Some pre-
liminaries are presented in Section 2. The formal model of
revocable identity-based signcryption scheme and a con-
crete construction are detailed in Sections 3 and 4, re-
spectively. We analyze the proposed scheme in Section 5.
Finally, some concluding remarks are given in Section 6.

2 Preliminaries

In this section, we briefly review bilinear maps and some
complexity assumptions. Let G and GT be two multi-
plicative cyclic groups of order p for some large prime p,
and g be a generator of G. A bilinear map e : G×G→ GT

should satisfy the following properties:

1) Bilinear: for all u, v ∈ G and a, b ∈ Zp, e(ua, vb) =
e(u, v)ab;

2) Non-degenerate: e(g, g) 6= 1GT ;

3) Computable: it is efficient to compute e(u, v) for any
u, v ∈ G.

We say that (G,GT ) are bilinear map groups if they sat-
isfy these requirements above. In such groups, we describe
the following intractability assumptions related to the se-
curity of our scheme.

Definition 1. The challenger chooses a, b, c, z ∈ Zp at
random and then flips a fair binary coin β ∈ {0, 1}. If β =
1, it outputs the tuple (g, A = ga, B = gb, C = gc, Z =
e(g, g)abc). Otherwise, if β = 0, the challenger outputs
the tuple (g, A = ga, B = gb, C = gc, Z = e(g, g)z). The
decisional bilinear Diffie-Hellman (DBDH) problem is to
guess the value of β.

An adversary, C, has at least an ε advantage in solving
the DBDH problem if

|Pr[C(g, ga, gb, gc, e(g, g)abc) = 1]

− Pr[C(g, ga, gb, gc, e(g, g)z) = 1]| ≥ 2ε,

where the probability is oven the randomly chosen a, b, c, z
and the random bits consumed by C.

The (ε, t)-DBDH intractability assumption holds if no
t-time adversary C has at least ε advantage in solving the
DBDH problem.

Definition 2. The challenger chooses a, b ∈ Zp at ran-
dom and outputs (g, ga, gb). The computational Diffie-
Hellman (CDH) problem is to compute gab.

An adversary, C, has at least an ε advantage in solving
the CDH problem if

Pr[C(g, ga, gb) = gab] ≥ ε.
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The (ε, t)-CDH intractability assumption holds if no t-
time algorithm has the advantage at least ε in solving the
CDH problem.

3 Formal Model of RIBSC
Scheme

In this section, we define the formal definition of the syn-
tax and the security notions of RIBSC scheme. Our syn-
tax of RIBSC scheme is slightly different from Wu et
al. [28]. The main differences are: (1) our key update
(KeyUp) algorithm does not bind the identity with the
time; (2) our full private key generation (FPKG) algo-
rithm is probabilistic and supports key re-randomization,
whereas Wu et al.’s one is deterministic and does not sup-
port key re-ranomization; (3) we increase a Revocation
algorithm.

3.1 Generic Scheme

Let M, I and T be a message space, an identity space,
and a time index space, respectively. A RIBSC scheme
consists of seven algorithms as follows.

• Setup: This is the (stateful) setup algorithm which
takes as input the security parameter λ and the num-
ber of users N , and outputs public parameters mpk,
a master secret key msk, an initial revocation list
RL = φ, and a state st.

• Initial Private Key Generation: This is the
(stateful) initial private key generation (IPKG) al-
gorithm which takes as input mpk, msk, an identity
u ∈ I, and outputs a secret key sku associated with
u and an updated state st.

• Key Update Generation: This is the key update
generation (KeyUp) algorithm which takes as input
mpk,msk, the key update time T ∈ T , the current
revocation list RL, and st, and outputs a key update
kuT .

• Full Private Key Generation: This is the prob-
abilistic full private key generation (FPKG) algo-
rithm which takes as input mpk, sku, and kuT , and
outputs a decryption key dku,T , or ⊥ if u has been
revoked.

• Signcryption: This is the probabilistic signcryption
(SC) algorithm which takes as input mpk, T ∈ T , a
sender’s identity us ∈ I and decryption key dkus,T ,
a receiver’s identity ur ∈ I, and a message M ∈ M,
and outputs a ciphertext σ.

• Designcryption: This is the deterministic design-
cryption (DSC) algorithm which takes as input
mpk, T ∈ T , a sender’s identity us ∈ I, a receiver’s
identity ur ∈ I and decryption key dkur,T , and a ci-
phertext σ, and outputs M or ⊥ if σ is an invalid
ciphertext.

• Revocation: This is the stateful revocation (REV)
algorithm which takes as input an identity to be re-
voked u ∈ I, a revocation time T ∈ T , the current
revocation list RL, and a state st, and outputs an
updated RL.

Every RIBSC scheme should satisfy the following con-
sistency constraint that if

σ = SC(mpk, us, ur, T, dkus,T ,M),

then
DSC(mpk, us, ur, T, dkur,T , σ) = M

holds. Next, we provide a security definition of RIBSC
scheme that captures realistic threats including decryp-
tion key exposure.

3.2 Security Notions

Wu et al. [28] gave the security notions for a RIBSC
scheme including the indistinguishability under adaptive
chosen-ciphertext attack (IND-RIBSC-CCA2 ) and the
existential unforgeablilty under adaptive chosen-message
attack (EUF-RIBSC-CMA). This model is a natural ex-
tension of the security notions of the ordinary identity-
based signcryption schemes [4, 16, 17, 30]. According to
the generic scheme in Subsection 3.1, we will revise the
extended security notions by allowing the adversary to
access full private key generation query and revocation
query.

For the IND-RIBSC-CCA2 property, we consider the
following game played between a challenger C and an ad-
versary A.

– Initial. C runs the algorithm Setup and obtains both
the master public key parameters mpk and the mas-
ter secret key msk. The adversary A is given mpk
but the master secret is kept by the challenger.

– Phase 1. A makes a polynomially bounded number
of queries to the challenger C, in an adaptive fashion
(i.e., one at time, with knowledge of the previous
replies). The following queries are allowed:

• Initial private key generation query. Upon re-
ceiving this query with identity u ∈ I, the chal-
lenger C runs IPKG(mpk,msk, u, st) → sku

and returns sku.

• Key update query. Upon receiving this
query with time index T ∈ T , C runs
KeyUp(mpk, msk, T, RL, st) → kuT and re-
turns kuT .

• Revocation query. Upon receiving this query
with u ∈ I and T ∈ T , C runs
REV(mpk, u, T,RL, st) → RL and returns the
updated revocation list RL.

• Full private key generation query. Upon re-
ceiving this query with u ∈ I and T ∈
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T , C runs IPKG(mpk, msk, u, st) → sku,
KeyUp(mpk, msk, T, RL, st) → kuT , and
FPKG(mpk, u, T, sku, kuT ) → dku,T , and re-
turns dku,T .

• Signcryption query. Upon receiving this query
for a message M ∈ M, a sender’s identity
us ∈ I, a receiver’s identity ur ∈ I, and time in-
dex T ∈ T , C computes the sender’s decryption
key dkus,T = FPKG(mpk, us, T, skus , kuT )
(if necessary, first need to compute secret key
skus

= IPKG(mpk, msk, us, st) and key update
kuT = KeyUp(mpk, msk, T, RL, st)), runs
SC(mpk, us, ur, T, dkus,T ,M) → σ, and then re-
turns the ciphertext σ.

• Designcryption query. Upon receiving this
query for a ciphertext σ, a receiver’s identity
ur ∈ I, a sender’s identity us ∈ I, and time in-
dex T ∈ T , C computes the receiver’s decryption
key dkur,T = FPKG(mpk, ur, T, skur

, kuT )
(if necessary, first need to compute secret key
skur

= IPKG(mpk, msk, ur, st) and key up-
date kuT = KeyUp(mpk, msk, T, RL, st)),
runs DSC(mpk, us, ur, T, dkur,T , σ), and re-
turns its result to A (This result can be ⊥ if
σ is an invalid ciphertext).

– Challenge. At the end of Phase 1, A outputs two
equal length plaintexts M∗

0 and M∗
1 , a time in-

dex T ∗, and two identities u∗s and u∗r , on which
it wants to be challenged. C takes a random bit
β from {0, 1} and runs signcryption algorithm on
(mpk, u∗s, u

∗
r , T

∗, dku∗s ,T∗ ,M
∗
β) to obtain a ciphertext

σ∗ which is sent to A.

– Phase 2. A can ask a polynomially bounded number
of queries adaptively again as in Phase 1.

– Guess. A produces a bit β′ and wins the IND-RIBSC-
CCA2 game if β′ = β and the following restrictions
are satisfied:

1) Key update query and Revoke query can be
queried on time which is greater than or equal
to the time of all previous queries.

2) Revocation query cannot be queried on time in-
dex T if Key update query was queried on T .

3) If Initial private key generation query was
queried on the challenged identity u∗r , then Re-
vocation query must be queried on u∗r for T ≤
T ∗.

4) Full private key generation query cannot be
queried on time index T before Key update
query was queried on T .

5) Full private generation query cannot be queried
on the challenged identity u∗r and time index T ∗.

6) (σ∗, T ∗) was not returned by Signcryption query
on input (u∗s, u∗r , T ∗,M∗

β) for β ∈ {0, 1}.

7) Designcryption query cannot be queried on
(u∗s, u

∗
r , T

∗, σ∗) to obtain the corresponding
plaintext.

The advantage of A is defined as

AdvIND−RIBSC−CCA2
A = |2Pr[β′ = β]− 1|,

where Pr[β′ = β] denotes the probability that β′ = β.

Definition 3. A RIBSC scheme is said to have the IND-
RIBSC-CCA2 property if no polynomially bounded ad-
versary has non-negligible advantage in the above IND-
RIBSC-CCA2 game.

For the EUF-RIBSC-CMA property, we consider the
following game played between a challenger C and an ad-
versary A.

– Initial. The phase is the same one defined in the IND-
RIBSC-CCA2 game.

– Queries. A makes a polynomially bounded number of
queries to the challenger C. The queries are the same
as ones defined in the IND-RIBSC-CCA2 game.

– Forge. A outputs a new tuple (u∗s, u
∗
r , T

∗, σ∗), where
T ∗ is a time index, u∗s is a sender’s identity, u∗r is a re-
ceiver’s identity, and σ∗ is a ciphertext. We say that
A wins the EUF-RIBSC-CMA game if the following
restrictions are satisfied:

1) Key update query and Revoke query can be
queried on time which is greater than or equal
to the time of all previous queries.

2) Revocation query cannot be queried on time in-
dex T if Key update query was queried on T .

3) If Initial private key generation query was
queried on the challenged identity u∗s, then Re-
vocation query must be queried on u∗s for T ≤
T ∗.

4) Full private key generation query cannot be
queried on time index T before Key update
query was queried on T .

5) Full private key generation query cannot be
queried on the challenged identity u∗s and time
index T ∗.

6) The new tuple (u∗s, u
∗
r , T

∗, σ∗) was not produced
by Signcryption query.

7) The result of DSC(u∗s, u
∗
r , T

∗, σ∗) is not the ⊥
symbol.

The advantage of A is defined as the probability that
it wins.

Definition 4. A RIBSC scheme is said to have the EUF-
RIBSC-CMA property if no polynomially bounded ad-
versary has non-negligible advantage in the above EUF-
RIBSC-CMA game.
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4 The Proposed Scheme

4.1 KUNode Algorithm

In the revocation process, we follow the KUNode algo-
rithm and Boldyreva et al.’s idea to reduce the key up-
date costs. In the actual schemes, the algorithm is used
in a black-box manner.

Definition 5. (KUNode Algorithm [2]). This algorithm
takes as input a binary tree BT, revocation list RL, and
time period index T , and outputs a set of nodes. A formal
description of this algorithm is as follows: If η is a non-
leaf node, then ηleft and ηright denote the left and right
child of η, respectively. Each user is assigned to a leaf
node. If a user (assigned to η) is revoked on time index
T , then (η, T ) ∈ RL. Path(η) denotes the set of nodes on
the path from η to root. The description of KUNode is
given as follows.

KUNode(BT, RL, T ) :
X, Y← ∅
∀(ηi, Ti) ∈ RL

IfTi ≤ T then add Path(ηi) to X

∀x ∈ X

If xleft /∈ X then add xleft to Y

If xright /∈ X then add xright to Y

If Y = ∅ then add root to Y

Return Y.

This KUNode algorithm can be used to compute the
minimal set of nodes for which key update needs to be
published so that only non-revoked users at time index
T are able to generate full private key. Please see a sim-
ple example in [21] to easily understand KUNode(BT,RL,
T ). When a user joins the system, the key authority as-
signs it to the leaf node η of a complete binary tree, and
issues a set of keys, wherein each key is associated with
each node on Path(η). At time index T , the key authority
KGC publishes key updates for a set KUNode(BT, RL, T ).
Then, only non-revoked users have at least one key corre-
sponding to a node in KUNode(BT, RL, T ) and are able
to generate decryption keys on time index T .

4.2 Our Construction

The new revocable identity-based signcryption can be de-
scribed as the following algorithms.

• Setup(λ, N): On input (λ,N), the key authority
does the followings:

1) Generate two cyclic groups G and GT of prime
order p with a bilinear map e : G × G → GT

and g, g2 the generators of G;

2) Choose a secret α ∈ Zp, compute g1 = gα

and pick up u′,m′, v′, v ∈ G and two vectors

−→u = (ui),−→m = (mj) of length nu and nm re-
spectively, where ui,mj are chosen from G ran-
domly.

3) Choose a collision-resistant hash function H :
{0, 1}∗ → {0, 1}nm ;

4) Set master public parameter mpk = {g, g1, g2,
u′, m′,−→u ,−→m, v′, v}, master secret key msk = α,
RL = ∅, and st = BT, where BT is a binary
tree with N leaves.

• Initial Private Key Generation(mpk, msk, u, st):
Randomly choose an unassigned leaf η from BT, and
store u in the node η. Let U ⊂ {1, 2, · · · , nu} be the
set of indices such that u[i] = 1, where u[i] is the i-th
bit of u. For each node θ ∈ Path(η),

1) Recall gθ if it was defined. Otherwise, gθ
$←− G

and store (gθ, g̃θ = g2/gθ) in the node θ.

2) Choose rθ
$←− Zp.

3) Compute Dθ,0 ← gα
θ (u′

∏
i∈U

ui)rθ , Dθ,1 ← grθ .

4) Output secret key sku = {(θ, Dθ,0,
Dθ,1)}θ∈Path(η).

• Key Update Generation(mpk, msk, T, RL, st):
Parse st = BT. For each node θ ∈ KUNode
(BT, RL, T ),

1) Retrieve g̃θ (note that g̃θ is always pre-defined
in the Initial Private Key Generation algo-
rithm).

2) Choose sθ
$←− Zp.

3) Compute D̃θ,0 ← g̃α
θ (v′vT )sθ , D̃θ,1 ← gsθ .

4) Output key update kuT = {(θ, D̃θ,0,
D̃θ,1)}θ∈KUNode(BT,RL,T ).

• Full Private Key Generation(mpk, sku, kuT ):
Parse sku = {(θ,Dθ,0, Dθ,1)}θ∈I and kuT = {(θ,
D̃θ,0, D̃θ,1)}θ∈J, where I denotes Path(η) and J de-
notes KUNode(BT, RL, T ). If I ∩ J = ∅, then return

⊥. Otherwise, choose θ ∈ I ∩ J and r, s
$←− Zp and

return full private/decryption key

dku,T =(Dθ,0D̃θ,0(u′
∏

i∈U
ui)r(v′vT )s, Dθ,1g

r, D̃θ,1g
s)

=(gα
2 (u′

∏

i∈U
ui)rθ+r(v′vT )sθ+s, grθ+r, gsθ+s).

Let uA be sender Alice’s identity and uB receiver
Bob’s identity. Then the full private key of Alice
at some time period index T is

dkuA,T =(gα
2 (u′

∏

i∈UA

ui)rθA
+rA(v′vT )sθA

+sA ,

grθA
+rA , gsθA

+sA).
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And the full private key of Bob at some time period
index T is

dkuB ,T =(gα
2 (u′

∏

i∈UB

ui)rθB
+rB (v′vT )sθB

+sB ,

grθB
+rB , gsθB

+sB ).

• Signcryption(mpk, uA, uB , T, dkuA,T ,M): On in-
put M ∈ GT , the receiver Bob’s identity uB ,
the sender Alice’s identity uA and full private key
dkuA,T = (dkuA,T,1, dkuA,T,2, dkuA,T,3), and the cur-
rent time index T , the algorithm does the following:

1) Randomly choose a random integer k ∈ Zp.

2) Compute σ0 = M · e(g1, g2)k, σ1 = g−k, σ2 =
(u′

∏
i∈UB

ui)k, σ3 = (v′vT )k, σ4 = dkuA,T,2, and

σ5 = dkuA,T,3.

3) Compute m = H1(σ0, σ1, σ2, σ3, σ4, σ5, uA, uB),
and let M ⊂ {1, · · · , nm} be the set of indices
j such that m[j] = 1.

4) Compute σ6 = dkuA,T,1 · (m′ ∏
j∈M

mj)k.

5) Output σ = (σ0, σ1, σ2, σ3, σ4, σ5, σ6).

• Designcryption(mpk, uA, uB , T, dkuB ,T , σ):
On input σ = (σ0, · · · , σ6), the time index
T , the receiver’s full private key dkuB ,T =
(dkuB ,T,1, dkuB ,T,2, dkuB ,T,3) and the sender’s
identity uA, the algorithm outputs M , or ⊥ (if the
signcryptext is not valid) as follows:

1) Compute m = H1(σ0, σ1, σ2, σ3, σ4, σ5, uA, uB),
and let M ⊂ {1, · · · , nm} be the set of indices
j such that m[j] = 1.

2) Check if the following equation holds:

e(σ6, g) ?=e(g1, g2)e(u′
∏

i∈UA

ui, σ4)e(v′vT , σ5)

· e(m′ ∏

j∈M
mj , σ

−1
1 ).

(1)

if Equation (1) holds, output

M =σ0 ·
3∏

i=1

e(dkuB ,T,i, σi). (2)

• Revocation(mpk, u, T, RL, st): Let η be the leaf
node associated with u. Update the revocation list
by RL ← RL ∪ {η, T} and return the updated revo-
cation list.

5 Security Analysis

5.1 Consistency

Now we verify the consistency of our scheme. For Equa-
tion (1), we have

e(σ6, g)

=e(dkuA,T,1(m′ ∏

j∈M
mj)k, g)

=e(gα
2 (u′

∏

i∈UA

ui)rθA
+rA(v′vT )sθA

+sA(m′ ∏

j∈M
mj)k, g)

=e(gα
2 , g)e((u′

∏

i∈UA

ui)rθA
+rA , g)e((v′vT )sθA

+sA , g)

· e((m′ ∏

j∈M
mj)k, g)

=e(g1, g2)e(u′
∏

i∈UA

ui, σ4)e(v′vT , σ5)e(m′ ∏

j∈M
mj , σ

−1
1 ).

For Equation (2), we have

σ0

3∏

i=1

e(dkuB ,T,i, σi)

=Me(g1, g2)k

e(grθB
+rB , (u′

∏
i∈UB

ui)k)e(gsθB
+sB , (v′vT )k)

e(gα
2 (u′

∏
i∈UB

ui)rθB
+rB (v′vT )sθB

+sB , gk)

=
Me(g1, g2)k · e(grθB

+rB , (u′
∏

i∈UB

ui)k)e(gsθB
+sB , (v′vT )k)

e(gα
2 , gk)e((u′

∏
i∈UB

ui)rθB
+rB , gk)e((v′vT )sθB

+sB , gk)

=
Me(g1, g2)k · e(grθB

+rB , (u′
∏

i∈UB

ui)k)e(gsθB
+sB , (v′vT )k)

e(g2, g1)ke((u′
∏

i∈UB

ui)k, grθB
+rB )e((v′vT )k, gsθB

+sB )

=M.

5.2 Security

Next, we reduce the IND-RIBSC-CCA2 property to the
DBDH hardness assumption and the EUF-RIBSC-CMA
property to the CDH hardness assumption.

Theorem 1. If there exists an adversary A attack-
ing IND-RIBSC-CCA security of the proposed RIBSC
scheme, then there exists a challenger C breaking a DBDH
problem instance.

Proof. We suppose that an (ε, t, qipk, qku, qfpk, qr, qs, qd)
adversary A for our scheme exists, where it has advan-
tage at least ε, runs in time at most t, and makes at most
qipk initial private key queries, qku key update queries,
qfpk full private key queries, qr revocation queries, qs sign-
cryption queries, and qd designcryption queries. From the
adversary, we construct a simulator C, which makes use
of A to solve DBDH game with a probability at least ε′

and in time at most t′, contradicting the (ε′, t′)-DBDH
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assumption. Our approach is based on Waters’ idea such
as [16, 17, 20, 21, 30].
C will take DBDH challenge (g, A = ga, B = gb, C =

gc, Z) and output a guess, β′, as to whether the challenge
is a DBDH tuple. In order to use A to solve the problem,
C needs to simulate a challenger and all queries for A. C
then simulates the queries of A as follows.

Setup: C randomly guesses the challenge time T ∗ ∈ T .
We assume that C’s guess is right. (It holds with 1/|T |
and this is a loss of polynomial in λ.) Let lu = 2(qipk +
qfpk + qs + qd) and lm = 2(qs + qd).

1) C randomly chooses two integers ku and km (0 ≤
ku ≤ nu, 0 ≤ km ≤ nm). We assume that lu(nu +
1) < p and lm(nm + 1) < p for the given values of
qipk, qfpk, qs, qd, nu and nm.

2) C picks an integer x′ ∈ Zlu and a vector X =
(xi)nu

(xi ∈ Zlu) at random.

3) C randomly selects an integer z′ ∈ Zlm and a vector
Z = (zj)nm(zj ∈ Zlm).

4) C randomly picks two integers y′, w′ ∈ Zp and two
vectors Y = (yi)nu(yi ∈ Zp) and W = (wj)nm(wj ∈
Zp).

5) C randomly chooses ν, ν′ ∈ Zp.

For convenience, we define the two pairs of functions for
binary identity string u and message string m as follows:

F (u) = (p− luku) + x′ +
∑
i∈U

xi,

J(u) = y′ +
∑
i∈U

yi,

K(m) = (p− lmkm) + z′ +
∑

j∈M
zj

L(m) = w′ +
∑

j∈M
wj ,

where U ⊂ {1, · · · , nu} denotes the set of indices i such
that u[i] = 1 and M ⊂ {1, · · · , nm} denotes the set of
indices j such that m[j] = 1. Then the challenger assigns
a set of public parameters as follows:

g1 = ga, g2 = gb,

u′ = g
(p−luku)+x′

2 gy′ , ui = gxi
2 gyi(1 ≤ i ≤ nu),

m′ = g
(p−lmkm)+z′

2 gw′ , mj = g
zj

2 gwj (1 ≤ j ≤ nm),
v′ = g−T∗

1 · gν′ , v = g1 · gν .

Note that the master secret key is gα
2 = gb

1 = gab and
the following equations hold for an identity u and a mes-
sage m:

u′
∏

i∈U
ui = g

F (u)
2 gJ(u), m′ ∏

j∈M
mj = g

K(m)
2 gL(m).

Then, it publishes mpk = {g, g1, g2, u
′,−→u =

(ui),m′,−→m = (mj), v′, v}. The corresponding master se-
cret key is gα

2 . Although C does not know the master
secret key, it still can construct a private key (d0, d1) for
an identity u by assuming F (u) 6= 0 mod p, which is the

private key generation oracle PKGWat(·) of the Waters
IBE scheme [27]. C randomly chooses ru ∈ Zp and com-
putes:

(d0, d1) = (g−J(u)/F (u)
1 (u′

∏

i∈U
ui)ru , g

−1/F (u)
1 gru).

By writing r̂u = ru − a/F (u), we can show that (d0, d1)
is a valid private key for the identity u as follows. The
challenger C can generate such a private key (d0, d1) if and
only if F (u) 6= 0 mod lu, which suffices to have F (u) 6= 0
mod p. The simulation is perfect since

d0 = g
−J(u)/F (u)
1 (u′

∏

i∈U
ui)ru

= ga
2 (gF (u)

2 gJ(u))−a/F (u)(gF (u)
2 gJ(u))ru

= ga
2 (gF (u)

2 gJ(u))ru−a/F (u)

= ga
2 (u′

∏

i∈U
ui)r̂u ,

and d1 = g
−1/F (u)
1 gru = gru−a/F (u) = gr̂u . If, on the

other hand, F (u) = 0 mod p, C aborts.
Let u∗ be the challenge identity. C guesses an adver-

sarial type among the following two types:

1. Type-1 adversary: A issues an initial private key gen-
eration query for sku∗ , and so u∗ should be revoked
before T ∗. (For T 6= T ∗, A may query dku∗,T .)

2. Type-2 adversary: A does not query sku∗ , but A may
issue dku∗,T for T 6= T ∗.

We assume that C’s guess is right. (It holds with 1/2
probability.) We separately describe C’s other process ac-
cording to its guess.

Type-1 Adversary. Let q be the maximum number
of queries regarding initial private key generation queries,
full private key generation queries, signcryption queries
or designcryption queries. C randomly guesses i∗ ∈ [1, q]
such that A’s i∗-th query is the first query regarding u∗

among initial private key generation queries, full private
key generation queries, signcryption queries and design-
cryption queries. We assume that C’s guess is right. (It
holds with 1/q and this is a loss of polynomial in λ.) C
randomly choose a leaf node η∗ that will be used for u∗

(this is not a security loss, but just a pre-assignment for
u∗.) C marks η∗ as a defined node. C keeps an integer
count to count the number of queries for initial private
key generation, full private key generation, signcryption
or designcryption up to the current time.

Key Update Queries: For all nodes θ ∈
KUNode(BT, RL, T ), C recalls Sθ from the node θ if it

is defined. Otherwise, C chooses Sθ
$←− G and stores

it in the node θ. C computes D̃θ,0 and D̃θ,1 as follows:
if θ /∈ Path(η∗), then

(D̃θ,0, D̃θ,1) = (S−1
θ (v′vT )sθ , gsθ ),
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otherwise

(D̃θ,0, D̃θ,1)

=(S−1
θ g

− ν′+νT∗
T−T∗

2 g
sθ(T−T∗)
1 gsθ(ν′+νT∗), g

− 1
T−T∗

2 gsθ ),

where sθ
$←− Zp. In fact, if θ ∈ Path(η∗), then

(D̃θ,0, D̃θ,1)

=(S−1
θ g

− ν′+νT∗
T−T∗

2 g
sθ(T−T∗)
1 gsθ(ν′+νT∗), g

− 1
T−T∗

2 gsθ )

=(S−1
θ ga

2 (gT−T∗
1 gν′+νT∗)−

b
T−T∗+sθ , g−

b
T−T∗+sθ )

=(S−1
θ ga

2 (v′vT )s′θ , gs′θ )

where s′θ = − b
T−T∗ + sθ. Output

kuT = {(θ, D̃θ,0, D̃θ,1)}θ∈KUNode(BT,RL,T ).

When T = T ∗, u∗ should be in the revocation list RL
so that C performs the above computation for only
θ /∈ Path(η∗).

Revocation Queries: Upon receiving this query on (u,
T ), C runs algorithm REV(mpk, u, T, RL, st) → RL
and returns the updated revocation list RL.

From now, we explain how C responds to initial pri-
vate key generation queries, full private key genera-
tion queries, signcryption queries and designcryption
queries according to count.

Case count < i∗: Whenever C receives either initial
private key generation query for u, full private
key generation query for (u, T ), signcryption
query for (u, ur,M, T ), or designcryption query
for (us, u, σ, T ), C firstly sends u to PKGWat(·)
oracle and obtains (d0, d1), and then randomly
chooses an undefined leaf node η and store u in
η.

• Initial Private Key Generation
Queries: For θ ∈ Path(η∗), C recalls Sθ if

it is defined. Otherwise, Sθ
$←− G and store

it in the node θ. Compute

(Dθ,0, Dθ,1)

=





(Sθ(u′
∏
i∈U

ui)rθ , grθ ), if θ ∈ Path(η∗),

(Sθd0(u′
∏
i∈U

ui)rθ , d1g
rθ ), otherwise,

where rθ
$←− Zp. Return the secret key

sku = {(θ,Dθ,0, Dθ,1)}θ.
• Full Private Key Generation Queries:

Run key update query and initial private
key generation query, and then run full pri-
vate key generation algorithm as follows
(Since count< i∗, u 6= u∗ holds. So, C can
query u to PKGWat(·) oracle).

1) For the case of θ ∈ KUNode(BT, RL, T )
∩ ¬ Path(η∗), C runs initial private key
generation query and key update query
to obtain secret key

sku ={(θ, Dθ,0, Dθ,1)}θ

={(θ, Sθ · d0 · (u′
∏

i∈U
ui)rθ ,

d1 · grθ )}θ,

and update key

kuT ={(θ, D̃θ,0, D̃θ,1)}θ

={(θ, S−1
θ (v′vT )sθ , gsθ )}θ.

If KUNode(BT, RL, T ) ∩ ¬Path(η∗) =
∅, then return ⊥. Otherwise, choose
θ ∈ KUNode(BT, RL, T )∩¬Path(η∗) and

r, s
$←− Zp and return the decryption key

dku,T =(Dθ,0 · D̃θ,0 · (u′
∏

i∈U
ui)r(v′vT )s,

Dθ,1 · gr, D̃θ,1 · gs)

=(ga
2 (u′

∏

i∈U
ui)r̂u+rθ+r(v′vT )sθ+s,

gr̂u+rθ+r, gsθ+s).

2) For the case of θ ∈
KUNode(BT, RL, T ) ∩ Path(η∗), then C
does the similar process as above and
returns the decryption key

dku,T =(ga
2 (u′

∏

i∈U
ui)rθ+r(v′vT )s′θ+s,

grθ+r, gs′θ+s).

• Signcryption Queries: When A queries
the signcrypt oracle for a message M , a
time index T , a sender’s identity u and a
receiver’s identity ur, the challenger C pro-
ceeds as follows:
1. Computes a decryption key dku,T by

running a full private key generation
query for u and T (If it is necessary
to query PKGWat(·) oracle on u, but
F (u) = 0 mod lu, C will simply abort).

2. Run the algorithm SC(u, ur, T, M) and
return its output as response.

• Designcryption Queries: At any time A
can perform a designcryption query for a
ciphertext σ = (σ0, σ1, σ2, σ3, σ4, σ5, σ6) as-
sociated with T , us and u, C does the fol-
lowing.
1. Compute

m = H1(σ0, σ1, σ2, σ3, σ4, σ5, us, u),
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2. Set M ⊂ {1, · · · , nm} be the set of
indices j such that m[j] = 1, where m[j]
is the j-th bit of m,

3. Check the equation

e(σ6, g) ?=e(v′vT , σ5)e(m′ ∏

j∈M
mj , σ

−1
1 )

· e(g1, g2)e(u′
∏

i∈U
ui, σ4).

(3)

4. Prepare its response according to the
following situations.
(i) If Equation (3) does not hold, C
rejects the ciphertext.
(ii) If Equation (3) holds and F (u) = 0
mod lu, but it is necessary to query
PKGWat(·) oracle on u, then C will
abort.
(iii) If Equation (3) holds and F (u) 6=
0 mod lu, or F (u) = 0 mod lu, but it
is not necessary to query PKGWat(·)
oracle on u, then C makes a full pri-
vate key generation query on u and
T , and obtains the decryption key
dku,T = (dku,T,1, dku,T,2, dku,T,3) and
returns the message

M =σ0 ·
3∏

i=1

e(dku,T,i, σi).

Case count=i∗: C can identify u∗ and store u∗ in
the pre-assigned leaf node η∗.

• Initial Private Key Generation
Queries: For θ ∈ Path(η∗), C recalls Sθ if

it is defined. Otherwise, Sθ
$←− G and store

it in the node θ. Return

(Sθ · (u′
∏

i∈U
ui)rθ , grθ ), where rθ

$←− Zp.

Note that it is not necessary to obtain
(d0, d1) by sending u to PKGWat(·) oracle.
Thus in this case we do not need to consider
whether F (u) = 0 mod lu or not.

• Full Private Key Generation Queries:
Run initial private key generation query for
u and key update query on T , and then run
full private key generation algorithm for u
and T .

• Signcryption Queries: When A queries
the signcrypt oracle for a message M , a
time index T , a sender’s identity u and a
receiver’s identity ur, the challenger C will
proceeds the same as signcryption query in
the case count < i∗.

• Designcryption Queries: At any time
A can perform a designcryption query for
a ciphertext σ = (σ0, σ1, σ2, σ3, σ4, σ5, σ6)
associated with T , us and u, C does the
same as the designcryption query in the
case count < i∗.

Case count> i∗: If u 6= u∗, then C does the same
process as the queries in the case count< i∗.
Otherwise, C acts the same as the queries in the
case count= i∗.

Challenge: At the end of the first stage, A outputs
two messages M∗

0 and M∗
1 , a time period index T ∗,

a receiver’s identity u∗r , and a sender’s identity u∗ on
which it wishes to be challenged. Then, C chooses a
random bit β ∈ {0, 1} and fails if F (u∗) = 0 mod lu,
or F (u∗r) 6= 0 mod lu, or K(m∗) 6= 0 mod lm. Oth-
erwise, C first makes the full private key generation
query on (u∗, T ∗) and obtains the decryption key
dku∗,T∗ = (dku∗,T∗,1, dku∗,T∗,2, dku∗,T∗,3), then sets

σ∗0 = M∗
β · Z, σ∗1 = C−1,

σ∗2 = CJ(u∗r), σ∗3 = Cν′+ν·T∗ ,
σ∗4 = dku∗,T∗,2, σ∗5 = dku∗,T∗,3,

m∗ = H(σ∗0 , · · · , σ∗5 , u∗, u∗r), σ∗6 = dku∗,T∗,1 · CL(m∗).

Finally, C sends σ∗ = (σ∗0 , · · · , σ∗6) to A. It is obvious
that along with the assumption that C does not fail,
the signcryptext σ∗ can pass the verification equation
in the designcryption algorithm.

During the second phase, A may continue to make
the queries to the challenger C as above, but with the
restrictions in Subsection 3.2.

Eventually, A outputs a bit β′. If β = β′, then C out-
put 1 (which means that e(g, g)abc = e(g, g)z), and 0
otherwise (which means that e(g, g)abc 6= e(g, g)z).

Type-2 Adversary: Let q be the maximum number
of full private key generation queries, signcryption queries
or designcryption queries. C randomly guesses i∗ ∈ [1, q]
such that A’s i∗-th query is the first query regarding u∗

among full private key generation queries, signcryption
queries and designcryption queries. We assume that C’s
guess is right (It holds with 1/q and this is a loss of polyno-
mial in λ). C keeps an integer count to count the number
of full private key generation queries, signcrypiton queries
or designcryption queries up to the current time.

Key Update Queries: For all nodes θ ∈
KUNode(BT, RL, T ), C recalls Sθ from the node θ if it

is defined. Otherwise, C chooses Sθ
$←− G and stores

it in the node θ. C computes

(D̃θ,0, D̃θ,1) = (S−1
θ (v′vT )sθ , gsθ ),

where sθ
$←− Zp. Output kuT =

{(θ, D̃θ,0, D̃θ,1)}θ∈KUNode(BT,RL,T ).



International Journal of Network Security, Vol.17, No.2, PP.110-122, Mar. 2015 119

Revocation Queries: Upon receiving this query on (u,
T ), C runs algorithm REV(mpk, u, T, RL, st) → RL
and returns the updated revocation list RL.

Initial Private Key Generation Queries: C starts
with receiving an identity u, sends it to PKGWat(·),
and obtains (d0, d1) (if F (u) = 0 mod lu, then
abort). C randomly chooses an undefined leaf node
η and stores u in η. For θ ∈ Path(η), C recalls Sθ if

it is defined. Otherwise, Sθ
$←− G and store it in the

node θ. Then return the secret key

sku = {(θ, Sθ · d0 · (u′
∏

i∈U
ui)rθ , d1 · grθ )}θ∈Path(η),

where rθ is randomly chosen from Zp.

Full Private Key Generation Queries: For u 6= u∗

and all T , run initial private key generation query
and key update query, and full private key genera-
tion algorithm (When count< i∗, all u are not equal
to u∗. And when count =i∗, C can identify u∗). If
KUNode(BT, RL, T ) ∩ Path(η) = ∅, then return ⊥.
Otherwise, choose θ ∈ KUNode(BT, RL, T ) ∩ Path(η)

and r, s
$←− Zp and return the decryption key

dku,T = (d0(u′
∏

i∈U
ui)rθ+r(v′vT )sθ+s, d1g

rθ+r, gsθ+s).

For u = u∗ and T 6= T ∗, C chooses random integers
r, s

$←− Zp and outputs the decryption key

dku∗,T =((u′
∏

i∈U∗
ui)rg

− ν′+νT
T−T∗

2 (v′vT )s, gr, g
− 1

T−T∗
2 gs)

=(ga
2 (u′

∏

i∈U∗
ui)r(v′vT )s′ , gr, gs′),

where s′ = − b
T−T∗ + s. Thus the decryption keys

for u = u∗ and T 6= T ∗ are identically distributed to
those generated in the real experiment.

Signcryption Queries: When A queries the signcryp-
tion oracle for a message M , a time index T , a
sender’s identity u and a receiver’s identity ur, the
challenger C proceeds the same as signcryption ora-
cle for Type-1 adversary.

Designcryption Queries: At any time A can per-
form a designcryption query for a ciphertext σ =
(σ0, σ1, σ2, σ3, σ4, σ5, σ6) associated with T , us and
u, C does the same as designcryption query for Type-
1 adversary.

Challenge: C acts the same as the Challenge for Type-
1 adversary.

Note that C does not query u∗ to PKGWat(·) oracle dur-
ing the simulation. Type-2 adversary does not query the
initial private key generation for u∗, but she may query
full private key generation for u∗ and T 6= T ∗. For full

private key generation query for the challenged identity
u∗ and time index T 6= T ∗, C simulates queries without
aid of PKGWat(·) oracle. The analysis about the challenge
phase is same as the case for Type-1 adversary.

This completes the description of the simulation. It
remains to analyze C’s advantage. According to Claims 1
and 2 in [21], the distribution of all transcription between
a challenger C and two types of adversaries A is identi-
cal to the real experiment. Furthermore, if C correctly
guesses and does not abort, C’s advantage is equal to A’s
advantage.

In the following, we firstly compute the probability of
C’s correct guess. In the setup phase, C randomly guesses
the challenged time T ∗ ∈ T , and so C’s correct guess holds
with 1/|T |. In the queries, C randomly guesses i∗ ∈ [1, q]
such that A’s i∗-th query is the first query regarding u∗

among initial private key generation queries, full private
key generation queries, signcryption queries and design-
cryption queries, and so C’s correct guess holds with 1/q,
where q is the maximum number of queries. It is obvious
that C’s guess T ∗ is totally independent from its guess i∗.

Then we consider the probability of C’s not abort-
ing. For the simulation to complete without aborting,
we require that at most all initial private key generation
queries, full private key generation queries on an iden-
tity u have F (u) 6= 0 mod lu, that at most all signcryp-
tion queries (u, ur,M, T ) have F (u) 6= 0 mod lu, that at
most all designcryption queries (us, u, σ, T ) have F (u) 6= 0
mod lu and that F (u∗) 6= 0 mod lu, F (u∗r) = 0 mod lu
and K(m∗) = 0 mod lm. Similarly to the same technique
in [16, 17, 20, 21, 30], we can bound the probability that
C succeeds.

When we put the results for two types of adversaries to-
gether, we obtain a (polynomial-time) reduction from an
adversary breaking IND-RIBSC-CCA security to a chal-
lenger against a DBDH instance with 1

2q|T | reduction loss.
Thus we obtain the following advantage of C in solving the
DBDH problem:

Adv(C)
>

ε

64q|T |(qipk + qfpk + qs + qd)2(nu + 1)2(qs + qd)(nm + 1)
.

Regarding the running time of C, one can take into ac-
count the running time t of A and the multiplications,
the exponentiations and the pairings computation time
in the series of queries and the challenge processes above.
For simplicity and due to the fact that the pairing is the
most dominant component in pairing based cryptosys-
tems, we only count the number of pairing operations
required. Thus, we have the time complexity bound of C:

t′ ≤ t +O((qs + 8qd)τ),

where τ is the time of pairing computation. Thus, the
theorem follows.

Theorem 2. If there exists an adversary A attack-
ing EUF-RIBSC-CMA security of the proposed RIBSC
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scheme, then there exists a challenger C breaking a CDH
problem instance.

Proof. C receives a random instance (g, ga, gb) of the CDH
problem. C uses A as a subroutine to solve that instance
and plays the role of A’ challenger in the game of Def-
inition 4. The simulation process is the same as that
described in Theorem 1.

At the end of the game, A produces a ciphertext
σ∗ = (σ∗0 , · · · , σ∗6) of message M∗, time index T ∗ and
two identities u∗s and u∗r . If σ∗ is a valid forgery, then
(σ∗1 , σ∗4 , σ∗5 , σ∗6) is a valid signature of u∗s on message m∗,
where m∗ = H(σ∗0 , · · · , σ∗5 , u∗s, u

∗
r). If F (u∗s) 6= 0 mod lu

and K(m∗) 6= 0 mod lm, then C fails and stops. Other-
wise, C computes and outputs

σ∗6 · (σ∗1)L(m∗)

(σ∗4)J(u∗s) · (σ∗5)ν′+νT∗

=
ga
2 (u′

∏
i∈Us

ui)rs(v′vT∗)rt(m′ ∏
j∈M

mj)k(g−k)L(m∗)

(grs)J(u∗s)(grt)ν′+νT∗

=
ga
2 (gJ(u∗s))rs(g−T∗

1 gν′gT∗
1 gνT∗)rt(gL(m∗))k(g−k)L(m∗)

(grs)J(u∗s)(grt)ν′+νT∗

=ga
2 = gab

which is the solution to the given CDH problem.
This completes the description of the simulation. It

remains to analyze the probability of C success. Simi-
lar to the probability analysis of C in the Theorem 1, if
C correctly guesses and does not abort, C’s advantage is
equal to A’s advantage. The probability of C’s correct
guess is 1/(2q|T |). On the other hand, for the simulation
to complete without aborting, we require that at most all
initial private key generation queries, full private key gen-
eration queries on an identity u have F (u) 6= 0 mod lu,
that at most all signcryption queries (u, ur,M, T ) have
F (u) 6= 0 mod lu, that at most all designcryption queries
(us, u, σ, T ) have F (u) 6= 0 mod lu, and that F (u∗s) = 0
mod lu and K(m∗) = 0 mod lm. According to the same
technique in [16, 17, 20, 21, 30], we can bound the prob-
ability that C succeeds. Thus we obtain the following
advantage of C in solving the CDH problem instance:

Adv(C)
>

ε

32q|T |(qipk + qfpk + qs + qd)(nu + 1)(qs + qd)(nm + 1)
.

Regarding the running time of C, we only count the
number of pairing operations required and have the time
complexity bound of C:

t′ ≤ t +O((qs + 8qd)τ),

where τ is the time of pairing computation. Thus, the
theorem follows.

6 Conclusions

In this paper, we have proposed an identity-based sign-
cryption scheme with revocation functionality. In the pro-

posed scheme, the master key is randomly divided into
two parts: one is used to construct the initial key, the
other is used to generate the updated key. These keys
are used to periodically generate full private/decryption
keys for non-revoked users. Thus, our method can revoke
users in time and resist key exposure. Furthermore, we
prove that our scheme has the IND-CCA2 security under
the DBDH hardness assumption and has the EUF-CMA
property under the CDH hardness assumption in the stan-
dard model. Compared with the previous schemes, our
scheme supports key re-randomization, reduces the key
update complexity from O(n − r) to O(r log n

r ) with n
the number of users and r the number of revoked users,
and is proved to be secure without using the random or-
acles.

Finally, we remark that some interesting problems re-
main to be solved. Our RIBSC scheme has long pub-
lic parameters and loose security reduction. Therefore,
constructing efficient and tightly secure RIBSC schemes
is an open problem. Furthermore, one natural question
is how to construct a generic transformation from IBSC
to RIBSC. On the other hand, our scheme is based on
bilinear pairings, but it is interesting to construct post-
quantum secure schemes based on other mathematical
structure such as lattices.
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Abstract

A proactive secret sharing scheme is a method of sharing
a secret among a set of participants. And, the corre-
sponding shadows can be periodically renewed under the
premise of never changing the shared secret. However, in
the most existing proactive secret sharing schemes, only
one secret can be shared during one secret sharing process.
The proposed scheme describes PMSS, a new way to share
multiple secrets with the proactive characteristic. In the
proposed scheme, multiple secrets can be shared among
many participants and shadows can be periodically re-
newed without changing these secrets. Meanwhile, based
on the intractability of the discrete logarithm, the shad-
ows provided by participants can be verified.
Keywords: Multi-secret sharing, proactive, secret sharing

1 Introduction

A secret sharing scheme is a technique to share a se-
cret among a group of participants. It is mainly used
to protect secret information from being lost, destroyed,
or modified. In 1979, the first (t, n) threshold secret shar-
ing schemes, based on Lagrange interpolating and liner
project geometry, were proposed by Shamir [12] and Blak-
ley [1], respectively. A secret sharing scheme contains
a trusted dealer and n participants. The dealer divides
the shared secret into n shadows and distributes them
to these n participants through a secure channel. In the
(t, n) threshold scheme, at least t honest participants can
reconstruct the shared secret, but (t− 1) or fewer partic-
ipants can obtain nothing about the secret. Therefore,
even though some participants are compromised, if only
the number of the compromised participants is less than
t, they cannot cooperate to compute the secret.

Secret sharing schemes protect the secrecy and in-
tegrity of information by distributing the information over
different locations (shadow holders). However, for long-
lived and sensitive secrets, this protection may be insuf-
ficient. In many situations, such as cryptographic master
keys, data files, legal documents, etc., a secret value needs

to be stored for a long time. In these situations, given
enough time, an adversary may compromise t servers one
by one, obtain t shadows, and thus learn the shared se-
cret. Thus, in order to protect the secrecy of the informa-
tion, we need to periodically renew the shadows without
changing the shared secret. To prevent such an attack,
proactive secret sharing schemes are proposed. Proac-
tive security for secret sharing was firstly suggested by
Ostrovsky and Yung [10]. Herzberg et al. [5] further dis-
cussed proactive secret sharing schemes and gave a de-
tailed proactive scheme. In their scheme, shadows can
be periodically renewed (without changing the secret) in
such a way that information gained by the adversary in
one time period is useless for attacking the secret after
the shadows are renewed. Hence, the adversary willing
to learn the secret needs to break to all t locations dur-
ing the same time period. Xu et al. [14] proposed a se-
cret sharing scheme with periodic renewing shadows. In
their scheme, because a trusted dealer distributes the se-
cret information in the initialization phase and renewing
phase, the amount of data communication and calcula-
tion are reduced. Zhou et al. [17] proposed in 2005 a
proactive secret sharing (PSS) protocol for asynchronous
systems, in which message delivery delays and processor
execution speeds do not have fixed bounds. Their research
extended the scope of PSS. In 2009, Ma and Ding [8] pro-
posed a proactive verifiable linear integer secret sharing
scheme. Linear integer secret sharing was firstly devel-
oped by Damgard and Thorbek [2], in which the shared
secret was an integer, and each shadow was computed
as an integer linear combination of the shared secret and
some random integers selected by the dealer. In Ma and
Ding’s scheme, they introduced combinatorial structure
into the proactive scheme to reduce the computational
cost, meanwhile, they presented a verifiable method with-
out a public key cryptosystem, which can prevent and de-
tect cheating both from participants and dealers. In 2010,
Schultz and Liskov [11] developed a new mobile proactive
secret sharing scheme. Their scheme allows the set of
participants to change.

However, in their schemes, only one secret can be
shared during one secret sharing process. There are also



International Journal of Network Security, Vol.17, No.2, PP.123-128, Mar. 2015 124

many papers [9, 13] that discuss proactive secret sharing.
Our discussion will mainly follow the papers [5, 14].

Multi-secret sharing (MSS) schemes have been pro-
posed by Harn [4] in 1995, in order to solve the problem
that several secrets can be shared during one secret shar-
ing process. In 2004, Yang, Chang and Hwang (YCH) [15]
proposed a new MSS scheme based on Shamir’s secret
sharing scheme and the two-variable one-way function.
Later, Li et al. [7] presented a new (t, n) threshold multi-
secret sharing scheme. In 2007, Zhao et al. [16] proposed
a practical verifiable multi-secret sharing scheme based
on YCH and Hwang-Chang (HC) schemes [6]. The verifi-
cation phase of Zhao’s scheme is the same as that of HC
scheme. So, a secure channel is not necessary at all. In
2008, Dehkordi and Mashhadi [3] also proposed a verifi-
able multi-secret sharing based on YCH, the intractability
of Discrete Logarithm (DL) and RSA cryptosystem. In
their scheme, there is not any need to a secure channel,
and verifiable property is more efficient.

In this paper, we present a practical and efficient proac-
tive multi-secret sharing scheme based on Xu’s periodic
renewing shadows secret sharing scheme. The verification
phase is the same as the method introduced in [16]. In
the proposed scheme, the shadows kept by participants
can be updated periodically without changing these se-
crets. Meanwhile, multiple secrets can be shared during
one secret sharing process.

To the best of our knowledge, no proactive multi-secret
sharing schemes have been proposed in the literature to
date. The proactive multi-secret characteristic of the pro-
posed scheme is not available in the existing mechanisms,
so the proposed scheme has the potential to work in many
applications. The key features of our proposed proactive
multi-secret sharing scheme are summarized below.

1) Shadows held in participants can be periodically up-
dated without changing the shared secret;

2) The participants can shared multiple secrets during
one secret sharing process;

3) Every participant can verify the validity of the shad-
ows which he/she receives and other participants
show;

4) The proposed scheme is efficiency and ”⊕” operation
is low computing cost.

The remainder of this paper is organized as follows.
In Section 2, we briefly review the multi-secret sharing
scheme based on a two-variable one-way function pro-
posed by Li et al., which is the major building block of our
scheme. In the next section, we demonstrate the proposed
scheme. Section 4 gives some security analysis. Finally,
we presents our conclusions in Section 5.

2 Review of Li Scheme

In this section, we will review the Li scheme [7]. These
schemes are based the threshold scheme proposed by

Shamir [12] where the secret is embedded in an inter-
polating polynomial and each participant keeps a shadow
associated to the interpolating polynomial.

Before presenting Li’s scheme, we firstly give a defini-
tion of a two-variable one-way function f (r, s) with two
variables r and s. The two-variable one-way function has
been used in Li’s schemes.
Definition 1 [15]. Function f (r, s) denotes any two-
variable one-way function that maps any r and s onto
a bit string f (r, s) of a fixed length. The two-variable
one-way function has several properties:

1) Given r and s, it is easy to compute f (r, s);

2) Given s and f (r, s), it is hard to compute r;

3) Having no knowledge of s, it is hard to compute
f (r, s) for any r;

4) Given s, it is hard to find two different values r1 and
r2 such that f (r1, s) = f (r2, s);

5) Given r and f (r, s), it is hard to compute s;

6) Given pairs of ri and f (ri, s), it is hard to compute
f (rj , s), for ri 6= rj .

Then, we introduce a theorem that has been used in
Li’s scheme and will also be used in our scheme.

Theorem 1. Given (m + 1) unknown variables xi ∈
GF (q) (i = 0, 1, ..., m), and m equations x′i = x0 ⊕
xi (i = 1, 2, ..., m), where GF (q) is a finite field. Here
”⊕” denotes exclusive-or bit by bit. Only the values of
x′i (i = 1, 2, ..., m), are published. Given x0, it is easy to
find the remaining unknown symbols xi (i = 1, 2, ..., m);
without any knowledge of x0, it is computationally infea-
sible to determine the values of these unknown symbols.

Proof. We prove Theorem 1 in two steps:

1) Given x0, we can find xi (i = 1, 2, ...,m) easily by
computing xi = x0 ⊕ x′i.

2) Without any knowledge of x0, Theorem 1 is equal
to solve m simultaneous equations, x0 ⊕ xi =
x′i (i = 1, 2, ..., m), with (m + 1) unknown symbols
xi (i = 0, 1, ..., m). So, given these m equations, the
values of these unknown symbols cannot be of the
unknown symbols. The only thing for an adversary
to do is to guess the doing it is only 1/q due to
xi ∈ GF (q). If GF (q) is a sufficiently large finite
field, the successful probability tends to 0. So with
no knowledge of x0, it is computationally infeasible
to determine the values of these unknown symbols.

Li’s scheme can be described briefly as follows:

1) System parameters. Let GF (q) denote a finite field,
where q is a large prime number. All numbers are
elements of GF (q). The dealer randomly selects n



International Journal of Network Security, Vol.17, No.2, PP.123-128, Mar. 2015 125

distinct integers s1, s2, ..., sn, from GF (q) as partic-
ipants secret shadows and randomly selects n dis-
tinct integers,ui ∈ [n − t + 2, q], for i = 1, 2, ..., n, as
participants public identifiers. There are p secrets
k1, k2, ..., kp to be shared among n participants. Let
f (r, s) be a two-variable one-way function defined
above, which is used to compute pseudo shadows of
participants.

2) Secret distribution. The trusted dealer performs the
following steps to implement the secret distribution:

a. Randomly choose an integer r and compute
f (r, si) for i = 1, 2, ..., n.

b. Use n pairs of (0, k1) and (u1, f (r, s1)),
(u2, f (r, s2)),..., (un, f (r, sn)) to construct an
nth degree polynomial h (x) = a0 + a1x + ... +
anxn.

c. Compute zi = h (i) mod q for i = 1, 2, ..., n− t+
1 and k′i = k1 ⊕ ki mod q where i = 2, 3, ..., p.

d. Publish the values of r, z1, z2, ..., zn−t+1, k′2,
k′3, · · · , k′p.

3) Secret reconstruction. In order to reconstruct
the shared secrets, at least t participants pool
their pseudo shadows f (r, si) for i = 1′, 2′, ..., t′.
From these t pseudo shadows, we have t pairs of
(ui, f (r, si)) for i = 1′, 2′, ..., t′. With the knowl-
edge of the public values z1, z2, ..., zn−t+1, we can get
(n− t + 1) pairs of (i, zi) for i = 1, 2, ..., n − t + 1.
Therefore, there are (n + 1) pairs obtained alto-
gether, by which the nth degree polynomial h (x)
can be uniquely determined. We use (Xi, Yi) for
i = 1, 2, ..., n + 1 to denote these (n + 1) pairs, re-
spectively. So h (0) can be reconstructed through the
following Lagrange interpolation polynomial:

h(0) =
n+1∑

i=1

Yi

n+1∏

j=1,j 6=i

−Xj

Xi −Xj
mod q.

We have k1 = h (0), subsequently, the remained
(p− 1) secrets can be easily found by for i =
2, 3, ..., p, respectively.

3 The Proposed Scheme

In this section we will propose a new (k, n) threshold
proactive multi-secret sharing scheme that are based on
Xu’s proactive secret sharing scheme. The sharing mul-
tiple secrets method is based on Li’s multi-secret sharing
scheme.

Like Li’s scheme, our scheme is based on Theorem 1,
and the scheme can be described as follows:

1) System parameters. The dealer (denoted as UD) first
creates a public notice board (NB), whose proper-
ties are as same as those in Type 1 scheme. We
assume that EPi (.) are the public key encryption

algorithm using the participants public key and the
encryption process are secure and reliable. Let q be a
large prime, and let GF (q) denote a finite field, such
that computing discrete logarithms in this field is in-
feasible and all the numbers are elements in the finite
field GF (q). Let g is the generator of the finite field
GF (q), g ∈ GF (q). The dealer randomly selects
n distinct integers, ui ∈ GF (q), for i = 1, 2, ..., n,
as participants public identifiers. Without loss of
generality, we also assume that there are n partic-
ipants, U1, U2, ..., Un, sharing p secrets P1, P2, ..., Pp,
P1, P2, ..., Pp ∈ GF (q).

The notations utilized in this paper are listed in Ta-
ble 1.

2) Secret distribution. The shadows computed in pe-
riod t are denoted by using the superscript (t), i.e.,
yi

(t), t = 0, 1, .... The polynomial corresponding to
these shadows is denoted f (t) (.). At the beginning
of the time period, the trusted dealer executes the
following steps:

a. Construct a (k − 1)th degree polynomial
f (0)(x) = a0 + a

(0)
1 x + · · · + a

(0)
k−1x

k−1 mod q,
where a0 = P1 and are randomly chosen from
GF (q).

b. Compute y
(0)
i = f (0)(ui) mod q,(i = 1, 2, ..., n),

and distributes y
(0)
i to every participants Ui for

i = 1, 2, ..., n, over a security channel.

c. The trusted dealer compute G
(0)
i =

gy
(0)
i mod q, for i = 1, 2, ..., n, and publish{
g,Gi

(0) (i = 1, 2, ..., n)
}

on the notice board.

d. Compute P ′i = P1 ⊕ Pi mod q, for i = 2, 3, ..., p,
and publish {P ′i (i = 2, 3, ..., p)} on the notice
board.

3) Shadow renewal. To renew the shadows at period t,
t = 1, 2, ..., the renewed protocol will be performed
as follows:

a. Randomly select k − 1 integers from the finite
field GF (q),ε(t)

1 , ε
(t)
2 , . . . , ε

(t)
k−1, and construct an

polynomial ε(t)(x) = ε
(t)
1 x + ε

(t)
2 x2 + . . . +

ε
(t)
k−1x

k−1 mod q.

b. Compute u
(t)
i = ε(t)(i),v(t)

i =
EPi(u

(t)
i ),i = 1, 2, ..., n, and G

(t)
i =

gy
(t−1)
i · gu

(t)
i mod q, (i = 1, 2, ..., n), and

publish
{

v
(t)
i , G

(t)
i (i = 1, 2, ..., n)

}
on the

notice board.

c. At time period t, each participant Ui will de-
crypt v

(t)
i = EPi(u

(t)
i ) using its own private key,

and it will be able to obtain u
(t)
i . By the linear-

ity of the polynomial evaluation operation, we
get the renewal of the shadows y

(t)
i ← y

(t−1)
i +
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Table 1: The notations

u1, u2, ..., un participants’ public identifiers
k threshold value

t, t = 1, 2, 3, ... time period
U1, U2, ..., Un n participants
P1, P2, ..., Pp p shared secrets

ε(t)(x) the updated polynomial at t period time
u

(t)
i the updated value at t period on ith shadow

u
(t)
i according to f (t)(x) ← f (t−1)(x) + ε(t)(x),

and destroy y
(t−1)
i .

4) Secret reconstruction. At time period t, without
losing generality, suppose k participants Ui, i =
1, 2, ..., k, pool their shadows y

(t)∗
i (for i = 1, 2, ..., k),

every participant Ui can check whether others secret
shadows are valid by the following equations:

gy
(t)∗
i = G

(t)
i mod q.

Then, with the knowledge of k pairs
(
u1, y

(t)
1

)
,(

u2, y
(t)
2

)
,...,

(
uk, y

(t)
k

)
, the (k − 1)th polynomial

f (t) (x) can be uniquely determined as

f (t)(x) =
k∑

i=1

y
(t)
i

k∏

j=1,j 6=i

x− uj

ui − uj
.

We have P1 = f (t)(0) = a0, subsequently, the re-
mained (p− 1) secrets can be easily found by Pi =
P1 ⊕ P ′i mod q, for i = 2, 3, ..., p, respectively.

4 Security Analysis

In this paper, we proposed two proactive multi-secret
sharing schemes based on Xu’s periodic renewing shad-
ows secret sharing scheme. The security of the proposed
scheme is based on the security of Li’s multi-secret sharing
scheme and discrete logarithm problem. In the following,
several possible attacks are investigated to demonstrate
the security of the proposed scheme.

Attack 1. (t− 1) or fewer participants try to recover se-
crets.

Analysis: The security of the proposed scheme, sim-
ilar to the security of Shamir’s scheme is based on the
Lagrange interpolation polynomial. And, any (k − 1)
or fewer participants cannot compute the polynomial
f (x) and obtain anything about the secrets.

Attack 2. A malicious adversary may try to reveal k se-
cret shadows of participants in a long time.

Analysis: According to the characteristic of proac-
tive secret sharing and the description of the pro-
posed scheme, the shadows kept by participants can
be updated periodically. That is, the shadows will be
changed at regular intervals. Therefore, a malicious
adversary need to reveals k secret shadows of partic-
ipants in a period time. Otherwise, if only (k − 1)
secret shadows are revealed in a period time, and an-
other secret shadow is revealed in the next period,
the malicious adversary cannot obtain the shared
secret since one secret shadow have been changed.
The revealed k secret shadows cannot reconstruct the
(k − 1)th degree polynomial. The proactive charac-
teristic of the proposed scheme increases the degree
of attack difficulty.

Attack 3. A malicious participant tries to pool a fake
pseudo shadow s′i to cheat other cooperators.

Analysis: In the process of reconstructing the
shared secrets, we usually assumed that the involved
participants must provide their shadows honestly
when they want to cooperate to recover the secrets.
However, this assumption is impractical. A mali-
cious participant can pool a fake pseudo shadow s′i
to other participants. This will lead to that other
participants providing their shadows honestly can-
not reconstruct the shared secrets from the (t− 1)
corrected shadows, and only the malicious partici-
pant can obtain the secrets. In the proposed scheme,
we present a verification method based on the in-
tractability of the discrete logarithm. Every partic-
ipant Ui can check whether others secret shadows
y
(t)∗
j s(for j = 1, 2, ..., k, j 6= i) are valid by the fol-

lowing equations:gy
(t)∗
i = G

(t)
i mod q.

5 Conclusions

In this paper, we present a novel proactive multi-secret
sharing scheme based on Xu et al.’s scheme and the in-
tractability of the discrete logarithm. The scheme realizes
the property of proactive. That is, shadows held by every
participant can be updated in a period time. As to an ad-
versary, if he wants to attack the shared secret, he must
compromise t servers one by one in one time period. How-
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ever, it is difficult. Compared with the previous works,
in our scheme, multiple secrets can be shared during one
secret sharing process. In addition, in the reconstruction
phase, the shadows can be verified.
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Abstract

Featured with anonymity and spontaneity, ring signature
has been widely adopted in various environments to of-
fer anonymous authentication. To simplify the certifi-
cate management in traditional public key infrastructure
(PKI) and solve the inherent key escrow problem in the
Identity-based cryptography, Qin et al. propose a pairing-
free ring signature scheme in the certificate-based cryp-
tosystem recently. Unfortunately, we demonstrate that
their scheme is not secure against the malicious certifi-
cate authority (CA) and key replacement attacks by giv-
ing concrete attack. Concretely, a malicious certificate
authority (CA) can forge a signature on arbitrary mes-
sage in name of any user’s identity and a uncertified user
is also able to forge a message.
Keywords: Certificate-based signature, forgery attack,
ring signature

1 Introduction

Ring signature [19], which allows a user to issue a signa-
ture on behalf of a group of possible signers (ring), has
been introduced by Rivest et al. in Asiacrypt 2001. The
resulting ring signature can convince a verifier that one
member in the ring indeed signed the message without
revealing the real identity of the actual signer. Differ-
ent from group signature [4], there is not group manager
in the ring signature to handle the enrollment and re-
vocation of the ring members. Specifically, the actual
signer can conscript the other ring members to form the
ring without their consent. Featured with anonymity and
spontaneity, ring signature has been widely adopted to of-
fer anonymous authentication in various scenarios. As a
representative example, portable devices or mobile appli-
cations in the infrastructure-less mobile ad hoc networks
(MANETs) can share data with the other participants

to behave in intelligent manners. It is challenging to se-
cure MANETs due to the openness and lack of the central
authority. Taking MANETs as an example, there are sev-
eral security requirements a practical system must satisfy,
including:

• Authenticity: In the situation of MANETs, the
data sent from the other participants would be mis-
leading if it is forged by adversaries. Thus, it is desir-
able to authenticate the receiving data to resist the
attacks mounted by the outside adversaries;

• Anonymity: The shared data in MANETs contains
vast information of users, from which one can extract
the location of the target users, etc. Therefore, any
failures with regard to the privacy preserving may
lead to the reluctance from the users to share data
with others;

• Ad hoc: In the MANETs, the formation of a group
where the actual user hidden from is spontaneous due
to the lack of central authority; and

• Efficiency: Taking the huge number of users in
MANETs into account, a practical system must lower
the computation and communication overhead as
much as possible.

Ring signature can be viewed as an efficient solution
on the aforementioned situation where the data authen-
ticity and anonymity are expected. In addition to the
data sharing in the MANETs (instantiated as Vehicular
ad hoc networks [21] and wireless sensor networks [11]),
ring signature can also be deployed in other environments
such as routing protocol [16] and electronic auction pro-
tocol [22, 23]. Furthermore, ring signatures can also be
viewed as the building block of concurrent signatures [5, 7]
and optimistic fair exchange [12]. The survey of ring sig-
natures can be found in [6, 25].
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Table 1: Notations

Notations Descriptions
MANETs: Mobile Ad hoc NETworks

PKI: Public Key Infrastructure
ID-PKC: Identity-based Public Key Cryptography
CB-PKC: Certificate-Based Public Key Cryptography

CA: Certificate Authority
PKG: Private Key Generator
IDi: The identity of the user i

(upkIDi
, uskIDi

): The user public/secret key pair of the user i
(R, ki): The certificate of the user i

LID = {ID1, · · · , IDn}: The identity set of n ring members
Lupk = {upkID1 , · · · , upkIDn

}: The public key set of n ring members
G: A multiplicative group with order q, where q is prime number.
g: A random generator chosen from G

πui : The proof-of-knowledge (PoK) such that PK{(ui) : U1 = gui ∧ U2 = Xui}
H: Secure hash function such as H : {0, 1}∗ → Z∗q

In traditional public key infrastructure (PKI), a semi-
trusted certificate authority (CA) is involved to generate
a digital certificate to bind the public key and the cor-
responding identity. The management overhead of the
public key certificate is considered to be costly. To sim-
plify the certificate management, the notion of Identity-
based public key cryptography (ID-PKC) has been in-
troduced [20]. In ID-PKC, the public key of user can
be easily derived from its digital identity such as email
address or telephone number. To enjoy the merits of
ID-PKC, the notion of ID-based ring signature schemes
along with the extensions have been extensively investi-
gated [2, 8, 24]. Unfortunately, a fully-trusted private key
generator (PKG) is needed to generate the private key for
each user according to its respective identity in ID-PKC.
Thus, the key escrow problem is introduced into ID-PKC.

To simplify the heavy certificate management in tradi-
tional PKI and solve the key escrow problem in ID-PKC,
a new paradigm, certificate-based public key cryptogra-
phy (CB-PKC), is proposed by Gentry [10]. In CB-PKC,
each user will generate the public and private key pair
itself and the CA will issue the certificate using the pri-
vate key generation algorithm in ID-PKC. In this way, the
certificate will be used as part of the private key and third-
party queries on certificate status in traditional PKI has
already been eliminated in CB-PKC. Au et al. [1] intro-
duce the notion of ring signature in the CB-PKC setting
to enjoy the merits of CB-PKC and ring signature to-
gether, and further proposed a concrete certificate based
ring signature based on bilinear pairing.

In order to remove the costly bilinear pairing opera-
tion, Qin et al. [18] proposed a pairing free certificate-
based ring signature recently. Furthermore, they claimed
that their scheme is provably secure in the random ora-
cle model assuming the Discrete Logarithm assumption
holds. Unfortunately, in this paper, we show that their

scheme cannot achieve the claimed security by demon-
strating two forgery attacks. Concretely, a malicious CA
equipped with the master secret key can forge a valid sig-
nature on arbitrary message. In addition, a uncertified
entity without a certificate issued by CA can also forge
a valid signature on arbitrary message but replacing the
public keys.

The rest of this paper is organized as follows. In Sec-
tion 2, we review Qin et al.’s pairing-free certificate based
ring signature scheme. In Section 3, we show that Qin et
al.’s scheme is not secure and analyze the basic reason for
the attack. Finally, the conclusions are given in Section 4.

2 Review of Qin et al.’s Scheme

Qin et al.’s certificate based ring signature scheme [18]
is based on certificate-based signature scheme in [17] and
ID-based ring signature scheme in [13]. The notation used
in [18] is listed in Table 1 to improve the readability and
we review Qin et al.’s scheme as follows.

1) Setup: Let G be a multiplicative group with order
q. The CA selects a random generator g ∈ G and
randomly chooses x ∈R Z∗q as the master secret key.
It sets X = gx. Let H : {0, 1}∗ → Z∗q be a crypto-
graphic hash function. The public parameters are
given by params=(G, q, g,X, H) The multiplicative
group can be implemented on the Elliptic curve cryp-
tography (ECC). According to [3], to achieve the
comparable level of security to 1024-bits RSA, the
Koblitz elliptic curve y2 = x3 + ax2 + b defined on
F2163 providing ECC group can be adopted. Here, a
is equal to 1 and b is a 163-bit random prime. Thus,
the size of the element in group G (the master public
key and the user public key) is assumed to be 163-bit.

2) UserKeyGen: User IDi selects a secret value ui ∈ Z∗q
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as his secret key uskIDi , and computes his public key
upkIDi

= (gui , Xui , πui
) where πui

is the following
non-interactive proof-of-knowledge (PoK):

PK{(ui) : U1 = gui ∧ U2 = Xui .}
The subscript of ui has been inadvertently omitted
in [18]. This omission has been corrected to be con-
sistent.

3) CertGen: Let h̃i = H(upkIDi
, IDi) for user IDi with

public key upkIDi and binary string IDi which is
used to identify the user. To generate a certificate
for user IDi, the CA randomly chooses r ∈R Z∗q ,
computes R = gr and ki = r−1(h̃i−xR) mod q. The
certificate is (R, ki). Note that a correctly generated
certificate should satisfy the following equality:

RkiXR = gh̃i .

4) Ring-Sign: Suppose there is a group of n users
whose identities form the set LID = {ID1, · · · , IDn},
and their corresponding public keys form the set
Lupk = {upkID1 , · · · , upkIDn

}. To sign a message
m ∈ {0, 1}∗ on behalf of the group, the actual signer,
indexed by s using the secret key uskIDs and the
certificate certIDs , performs the following steps.

a. For each i ∈ {1, · · · , n} \ {s}, selects yi ∈R Z∗q
uniformly at random and computes Yi = R−yi .

b. Compute hi = H(m‖Lupk‖LID‖Yi) for i ∈
{1, · · · , n} \ {s}.

c. Choose ys ∈R Z∗q , computes Ys =
R−ys

∏
i6=s

(gui)hih̃i
∏
i 6=s

(Xui)−hiR.

d. Compute hs = H(m‖Lupk‖LID‖Ys).
e. Compute z = (

∑n
i=1 yi + hsksus) mod q.

f. Output the ring signature on m as
σ = {Y1, · · · , Yn, R, z, πu1 , · · · , πun}. Though
{R, πu1 , · · · , πun} is needed in the Verify al-
gorithm, it has been inadvertently omitted in
the signature of [18]. This omission has been
corrected to be consistent.

5) Verify: To verify a ring signature σ = {Y1, · · · , Yn,
R, z, πu1 , · · · , πun} on a message m with identities
in LID and corresponding public keys in Lupk, the
verifier performs the following steps.

a. Check whether πui is a valid PoK. If not, out-
puts ⊥, Otherwise, run the next step.

b. Compute hi = H(m‖Lupk‖LID‖Yi) and h̃i =
H(upkIDi , IDi) for all i ∈ {1, · · · , n}.

c. Check whether
n∏

i=1

(gui)hih̃i
?= RzY1 · · ·Yn

n∏

i=1

(Xui)hiR

d. Accept the ring signature as valid and outputs 1
if the above equation holds, otherwise, output 0.

3 Analysis of Qin et al.’s Scheme

It is non-trivial to devise secure certificate-based encryp-
tion/signature scheme since the certificate of the user will
no longer be used to certify the corresponding public
key instead it will be implicitly used as part of private
key in the decryption/signing algorithm. In fact, several
certificate-based encryption scheme [26] and certificate-
based signature scheme [14, 17] have been shown to be
insecure against the attacks mounted by an uncertified en-
tity or malicious CA respectively [9, 15, 27]. Motivated by
these attacks, we observe that Qin et al.’s certificate-based
ring signature [18] is also insecure against the forgery
attack. Comparing with the existing attack algorithms
with respect to certificate based encryption/signature
schemes [9, 15, 27], our work mainly focus on the insecu-
rity of the certificate-based ring signature, where a large
number of users are involved in the process of the signa-
ture generation.

According to [14, 15, 18, 27], two different types of
attacks by the malicious CA and by an uncertified user
should be considered in CB-PKC. On the one hand, the
malicious CA, who has the master secret key, cannot ob-
tain the user secret key and mount the public key replace-
ment attack. On the other hand, the uncertified user can
replace public keys of any entities in the system, but is
not allowed to obtain the target user’s certificate.

3.1 Malicious CA Attack on Qin et al.’s
Scheme

Given a ring signature σ = {Y1, · · · , Yn, R,
z, πu1 , · · · , πun} with the identities in LID =
{ID1, · · · , IDn} and corresponding public keys in Lupk =
{upkID1 , · · · , upkIDn}, the CA equipped with the master
key x can forge a valid signature on arbitrary message m′

as follows:

1) Randomly choose j ∈R {1, · · · , n}.

2) Compute h̃j = H(upkIDj , IDj).

3) Compute R′ = x−1h̃j , where x is the master key.

4) For each i ∈ {1, · · · , n} \ {j}, selects y′i ∈R Z∗q uni-
formly at random and computes Y ′

i = (R′)−y′i .

5) Compute h′i = H(m′‖Lupk‖LID‖Y ′
i ) for i ∈

{1, · · · , n} \ {j}.

6) Choose y′j ∈R Z∗q , computes Y ′
j =

(R′)−y′j
∏
i 6=j

(gui)h′ih̃i
∏
i6=j

(Xui)−h′iR
′
.

7) Compute z′ =
∑n

i=1 y′i mod q.

8) Output the ring signature on m′ as σ =
{Y ′

1 , · · · , Y ′
n, R′, z′, πu1 , · · · , πun}.
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The following equations show that the signature σ =
{Y ′

1 , · · · , Y ′
n, R′, z′, πu1 , · · · , πun

} is valid.

n∏

i=1

(gui)hih̃i =
∏

i 6=j

(gui)h′ih̃igxujh′jx−1h̃j

=
∏

i 6=j

(gui)h′ih̃igxujh′jR′

=
∏

i 6=j

(gui)h′ih̃iXujh′jR′

= (R′)
∑n

i=1 y′i
∏

i 6=j

(R′)−y′i · (R′)−y′j
∏

i 6=j

(gui)h′ih̃i

∏

i 6=j

(Xui)−h′iR
′

n∏

i=1

(Xui)h′iR
′

= (R′)z′Y ′
1 · · · · · Y ′

n

n∏

i=1

(Xui)h′iR
′
.

3.2 Key Replacement Attack on Qin et
al.’s Scheme

In the following, we show that the scheme is not against
an uncertified entity attack. Concretely, an entity without
a certificate issued by CA can forge a valid signature on
arbitrary message m′ by replacing the public keys. The
attack is depicted as follows:

1) Randomly choose r ∈R Z∗q and compute R′ = gr.

2) Randomly choose j ∈R {1, · · · , n}.
3) For each i ∈ {1, · · · , n} \ {j}, selects y′i ∈R Z∗q uni-

formly at random and computes Y ′
i = g−y′i .

4) Compute h′i = H(m′‖Lupk‖LID‖Y ′
i ) for i ∈

{1, · · · , n} \ {j}.
5) Choose y′j ∈R Z∗q , computes Y ′

j =
X−aR′g−y′j

∏
i 6=j

(gui)h′ih̃i
∏
i6=j

(Xui)−h′iR
′
.

6) Compute h̃j = H(upkIDj , IDj).

7) Compute uj = a
h̃j

as the secret key of user with iden-
tity IDj , and set upkIDj = (guj , Xuj , πuj ) as the
public key of this user, where πuj is the following
non-interactive proof-of-knowledge (PoK):

PK{(uj). : U1 = guj ∧ U2 = Xuj}.

8) Compute z′ = ah′j
r +

∑n
i=1 y′i
r mod q.

9) Output the ring signature on m′ as σ =
{Y ′

1 , · · · , Y ′
n, R′, z′, πu1 , · · · , πun}.

The following equations show that the signature σ =
{Y ′

1 , · · · , Y ′
n, R′, z′, πu1 , · · · , πun} is valid.

n∏

i=1

(gui)hih̃i = guj h̃jh′j
∏

i 6=j

(gui)h′ih̃i

= g
a

h̃j
h̃jh′j

∏

i 6=j

(gui)h′ih̃i

= gah′j
∏

i 6=j

(gui)h′ih̃i

= gah′j X−aR′
∏

i 6=j

(gui)h′ih̃iX
a

h′
j

h′jR′

= gah′j X−aR′
∏

i 6=j

(gui)h′ih̃iXujh′jR′

= (gr)
ah′j

r +
∑n

i=1 y′i
r

∏

i 6=j

g−y′iX−aR′g−y′j

∏

i 6=j

(gui)h′ih̃i

∏

i6=j

(Xui)−h′iR
′

n∏

i=1

(Xui)h′iR
′

= (R′)z′Y ′
1 · · · · · Y ′

n

n∏

i=1

(Xui)h′iR
′
.

4 Conclusions

In this paper, we have showed that the Qin et al. [18]’s
certificate based ring signature scheme is not secure
against the forgery attack. We consider pairing-free cer-
tificate based ring signature scheme along with provable
security as an open problem and our future research work.
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Abstract

In this paper, we introduce an efficient communication
protocol for vehicular ad hoc networks (VANETs) based
on conditionally anonymous ring signature scheme to ad-
dress the issue on anonymous authentication and efficient
tracking in case of a dispute. It offers low storage re-
quirements and fast message authentication. In addition,
the proposed protocol does not require Road-side Units
to aid to authenticate or track. Indeed, the obvious ad-
vantage is that our construction does not depend on any
fully trusted authority during the tracing phase.

Keywords: Conditional privacy, conditionally anonymous
ring signature, ring signature, VANETs

1 Introduction

To reduce traffic accidents and improve driving experi-
ence, extensive efforts have been made by industry and
academia. And so, a self-organized vehicular ad hoc net-
works (VANETs) emerged. VANETs mainly consist of
wireless communication devices On-board Units (OBUs)
and Road-side Units (RSUs). Through inter-vehicle com-
munication and vehicle to OBU communication, VANETs
can collect traffic and road information and deliver them
to all the users after integration.

At present, one of the key issues in design and deploy-
ment of VANETs is anonymous authentication. On the
one hand, we expect that a message is authenticated by
a credible vehicle (sender) instead of malicious or bogus
vehicle. On the other hand, the sender is reluctant to
leak its identity or location information during the au-
thentication. Clearly, the goals of privacy presentation
and accountability seem conflicting. Furthermore, the
conditional privacy protection should be satisfied where
an involved vehicle should be revoked by Transportation
Regulation Center (TRC) just in a traffic dispute [4, 8].

To tackle this conditional privacy during the com-
munication in VANETs, there existing kinds of propos-
als such as pseudonyms-based approaches, group-oriented
signature-based approaches and RSU-based approaches.

In 2005, Raya et al. introduced a large number of anony-
mous keys based protocol (LAB) [9] which is a kind of
pseudonyms-based approach. Although LAB protocol
satisfies the conditional privacy requirement, it is inef-
ficient in terms of storage, tracing and revocation since
it requires 43800 certificates for each vehicle to meet the
privacy. Some approaches have been proposed to reduce
the large number of pseudonyms which are preloaded on
each vehicle, such as [1]. In addition, the group-oriented
signature-based approaches can avoid the inefficiency ex-
isted in pseudonyms-based approaches. For example, the
GSB protocol [5] introduced by Lin et al. does not need
to store large number of keys and anonymous certificates.
However, it requires each remaining vehicle to calculate
a new private key and group public key if the number of
revoked vehicles is larger than some threshold. To verify
the message, the time increases linearly as the number of
revoked vehicles in the revocation list grows. Xiong et al.
proposed an anonymous authentication protocol based on
proxy re-signature scheme [12]. This protocol depends on
the RSUs to aid to authenticate the safety messages. It
enables lower computation and communication overheads
compared to LAB protocol and GSB protocol. However,
this kind of RSU-aided authentication is over-reliance on
RSUs. As we know, RSUs are vulnerable to attackers
in the real world. Furthermore, there are some other
schemes, for example, PPSCP [7] used the shared keys
instead of pseudonyms or anonymous certificates to au-
thenticate vehicle safety messages. Zhang et al. [15] pro-
posed an improved authentication scheme which needs to
produce a pseudonym before the vehicle sending a mes-
sage each time. The potential problems in [7] and [15]
are the same as [11], which is proposed by Xiong et al.
This scheme [11] introduced an efficient authentication for
VANETs based on revocable ring signature [6] (denoted
as RRSB). It is clear except that it relies on the abso-
lutely honest TRC. In the realization of tracing OBU, the
TRC cannot show the evidence of the validation process.
Actually, the authority can slander any vehicle arbitrary,
and the framed vehicle has no way to prove its innocence.

In this paper, we focus on the construction of a commu-
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nication protocol based on conditionally anonymous ring
signature [13, 14] to tackle the conditional privacy presen-
tation and authentication for VENETs, called CRSB. Dif-
ferent from [11], our protocol does not fully depend on the
authority in tracing. In other words, TRC in our scheme
cannot frame any vehicles during the anonymous authen-
tication. The remainder of this paper is organized as fol-
lows. Section 2 introduces the preliminaries. Section 3
presents the system model and design goals. Section 4
proposes the privacy-preserving authentication protocol
for VANETs and the security analysis and performance
evaluation are shown in Section 5. The last section con-
cludes this paper.

2 Preliminaries

In this section, we briefly introduce the mathematical tool
and the underlying signature used in our protocol.

2.1 Mathematical Tool

Bilinear maps over an elliptic curve will be our mathe-
matic tool. Let G1 be an additive group over an elliptic
curve and G2 be a multiplicative cyclic group. Both of
them have a same prime order q. P is a generator of G1.
Let ê : G1×G1 → G2 be a computable bilinear map with
the following properties:

1) Bilinearity. ∀P,Q ∈ G1, ∀a, b ∈ Zq, ê(aP, bQ) =
ê(P,Q)ab holds.

2) Non− degeneracy. ê(P, P ) 6= 1.

3) Computability. All the group operations and the
bilinear map must be efficiently computable.

2.2 Underlying Signature Algorithm

Ring signature algorithm was first introduced by Rivest
et al. in 2001 [10]. It enables the signer to sign a message
anonymously. The signer in the ring signature algorithm
can randomly choose members (with their public keys) to
form a group without these members’ consent. Through
a valid ring signature, the receiver can be convinced that
the message coming from this group without knowing the
actual sender. Thus, the anonymity of the signer is sat-
isfied. Different from the group signature algorithm [2],
the ring signature scheme does not need any group man-
ager to join in. There is no setup algorithm in the ring
signature scheme. Therefore, the ring signature scheme
has a more flexible frame. However, the anonymity of
the signer in the ring signature is unconditional. Even all
the private keys of members in the group are revealed, it
cannot be determined who is the actual signer.

Recently, Zeng et al. [13, 14] have introduced a con-
ditionally anonymous ring signature with additional two
algorithms: confirmation algorithm and disavowal algo-
rithm. Compared to the revocable ring signature [6], this

Figure 1: System model

scheme does not require the third party to trace the ac-
tual signer. If the dispute arises, the malicious signer
can be revoked through the disavowal protocol. The con-
ditional anonymity without the third party is good for
the privacy-preserving communication for VANETs. We
adopt their scheme as the underlying signature algorithm.
On the one hand, the conditional privacy can be satisfied.
On the other hand, it is more fair for the vehicles even
though TRC is not absolutely honest.

3 System Model and Security
Goals

In this section, we present the mainly entities in VANETs
(Figure 1) in order to clear the later scheme. Further, we
give the security requirements which should be satisfied
during the secure and privacy-preserving communications
in VANETs.

3.1 System Model

The common VANETs system with privacy protection
mainly consists of three entities: the Transportation
Regulation Center (TRC), the on-board units (OBUs)
equipped on moving vehicles and the road-side units
(RSUs). However, we do not employ RSUs in our sys-
tem. Generally speaking, the moving vehicles in VANETS
equipped with OBUs are registered with TRC which is in
charge of revealing the real identity of the involved vehi-
cle. Concretely,

• TRC. TRC in our scheme is an institution which
is in charge of identity authentication, issuing and
recycling certificate of each vehicle. Moreover, TRC
can call out all of the vehicles in some ring to trace
the target vehicle which involved in a traffic dispute.
TRC has enough storage space and computational
ability. However, unlike other related schemes, TRC
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is not required to be fully trusted in our protocol.
In other words, TRC must show a valid proof while
tracing the real identity of malicious vehicle.

• OBU. After initialization with the TRC, vehicles
can join in the VANETs. Each vehicle is preloaded
with public system parameters, certificate issued by
TRC and the public-private key pair. As the vehi-
cle moves most of the time, so does the OBU moves
constantly. Each OBU should broadcast its routine
safety messages when they are on the road, such as
position, current time, direction, speed, acceleration
or deceleration, traffic conditions and traffic events.
Thereout, the communication between two vehicles
or vehicle to RSU can assist drivers to get a better
awareness of their environment and take action ear-
lier.

3.2 Security Goals

We focus on the authentication and privacy during com-
munications in VANETs, the following aspects should be
addressed.

Authentication. The messages delivered in VANETs
should be authenticated. To meet the security (e.g.
against impersonation attack), the accepted mes-
sages should be generated by legitimate vehicles.
Therefore, all the messages must be authenticated
by the receiver no matter how they are sent by RSUs
or OBUs.

Anonymity. From the perspective of the vehicles, they
are disinclined to leak their personal information and
be tracked during the messages authentication. It
seems that the anonymity and authentication are
contradictory.

Traceability. The vehicles may take the advantage of
anonymity to misbehave, e.g., an insider can release
selfish or malicious messages since it is not afraid to
be tracked. In other words, a considerate communi-
cation protocol in VANETs should meet the condi-
tional privacy. If the dispute occurs, the malicious
vehicle must be revoked. Therefore, the authority
(i.e. TRC) should reveal the vehicle’s actual identity
if necessary. Since TRC is not fully trusted, TRC
must show the valid proof when it reveals the mali-
cious vehicle’s identity.

4 Efficient and Secure Privacy-
preserving Vehicular Communi-
cation Scheme

We present our authentication protocol for VANETs
based on conditionally anonymous ring signature scheme
in detail in this section. Each vehicle can be obtained a

Table 1: Notation and description

Notation Description

TRC Transportation Regulation Center

OBU On-board Unit

CRL Certificate Revocation List

Vi The i-th vehicle

RIDi The real identity of Vi
Certi The certificate of Vi

xi The private key of Vi
yi = xiP The public key of Vi

m The authenticated message

H0, H1 Hash functions

Sig(·) Digital signature algorithm

m||n Concatenation of strings m and n

set of public keys from other vehicles messages during its
moving. The vehicle also would update this set of pub-
lic keys if old ones are changed. When a vehicle (sender)
wants to authenticate a message m, it randomly chooses n
valid public keys from the set to form a ring R. Then the
sender generates a ring signature σ with respect to (m,R)
according to the underlying ring signature scheme. If σ
is a valid signature w.r.t. (m,R), then the receiver is
convinced that message m is sent by one member in ring
R without knowing which one. In this way, the actual
identity of the sender is protected. On the other side, if
the sender is involved, TRC must track the sender out.
Therefore, the underlying ring signature scheme cannot
be unconditionally anonymous for the signer.

The proposed protocol includes four parts: system
initialization and membership registration, OBU safety
message generation, message verification and tracking
algorithm. The notations used in the following scheme
are listed in Table 1.

A. System Initialization and Membership Regis-
tration

Given the security parameter γ, TRC generates the
parameters (G1, G2, P, q, ê), whereG1 is an additive group
and G2 is a multiplicative cyclic group, both of them have
the same prime order q. P is the generator of G1. ê
is a computable bilinear map such that ê : G1 × G1 →
G2. TRC also selects a secure digital signature algorithm
Sig(·) and two cryptographic hash functions:

H0 : {0, 1}∗ → G1 and H1 : {0, 1}∗ → Zq.

After that, TRC randomly selects xTRC ← Zq as
its private key and computes yTRC = xTRCP as its
public key. Finally, TRC outputs system parameters
(G1,G2,P ,q,ê,H0,H1,yTRC ,Sig(·)).

To achieve more comprehensive security, each vehicle
Vi with its real identity RIDi generates its key pair by
itself and obtains its certificate from TRC as follows.

• Vi randomly chooses xi ← Zq as its private key, and
computes yi = xiP as its public key.
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• Vi randomly selects an integer ti ← Zq to compute
the verification information ai = H1(tiP ||RIDi) and
bi = ti + xiai. Then Vi sends (yi, RIDi, ai, bi) to
TRC for registration.

• After received this message, TRC checks whether the
following equation holds or not:

ai
?
= H1((biP − aiyi)||RIDi).

If it meets, (yi, RIDi) will be defined as valid
public key and identity of Vi. After that, TRC
stores (yi, RIDi) and creates the certificate Certi =
Sig(yi, RIDi;xTRC) for Vi with TRC’s private key
xTRC . Finally, the tamper-proof device of each vehi-
cle is preloaded with (xi, yi, Certi, RIDi).

B. OBU Safety Message Generation
For each vehicle in VANETs, it should generate the

signature on message m before sending it. In our scheme,
we consider the common vehicles (excluding ambulance,
police cars, military vehicles and so on) which need pri-
vacy protection. We take a common vehicle Vk for exam-
ple. As mentioned before, when Vk moves on the road for
some time, it has collected and stored many public keys
of other vehicles. We suppose this set of public keys is R
={y1, y2, · · · , yn, yn+1, · · · }. When Vk needs to send and
authenticate a message m, it randomly chooses n pub-
lic keys from set R to form a group (e.g. ring) R. The
signature generation algorithm is listed as follows:

1) Vk randomly selects r0 ← {0, 1}γ , computes µ0 =
H0(0, r0,m,R) and µ1 = H0(1, r0,m,R).

2) Vk computes ρ = ê(µ1, µ0)xk . After that, Vk gen-
erates verification information Π1 to prove ρ =
ê(µ0, µ1)xk is consistent with some public key in R
as follows:

• Select d, r1 ← Zq, compute M = ê(P, P )d, N =
ê(µ1, µ0)d, R1 = ρr1 .

• For 1 ≤ i ≤ n but i 6= k, randomly choose
Ui ← G1, compute hi = H1(m,M,N,R1, ρ, Ui).

• Compute Uk, hk, and e as follows:

Uk = r1yk −
∑
i6=k

(Ui + hiyi − hiyk),

hk = H1(m,M,N,R1, ρ, Uk),

e = d− (

n∑
i=1

hi + r1)xk.

The signature with respect to (m,R) is σ = (ρ, r0,Π1)
where Π1 = (M,N,R1, {Ui}ni=1, e). Finally, Vk broad-
casts (m,R, σ).

C. Message Verification
Upon received (m,R, σ), the receiver, say Vl, checks

whether these public keys yi in ring R are contained in
CRL or not. If all these public keys yi are not in CRL,
then, Vl checks σ as follows:

1) For 1 6 i 6 n, Vl computes hi = H1(m,M,N,R1,
ρ, Ui).

2) Vl verifies whether the following conditions are true.

M ?
= ê(P, P )e · ê(P,

n∑
i=1

(Ui + hiyi))

N ?
= ρ

n∑
i=1

hi

·R1 · ê(µ1, µ0)e.

If they hold, Vl will be convinced that message m
is authenticated by one member in the ring R without
knowing which one.

D. Tracking Algorithm
When comes a reward or dispute, there should be some

mechanisms to reveal the real identity of the message au-
thenticator. Consider the two scenarios. If the sender will
be received a reward for his signing on one message, he is
willing to admit his identity for his generation σ. In this
case, our confirmation algorithm is helpful for him. On
the other hand, if his malicious signing involves dispute,
TRC must trace this member to take the responsibility for
his fault. In this case, the malicious sender will not admit
his signing of course. Then we should take our disavowal
algorithm to help TRC to track the sender out.
confirmation algorithm. Vk and TRC conduct the confir-
mation algorithm as follows to convince TRC that he is
the signer of given signature σ w.r.t. (m,R).

1) Vk randomly selects d′ ← Zq, and computes M ′ =

ê(P, P )d
′
, N ′ = ê(µ1, µ0)d

′
, h′k = H1(M ′, N ′, ρ), e′ =

d′ − h′k · xk.

2) Vk computes Π2 = (e′,M ′, N ′), then sends Π2 to
TRC.

After received Π2, TRC performs as follows.

1) TRC computes h′k = H1(M ′, N ′, ρ);

2) TRC verifies Π2 by checking the following equations:

M ′
?
= ê(P, P )e

′
· ê(P, yk)h

′
k

N ′
?
= ρh

′
k · ê(µ1, µ0)e

′
.

If they hold, TRC is convinced that σ is generated by
Vk.
Disavowal Algorithm. When Vk involves the dispute for
his signing σ and Vk does not admit his generation. Then
TRC must depend on our disavowal algorithm to trace
Vk. Our strategy is that, TRC calls out all the members
in ring R to execute the disavowal algorithm with him. If
the member Vi is not the sender, he must pass verification
of the disavowal algorithm. In this way, only Vk (who
is the actual signer of σ) cannot pass the verification.
Therefore, TRC tracks the malicious sender out. The
detail of disavowal algorithm is as follows.
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1) Vi computes ρi = ê(µ1, µ0)xi .

2) Vi generates Π3 as confirmation algorithm to prove
that ρi is consistent with his public key yi, and sends
(ρi,Π3) to TRC.

3) TRC checks Π3’s validation according to the verifica-
tion equations in confirmation algorithm and checks
that ρi 6= ρ. If they hold, TRC accepts the disavowal
of Vi.

Remark 1. Our communication protocol (CRSB) does
not require each vehicle to store a large number of keys and
anonymous certificates like LAB protocol. Each vehicle in
CRSB only needs to store its key pair and CRL. The stor-
age overhead of CRSB is lower than pseudonyms-based
protocols. CRSB protocol does not require any RSUs to
aid to authenticate messages or trace the vehicle. CRSB
is based on ring signature scheme, compared to GSB pro-
tocol, CRSB does not require each remaining vehicle to
update any public parameters if the number of revoked
vehicles is larger than some threshold. CRSB meets the
conditional privacy for the confirmation protocol and dis-
avowal protocol. Indeed, any verifiers can obtain the proof
transcript if one conducts the confirmation protocol or
disavowal protocol with members in the ring R. Thus,
CRSB does not rely on the absolutely honest TRC during
the tracing phase. While RRSB [11] is based on revo-
cable ring signature scheme, the actual member must be
revoked by authority. Therefore, RRSB is secure only on
the assumption that TRC is fully honest.

5 Security Analysis and Perfor-
mance Evaluation

In this section, we give the security analysis and perfor-
mance evaluation of our construction.

5.1 Security Analysis

We analyze the security of CRSB protocol in terms of mes-
sage authentication, user privacy preservation and trace-
ability of the target vehicle.

• Message Authentication: In our scheme, σ w.r.t.
(m,R) can be generated only by a registered vehi-
cle in the ring R. Under the unforgeability of the
underlying ring signature scheme, it is infeasible for
an attacker which do not belong to ring R to forge
a valid ring signature σ. Therefore, as long as σ ful-
fills the equation in the message verification phase in
section 4, we can confirm that the message m must
be authenticated by one member from the ring R.

• User Privacy Preservation: This property holds un-
der the anonymity of the underlying ring signature
scheme. It is proven in [13, 14] that the anonymity of
this underlying ring signature is satisfied if Decisional
Bilinear Diffie-Hellman assumption holds. Therefore,

the privacy of the vehicle (authenticator) is protected
in our protocol.

• Traceability : CRSB protocol provides the confirma-
tion protocol and the disavowal protocol to revoke the
actual signer. Specially, the traceability and the non-
frameability of the underlying ring signature guaran-
tee that the actual signer must be traced if a gener-
ated ring signature is valid and an innocent member
cannot be framed if he does not generate one signa-
ture, respectively. Therefore, TRC can reveal the real
identity of the vehicle by checking the list (yi, RIDi).

5.2 Performance Evaluation

We evaluate the performance for CRSB protocol in terms
of storage requirements and computational overhead,
and compare CRSB to other related privacy-preserving
protocols in VANETs.

A. Storage Requirements
We focus on the comparison between the RRSB proto-

col [11] and our protocol (CRSB) since both two protocols
are based on ring signature algorithm. According to the
analysis in [11], the total storage overhead of each vehicle
in RRSB protocol is m+1 if there are m OBUs which are
revoked and each key occupies one storage unit. Likewise,
each vehicle stores one keypair registered in TRC and m
revoked public keys in the CRL. Thus, the total storage
unit of CRSB is also m+ 1.

For the storage overhead, ring (group) signature-based
protocols are better than LAB [9] since each vehicle in
LAB protocol needs to store its own anonymous key
pairs (almost up to 104 key pairs for the security) and
m revoked public keys in the CRL. In other words,
(m + 1) · 104 is the total storage overhead for LAB
protocol. However, RSU-based protocols such as [12] is
the best for the storage overhead. For example, each
OBU in [12] only needs to store one key pair and a short-
time key pair together with its anonymous certificate
issued by RSU. The storage overhead in such RSU-based
protocols is only 2 since OBU does not need to store
the CRL. Although the Roadside Unit-aided case is the
most efficient in the storage, it requires Road-side Units
to join in the communication authentication. However,
in our scheme, we do not require any RSUs to aid to
authenticate or trace.

B. Computation Overheads
In CRSB protocol, the vehicle authentication phase re-

quires 1 pairing computation, 4 exponentiations and n
point multiplications, n + 2 hashing operations where n
is the size of the ring (the number of vehicles involved in
ring R). The vehicle verification phase requires 2 pairing
computations, 3 exponentiations, n point multiplications
and n + 2 hashing operations. Thus, the total compu-
tation overhead during communication for our construc-
tion requires 3 pairing computations, 7 exponentiations,
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2n point multiplications and 2n + 4 hashing operations.
While the RRSB protocol during the vehicle authentica-
tion phase requires 1 pairing computation, 2 exponentia-
tions, 2n point multiplications and 2 hashing operations.
Their vehicle verification phase also requires 1 pairing
computation, 2 exponentiations, 2n point multiplications
and 1 hashing operations. Then the total computation
overhead during communication for RRSB protocol re-
quires 2 pairing computation, 4 exponentiations, 4n point
multiplications and 3 hashing operations.

Under the same security parameter, the time consum-
ing for the pairing computation, exponentiation, point
multiplication and the map to point hashing operation
are 47.4ms, 3.13ms, 6.83ms and 3.00ms respectively with
the subgroup of order prime 160-bit q in a super-singular
elliptic curve E(Fp) with the embedding degree 2, where p
is 512-bit prime [3]. This implementation of these prim-
itives are executed on Pentium IV 2.26GHz with 256M
RAM.

The total computation overhead comparison between
CRSB protocol and RRSB protocol is listed in Table 2.
We can find that the computation overheads of the two
schemes are increasing with the growth of the number
of vehicles n. In addition, with the increase of n, the
computation of RRSB has a faster growth than CRSB.

Table 2: Comparison between CRSB and RRSB

Descriptions Execution Time

TCRSB The total execution time (176.11 + 19.66n)ms

for CRSB protocol

TRRSB The total execution time (116.32 + 27.32n)ms

for RRSB protocol

6 Conclusion

We introduce an efficient authentication protocol based
on conditionally anonymous ring signature (CRSB) for
privacy-preserving VANETs. Our protocol satisfies effi-
cient authentication and conditional privacy preservation.
Moreover, our protocol does not require any RSUs to par-
ticipate in the authentication. Meanwhile, we also does
not require any fully trusted authority during the tracing
phase.
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Abstract

In Ciphertext Policy Attribute Based Encryption (CP-
ABE) scheme, a user’s private key is associated with a set
of attributes, and the sensitive data are encrypted under
an access structure over attributes, only if the users whose
attributes satisfy the access structure associated with the
ciphertext can decrypt the ciphertext data. However, a
limitation of the existing CP-ABE schemes is that it does
not support transforming access structure provided that
the encrypted data are not decrypted. In this work, we
proposed Ciphertext Policy Attribute Based Proxy Re-
Encryption (CP-ABPRE) scheme which allows to trans-
form access structure associated with the original cipher-
text without decrypting it through an honest and curious
proxy such as the cloud storage server that re-encrypts the
original ciphertext under another access structure such
that only if the users whose attributes satisfy the new
access structure can decrypt the re-encrypted ciphertext.
Security of the proposed scheme is based on the generic
bilinear group model. Performance evaluation shows the
proposed scheme is efficient.
Keywords: Access structure transformation, attribute
based encryption, bilinear maps, proxy re-encryption, uni-
directionality

1 Introduction

Traditional public key encryption scheme is to protect
the confidentiality of the sensitive data. Encryption is
viewed as a mechanism through which one user can share
the sensitive data with another user. The scheme is very
suitable for the setting where the data owner specifically
knows with whom he wants to share the data in advance.
However, in many applications such as cloud storage sys-
tems, the data owners may want to share data under
some access policy over the target users’ attributes or
credentials to achieve fine-grained access control. Recent

years, the proposed Attribute Based Encryption (ABE)
schemes can meet the requirements very well. ABE has
the two fundamental forms: Key Policy Attribute Based
Encryption (KP-ABE) schemes and Ciphertext Policy At-
tribute Based Encryption (CP-ABE) schemes. In CP-
ABE schemes, ciphertexts are associated with access poli-
cies, whereas user keys are associated with attribute sets.
For example, in cloud storage systems, after the data
owner encrypts the data employing CP-ABE scheme, he
uploads the encrypted data to the cloud storage server
which is semi-honest, such that any data consumers can
download the ciphertext data, only if the data consumers
whose attributes satisfy the access structures can decrypt
the encrypted data. Neither the cloud server nor the
unauthorized data consumers including malicious adver-
saries can decrypt the encrypted data to obtain plaintext
messages.

In contrast with the traditional access control schemes
such as mandatory access control, discretionary access
control, role-based access control et al., CP-ABE schemes
have many advantages in providing data security in dis-
tributed environments, especially in cloud storage setting,
in that they can specify and enforce complex access poli-
cies without online interaction with trusted or/and cen-
tralized servers. However, the existing CP-ABE schemes
do not support the transformation of the access structure.
The decrypt-and-encrypt method to implement such a
mechanism is that the encryptor sends his private key
to the proxy, renders it decrypt the original ciphertext by
using his private key to recover the plaintext message, and
then encrypts it under another access structure employ-
ing the CP-ABE scheme. The shortcoming of the method
is that the proxy can learn his private key and access the
sensitive plaintext data. To solve this problem, the data
owner may carry out the re-encryption operation as fol-
lows: he downloads the ciphertext data into his local disks
from the cloud server acting as a proxy, then decrypts
them employing his private key, re-encrypts the decrypted
plaintext data under another access structure employing
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the CP-ABE scheme, and finally uploads his re-encrypted
ciphertext data to the cloud server. The shortcomings of
this method are that the data owner must be online in
each re-encryption stage, and it incurs the great process-
ing and communication overheads at the same time,which
is inefficient.

To solve the foregoing problems, ciphertext policy at-
tribute based proxy re-encryption scheme is presented. In
the presented scheme, a delegator only needs to calculate
the re-encryption key RKA1→A2 employed by a proxy to
convert the original ciphertext computed under one access
structure A1 into the re-encrypted ciphertext computed
under another access structure A2 without decrypting the
original ciphertext. Our scheme satisfies collusion resis-
tance where if the two users combine their attributes, they
cannot decrypt the ciphertext which they cannot decrypt
individually. In the existing PRE scheme, communication
model is one-to-one, whereas communication model of our
scheme is one-to-many, i.e., a ciphertext is decrypted by
many users whose attributes satisfy the access structure
associated with the ciphertext. Our scheme is very suit-
able for dynamic setting such as cloud storage system in
which the access structures are transformed frequently.

The remainder of our paper is organized as follows: in
Section 2 we discuss related works. We introduce prelim-
inaries in Section 3. We present scheme definition and
security game in Section 4. We discuss the scheme con-
struction in Section 5. Security proof is given in Section
6. The performance of our scheme is evaluated in Section
7. We conclude and specify the future work in Section 8.

2 Related Works

Sahai and Waters [16] proposed the first attribute based
encryption scheme as a new means for access control of
the encrypted data. One shortcoming of the scheme is
that its initial construction is limited to handling formu-
las comprising one threshold gate, which makes it less
expressive. Goyal et al. [11] greatly enhanced the expres-
siveness of attribute based encryption scheme where users’
keys are associated with access policies, whereas cipher-
texts are associated with attribute sets. The drawback
of their schemes is that the encryptor does not exert any
control over who can access the data which she encrypts,
except for her choice of attribute set of the data to be en-
crypted. Bethencourt et al. [4] proposed the construction
of ciphertext policy attribute based encryption scheme
where private keys are associated with a set of attributes,
and ciphertexts are associated with access policies over
attributes. Decryption is enabled if and only if the user’s
attribute set satisfies the access policy associated with the
ciphertext. With the advent of cloud computing, more
and more sensitive data will be outsourced to cloud stor-
age server to be stored in the encrypted form. In order
to realize fine-grained access control over the encrypted
data, attribute based encryption schemes are applied to
cloud storage setting where there exist a large number of

different types of users who are authorized to read differ-
ent data. Lee et al. [14] surveyed on attribute-based en-
cryption schemes of access control in cloud environments.
However, these schemes are focused on the attribute re-
vocation, not on access structure transformation.

Blaze et al. [5] presented the first bidirectional chosen
plaintext attack (CPA) secure scheme where the proxy
is prevented from seeing the plaintext information and
private keys, and the re-encryption algorithm is bidirec-
tional, which may be undesirable in scenarios where trust
relationships are asymmetric and leaving the construction
of a unidirectional scheme as an open problem. Ateniese
et al. [1, 2] proposed a first unidirectional CPA-secure
scheme based on bilinear maps whose re-encryption al-
gorithm is single-hop. Their schemes achieved the mas-
ter key security in that the proxy and the delegatee can-
not collude to reveal the delegator’s private key. Both
schemes whose re-encryption algorithms are determinis-
tic are only CPA-secure ones, which are insufficient to
guarantee security in general protocol settings. Canetti
et al. [8] proposed the proxy re-encryption scheme with
chosen ciphertext secure, where ciphertexts remain indis-
tinguishable even though the adversary can access the re-
encryption oracle and the decryption oracle. The draw-
back of their scheme is that their construction is bidi-
rectional. Dodis et al. [13] presented the unidirectional
proxy encryption where the private key generator dele-
gates decryption rights for all identities in the system.
However, their scheme has the serious security vulner-
abilities: collusion between the proxy and the delegatee
incurs a system-wide compromise, rendering the colluders
reconstruct the master secret of IBE. Boneh et al. [7] pro-
posed the Identity-Based Proxy Re-Encryption scheme
where the private key generator carries out all delega-
tions, such that users cannot perform non-interactive del-
egations, and every delegation involves a costly online re-
quest to the PKG. Green et al. [12] proposed a unidi-
rectional identity-based proxy re-encryption with chosen
ciphertext attack secure. Their security is based on the
random oracle model. The recipient of a re-encrypted ci-
phertext needs to know who the original receiver is, such
that he can decrypt the re-encrypted ciphertext. These
papers are based on the traditional public key encryption
schemes whose communication models are one-to-one.

Yu et al. [18] proposed attribute based data shar-
ing employing proxy re-encryption techniques for fine-
grained attribute revocation. Liang et al. [15] presented
a ciphertext policy attribute based proxy re-encryption
scheme. Chung et al. [10] surveyed two various access
policy attribute-based proxy re-encryption schemes and
analyzed these schemes.These schemes are based on the
CN CP-ABE scheme [9], so that they have the same draw-
backs as it: they only supports AND Boolean operator as
access policies, the number of system attributes is fixed
in setup and the ciphertext size and encryption and de-
cryption time increase linearly in the total number of at-
tributes in the system, which makes them less expressive.
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3 Preliminaries

3.1 Bilinear Map

Let G0 and G1 be two cyclic groups of prime order p, and
g, h are a generator of G0, respectively. e is a bilinear map
e : G0 ×G0 → G1, which has the following properties:

Bilinearity. For any a, b ∈ Zp, e(ga, hb) = e(g, h)ab.

Nondegenerate. e(g, g) 6= 1G1 , e(g, g) is a generator of
G1.

If the group operation on G0 and the bilinear map e : G0×
G0 → G1 are efficiently computable, then G0 is a bilinear
group. Our scheme employs the symmetric bilinear map
which has the following properties: e(ga, gb) = e(g, g)ab =
e(gb, ga).

3.2 Benaloh and Leichter Secret Sharing
Scheme

Benaloh and Leichter secret sharing scheme [3] shares the
secret s ∈ Z∗p as follows: convert an access structure A into
an access policy tree T, and assign the root node of T the
value s. For every other internal node, the following are
recursively performed: if the operator is ∧, assign every
child node a random sj ∈ Z∗p(j = 1, 2, · · · , n − 1) except
the last one, and assign the last child one

sn = (s−
n−1∑

j=1

sj) mod p,

if the operator is ∨, assign every child node the value s.

4 Definition

4.1 Our Scheme Definition

Definition 1. Ciphertext Policy Attribute Based Proxy
Re-Encryption (CP-ABPRE) scheme comprises the six
algorithms as follows:

Setup(1k) → (MS,PP) : The Setup algorithm is run by
the trusted authority. It takes a security parameter
κ as input. It outputs a master secret MS employed
to generate the users’ private keys and the public pa-
rameters PP defining system attribute sets S which
are employed by all parties in the scheme.

Encrypt (PP,A1,m) → CTA1: The Encryption algo-
rithm is run by the sender. It takes as inputs the
public parameters PP, the plaintext message m and
the access structure A1 over a set of attributes spec-
ifying which users are able to decrypt to recover the
plaintext message. It outputs the original ciphertext
CTA1 associated with access structure A1.

PriKeyGen(MS,S) → PriKeyS: The Private Key Gen-
eration algorithm is run by the trusted authority. It

takes as inputs the master secret MS, and the at-
tribute set of user S ⊆ S. It outputs the private key
of user PriKeyS associated with the attribute set of
user S.

ReKeyGen(PP,A1,A2, P riKeyS)→ RKA1→A2: The Re-
Encryption Key Generation algorithm is run by the
delegator. It takes as inputs the public parameters
PP, the access structures A1 and A2, and the pri-
vate key PriKeyS. It outputs a unidirectional re-
encryption key RKA1→A2 which is employed by the
proxy to re-encrypt the original cihpertext CTA1 if the
attribute set associated with PriKeyS satisfies access
structure A1, else it returns NULL.

ReEncrypt(PP,CTA1, RKA1→A2) → CTA2: The Re-
Encryption algorithm is run by the proxy. It takes as
inputs the public parameters PP, the ciphertext CTA1

and the re-encryption key RKA1→A2. It outputs the
re-encrypted ciphertext CTA2 associated with the ac-
cess structure A2.

Decrypt(CTAk, P riKeyS) → m(k = 1, 2): The Decryp-
tion algorithm is run by the decryptor who is either a
delegator or a delegatee. It takes as inputs the CTAk

and the private key PriKeyS. It outputs the plain-
text message m if attribute set S satisfies the access
structures Ak (k = 1, 2), else it returns NULL.

Correctness: A CPAB-PRE scheme is correct when
for all security parameters κ, all messages m, all sets
of attributes S, access structures with Ak (k = 1, 2)
with S ∈ Ak, all master secrets MS and public pa-
rameters PP output by Setup algorithm, all private
keys PriKeyS output by PriKeyGen algorithm, all
original ciphertexts CTA1 output by Encryption algo-
rithm, all re-encryption keys RKA1→A2 output by ReKey-
Gen algorithm, all re-encrypted ciphertexts CTA2 out-
put by Re-Encryption algorithm, if a set of attributes
S satisfies access structure either A1 or A2,the follow-
ing propositions hold: Decrypt(CTA1, P riKeys) = m,
Decrypt(PriKeys,ReEncrypt(PP, CTA1, RKA1→A2)) =
m.

4.2 Security Model for Ciphertext Pol-
icy Attribute Based Proxy Re-
Encryption (CPAB-PRE) Scheme

We describe a security model for CPAB-PRE scheme us-
ing a security game between a challenger and an adversary
as follows:

Setup. The challenger runs the Setup algorithm which
generates (MS,PP) and gives the adversary PP.

Phase 1. The adversary issues a polynomial number
of key queries: Private key generation oracle
OPrikey(S): on input any set of attributes S, the
challenger runs PriKeyGen(MS, S) → PriKeys, and
returns PriKeys to the adversary.
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Re-encryption key generation oracle Ork(A1,A2):
on input an access structure A1 and a new access
structure A2, the challenger returns RKA1→A2 ←
ReKeyGen(PP,A1,A2, P riKeyS) to the adversary,
where PriKeyS ← PriKeyGen(MS, S).

Challenge. The adversary submits two plaintext mes-
sages m0,m1 of equal length and the challenge ac-
cess structure A∗ to the challenger, with the restric-
tion that the adversary should not select a challenge
access structure A∗ if it has performed the queries
in Phase 1 as follows: PriKeyGen(S) queries such
that the set of attributes S satisfies the challenge ac-
cess structure A∗ or any derivative challenge access
structures. ReKeyGen(PP,A1,A2, P riKeyS) queries
if the adversary has beforehand issued PriKeyS

queries such that a set of attributes S satisfies A2
and A1 is a derivative challenge access structure. The
challenger flips a fairy binary coin β ∈ {0, 1}, and
encrypts mβ under A∗ as the challenge ciphertext
CT ∗ = Encrypt(PP,A∗,mβ) which is given to the
adversary.

Phase 2. Phase 1 is repeated with the same restriction
as the challenge phase.

Guess. The adversary outputs a guess β′ ∈ {0, 1} of β,
if β′ = β, the adversary wins.

Definition 2. A CPAB-PRE scheme is secure against
chosen plaintext attacks (CPA) if no probabilistic poly-
nomial time adversaries have non-negligible advantage in
the aforementioned game, where the advantage is defined
as

|Pr[β′ = β]− 1
2
|.

5 Scheme Construction

5.1 Our Scheme Construction

This construction comprises the algorithms as follows:

Setup(1κ) → (MS,PP): The setup algorithm calls the
group generator algorithm G(1κ) and obtains the de-
scriptions of the two groups and the bilinear map
D = (p,G0,G1, g, e), in which p is the prime order
of the cyclic groups G0 and G1, g is a generator of
G0 and e is a bilinear map. The trusted author-
ity generates the universe of system attributes S =
{att1, att2, · · · , attn}, where n is a positive integer. It
selects the random exponents t1, t2, · · · , tn, µ ∈ Z∗p.
For each attribute atti ∈ S(1 ≤ i ≤ n), it selects
a corresponding ti ∈ Z∗p, and sets Ti = gti(1 ≤
i ≤ n). It employs a cryptographic hash function
H : G1 → G0 which hashes the elements of G1 into
the elements of G0. The public parameters are pub-
lished as: PP = (D, e(g, g)µ, {Ti}1≤i≤n, H), where
e(g, g)µ can be pre-computed. The master secret is
MS = (µ, {ti}1≤i≤n).

Encrypt(PP,A1,m) → CTA1: The encryption algorithm
encrypts a message m ∈ G1 under the access struc-
ture A1. It selects a random value s ∈ Z∗p, and then
assigns attributes in the access structure A1 values
sj (1 ≤ j ≤ n), where values sj (1 ≤ j ≤ n) are
shares of secret s which are generated based on the
aforementioned Benaloh and Leichter secret sharing
scheme. The resulting ciphertext is constructed and
calculated as follows:

CTA1 = (A1, Eb = gs, E2 = m · e(g, g)µs,

{E3,i,j = gtisj}atti,j∈A1).

PriKeyGen(MS,S) → PriKeyS: The private key gen-
eration algorithm takes in the master secret MS and
the attribute set of the user S ⊆ S. For every user,
it selects a random r ∈ Z∗p employed to prevent col-
lusion attacks through which the different users can
pool their attributes to decrypt the ciphertext that
they cannot decrypt individually and calculates the
private key PriKeyS as follows: PriKeyS = (Kb =
gµ+r,K2,i = {grt−1

i }atti∈S).

ReKeyGen(PP,A1,A2, P riKeys) → RKA1→A2: The
Re-Encryption Key Generation algorithm produces a
unidirectional re-encryption key RKA1→A2 employed
by the proxy to convert the original ciphertext CTA1

computed under the access structure A1 into the
re-encrypted ciphertext CTA2 computed under the
access structure A2.Let S′ ⊆ S be the minimal
set of attributes satisfying the access structure A1.
It selects random ω, λ ∈ Z∗p, and calculates the
re-encryption key RKA1→A2 as follows:

RKA1→A2 = (K∗
b ,K∗

2,i,K
∗
3 ),

where

K∗
b = Kb · g−ω = gµ+r−ω,

K∗
2,i = {K2,i}atti∈S′ ,

K∗
3 = (K∗

3,1,K
∗
3,2,K

∗
3,i,j) = Encrypt(PP,A2, gω).

Encrypt(PP,A2, gω) is performed as follows in the
similar way as Encrypt(PP,A1,m) in the Encryption
phase:

K∗
3,1 = gλ,

K∗
3,2 = gω ·H(e(g, g)µλ),

K∗
3,i,j = {gtiλj}atti,j∈A2.

Likewise, where λj(1 ≤ j ≤ n) values are shares of
secret λ which are generated based on the aforemen-
tioned BL secret sharing scheme.

ReEncrypt(PP,CTA1, RKA1→A2) → CTA2: The re-
encryption algorithm calculates the components as
follows:
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Step 1. For each attribute atti ∈ S′, it calculates

B1 =
∏

atti∈S′
e(E3,i,j , K

∗
2,i)

=
∏

atti∈S′
e(gtisj , grt−1

i )

=
∏

atti∈S′
e(gsj , gr) = e(g, g)rs.

Step 2. It calculates

B2 = e(Eb,K
∗
b )/B1 = e(gs, gµ+r−ω)/e(g, g)rs

= e(gs, gµ+r) · e(gs, g−ω)/e(g, g)rs

= e(gs, gµ−ω).

Step 3. It calculates

E∗
2 =

E2

B2

=
m · e(g, g)µs

e(gs, gµ−ω)

=
m

e(gs, g−ω)
= m · e(gs, gω).

Step 4. It sets

E∗
b = Eb = gs,

E∗
3 = K∗

3 = (K∗
3,1,K

∗
3,2,K

∗
3,i,j).

The resulting re-encrypted ciphertext comprises
the following components:

CTA2 = (A2, E
∗
b , E∗

2 , E∗
3 ).

Decrypt(CTAk, P riKeyS) → m(k = 1, 2): The decryp-
tion algorithm takes in the ciphertext CTAk and the
private key PriKeyS . If the set of attributes S
does not satisfy the access structure Ak(k = 1, 2),
the algorithm returns NULL. If the access structure
Ak(k = 1, 2) is satisfied by S and CTAk is a well-
formed ciphertext, then the decryption algorithm
performs the steps as follows:

Step 1. It selects the minimal set of attributes S′ ⊆
S satisfying the access structure A1, and calcu-
lates

N1 =
∏

atti∈S′
e(E3,i,j ,K2,i)

=
∏

atti∈S′
e(gtisj , grt−1

i )

=
∏

atti∈S′
e(gr, gsj ) = e(g, g)rs.

Step 2. It calculates

N2 = e(Eb, Kb)/N1

= e(gs, gµ+r)/e(g, g)rs

= e(g, g)µs.

Step 3. The message m is recovered via calculating

E2

N2
=

m · e(g, g)µs

e(g, g)µs

= m.

If S satisfies the access structure A2, S′ ⊆ S be
the minimal set of attributes satisfying the access
structure A2 and CTA2 is a re-encrypted ciphertext,
then the decryption algorithm performs the following
steps:

Step 1. For each attribute atti ∈ S′, it calculates:

V1 =
∏

atti∈S′
e(K∗

3,i,j ,K2,i)

=
∏

atti∈S′
e(gtiλj , grt−1

i )

=
∏

atti∈S′
e(gλj , gr)

= e(g, g)rλ.

Step 2. It calculates

V2 = e(Kb, K
∗
3,1)/V1

= e(gµ+r, gλ)/e(g, g)rλ

= e(g, g)µλ.

Step 3. It calculates

V3 =
K∗

3,2

H(V2)

=
gω ·H(e(g, g)µλ)

H(V2)

=
gω ·H(e(g, g)µλ)

H(e(g, g)µλ)
= gω.

Step 4. The message is recovered as follows:

E∗
2

e(E∗
b , V3)

=
m · e(gs, gω)

e(gs, gω)
= m.

6 Security Proof

Proof of security is provided in the generic bilinear group
model [6, 17] where group elements are encoded as unique
random strings. We consider two random encodings ϕ0,ϕ1

of the additive group Fp which are injective maps ϕ0, ϕ1 :
Fp → {0, 1}l, in which l > 3 log2 p. Let Gi = {ϕi(x) :
x ∈ Fp}, i = 0, 1. We are given oracles to calculate the
induced group action on G0 and G1, and an oracle to
calculate a bilinear map

e : G0 ×G0 → G1.
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Theorem 1. Let ϕ0, ϕ1,G0,G1 be defined as aforemen-
tioned. For any adversary, let q be a bound on the total
number of group elements it receives from queries that it
makes to the oracles for groups G0 and G1, and the bilin-
ear map e, and from its interaction with the CPAB-PRE
security game. Then the advantage of the adversary in
the CPAB-PRE security game is O(q2/p).

Proof. In the CPAB-PRE security game, the challenge
ciphertext has a component that is either m0e(g, g)µs or
m1e(g, g)µs. Instead, we can consider a modified game
where ciphertext component E2 is either e(g, g)µs or
e(g, g)σ, in which σ is selected uniformly at random from
Fp and the adversary must decide which the case is. Any
adversary who has advantage ε in the CPAB-PRE secu-
rity game can be converted into another adversary who
has advantage at least ε/2 in the modified CPAB-PRE
security game.

We will write gα to denote ϕ0(α) and e(g, g)η to de-
note ϕ1(η), where α, η ∈ Zp. Each random encoding
is associated with a rational function in the variables:
{µ, σ, s, {ti}1≤i≤n, λ, r, ω}, where each variable is a ran-
dom element selected in the scheme.

In Setup phase, let g = ϕ0(1), {gti =
ϕ0(ti)}1≤i≤n,e(g, g)µ = ϕ1(µ). The public parameters are
sent to the adversary.

In Phase 1 and Phase 2 of the security game, for Private
key generation oracle OPriKey(S), let

Kb = gµ+r = ϕ0(µ + r),

K2,i = {grt−1
i = ϕ0(rt−1

i )}atti∈S ,

for Re-encryption key generation oracle Ork(A1,A2), let

K∗
b = Kb · g−ω = gµ+r−ω

= ϕ0(µ + r − ω),
K∗

2,i = {K2,i}atti∈S′ ,

(K∗
3,1,K

∗
3,2,K

∗
3,i,j) = Encrypt(PP,A2, gω)

= (ϕ0(λ), ϕ0(h), {ϕ0(tiλj)}atti,j∈A2).

These values are given to the adversary.
In the Challenge phase, for the Encryption oracle,

when the adversary submits two challenge plaintext mes-
sages m0,m1 ∈ G1 and the challenge access structure A∗,
let

Eb = gs = ϕ0(s), E2 = e(g, g)σ = ϕ1(σ),
{E3,i,j = gtitj}atti,j∈A∗ = {ϕ0(tisj)}atti,j∈A∗ .

These values are passed on to the adversary.
We will show the adversary cannot distinguish with

non-negligible advantage the simulation of the modified
game in which the challenge ciphertext is E2 = e(g, g)σ,
from the simulation of the real game in which the chal-
lenge ciphertext is E2 = e(g, g)µs. Firstly, the adver-
sary’s view is given if the challenge ciphertext is ϕ1(σ),
and the adversary’s view can change if an unexpected col-
lision occurs due to the random choices of these variables

{µ, σ, s, {ti}1≤i≤n, λ, r, ω}. For any two distinct queries,
the probability that any such collision happens is at most
O(q2/p). Secondly, what the adversary’s view would have
been if we had set ϕ1(µs). The adversary cannot obtain
a query polynomial of the form µs, so such a collision
cannot occur. In Table 1, we list possible queries into G1

based on the bilinear map and the group elements passed
on to the adversary in the simulation.

Table 1: Possible query types from the adversary

(µ + r)tisj (µ + r)s rsj µs + rs− rsj

rst−1
i (µ + r)λ (µ + r)h (µ + r)tiλj

rλt−1
i rt−1

i h rλj (µ + r − ω)tisj

(µ + r − ω)s λs λjt
2
i sj λjtis

hs htisj λtisj

As seen from Table 1, the adversary can pair tisj with
rt−1

i , and µ+ r with s, and then make the latter subtract
the former to obtain (µ + r)s−∑

atti,j∈S rsj . In order to
obtain µs, the adversary must make polynomial requests
to cancel rs. The adversary has to pair tisj with rt−1

i to
get rs. As you can see from Table 1, the adversary has
to construct a query polynomial of the form: µs + rs −∑

attj∈s rsj . Whereas the adversary cannot construct a
query polynomial of the form µs if he does not possess a
private key associated with the set of attributes satisfying
the access structure. There has to be one rsj missing, in
that even if the adversary has one ciphertext component
gtisj , he has not a private key component grt−1

i to pair.
Therefore he is not able to reconstruct rs, as a result he
cannot cancel the second term and the third term to get
µs. From the foregoing analysis, we can draw a conclusion
that the adversary cannot make a polynomial query of the
form µs.

7 Performance Analysis

7.1 Properties Comparison

As seen from Table 2, the distinguished property of our
scheme is that the communication model of our scheme
is one-to-many, i.e., a ciphertext is decrypted by many
users whose attributes satisfy the access structure asso-
ciated with the ciphertext, whereas the traditional proxy
re-encryption schemes based on the traditional public key
encryption schemes or identity based encryption schemes
are one-to-one, i.e., a ciphertext is only decrypted by a
private key.

7.2 Performance Evaluation

As illustrated in Table 3, where xG0, yG1, zCe,kH and
|| denote x exponentiations in G0, y exponentiations in
G1, z times bilinear maps, k times hash, and the car-
dinality of the set, respectively, our scheme supports
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Table 2: Property comparison of PRE schemes

Refer-
ences

Unidirec-
tional

Hops CCA se-
curity

Collusion
Resis-
tance

Non-
inter-
active

Non-
transitive

Key Op-
timal

Commun-
ication
Model

BBS
Scheme [5]

No Multi-
Hop

No No No No Yes One-to-
one

AFGH
Scheme [1,
2]

Yes Single-
Hop

No Yes Yes Yes Yes One-to-
one

CH
Scheme [8]

No Multi-
Hop

Yes No Yes Yes Yes One-to-
one

GA
Scheme [12]

Yes Multi-
Hop

Yes Yes Yes Yes Yes One-to-
one

Our
Scheme

Yes Single-
Hop

No Yes Yes Yes Yes One-to-
many

the transformation of access structure, whereas BSW
scheme does not support it; furthermore, our scheme
has better performances on Private Key Generation, En-
cryption, and Decryption operations than those of BSW
scheme. Performances on Re-Encryption Key Generation,
Re-Encryption, and Decryption for the Re-Encrypted Ci-
phertext operations are analyzed.

8 Conclusions

In this work, for the settings such as cloud storage sys-
tem where the access structures are frequently changed,
we proposed a ciphertext policy attribute based proxy re-
encryption scheme which delegates the proxy to transform
the access structure associated with the original cipher-
text without decrypting it. However, in our scheme, sup-
pose there exists a single trusted authority, which may
bring about a single point of failure. A user may possess
attributes issued from multiple authorities and the data
owner may share the data with users administered by dif-
ferent authorities. In order to enhance robustness, we will
design multi authority CPAB-PRE scheme to transform
the access structure associated with the ciphertext. The
PRE algorithm in our scheme is only CPA-secure, and
CPA security is often insufficient to guarantee security in
general protocol settings.So we will address the problem
of achieving CPAB-PRE scheme which is secure in arbi-
trary protocol settings, i.e., CCA secure.
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Abstract

Communication security and regulatory compliance have
made the firewall a vital element for networked comput-
ers. They provide the protections between parties that
only wish to communicate over an explicit set of chan-
nels, expressed through protocols, traveling over a net-
work. These explicit set of channels are described and
implemented in a firewall using a set of rules. The fire-
wall implements the will of the organization through an
ordered list of these rules, collectively referred to as a
policy. In small test environments and networks, firewall
policies may be easy to comprehend and understand; how-
ever, in real world organizations these devices and poli-
cies must be capable of handling large amounts of traffic
traversing hundreds or thousands of rules in a particular
policy. Added to that complexity is the tendency of a
policy to grow substantially more complex over time and
the result is often unintended mistakes in comprehend-
ing what is allowed, possibly leading to security breaches.
Therefore, it is imperative that an organization is able
to unerringly and deterministically reason about network
traffic, while being presented with hundreds or thousands
of rules. This work seeks to address this problem using a
data structure, the Firewall Policy Diagram, in an effort
to advance the state of large network behavior compre-
hension.

Keywords: Firewall policy, firewall policy diagram (FPD),
human comprehension, policy analysis

1 Introduction

Computer networking has arguably been one of the most
important advancements in modern computing. Allowing
disparate applications to trade information, conduct busi-
ness, exchange financial transactions, and even the rou-
tine act of sending an email are some of the most common
things we do with computers today. Even with the ad-
vancement of ever faster computer chips, the trend contin-

ues to connect devices at an astounding rate. In addition,
there is also a thriving mobile device market, thus increas-
ing the amount of traffic flowing between systems. An im-
portant aspect of this interconnected system is security.
Without security, the convenience and speed of networked
transactions would present more risk than the majority of
applications could handle. In order to mitigate that risk
and provide a much more secure communication channel,
the firewall device was designed and deployed. It is one
of the most widely used and important networking tools
and exists in virtually every organization. In fact, over
the past two decades the landscape of network security
has come to rely heavily on that single type of device.
The primary purpose of a firewall is to act as the first
line of defense against malicious and unauthorized traffic,
keeping the information that the organization does not
want out, while allowing approved access to flow.

1.1 Firewall Basics

Firewalls allow two entities to connect their networks
together through existing infrastructure and protocols,
while securing the private networks behind them [16, 20].
The typical placement of a firewall is at the entry point
into a network so that all traffic must pass through the
firewall to enter the network. The traffic that passes
through the firewall is typically based on existing packet-
based protocols, and a packet can be thought of as a tuple
with a set number of fields [16]. Examples of these fields
are the source/destination IP address, port number, and
the protocol field. A firewall will inspect each packet that
travels through it and decide if it should allow that traf-
fic to pass based on a sequence of rules. This sequence of
rules is made up of individual rules that follow the general
form:

〈predicate〉 → 〈decision〉
The predicate defines a boolean expression over the

fields in a packet tuple that are evaluated and the physi-
cal network interface from which the packet arrives. For
example, source IP is 10.2.0.1 and destination IP address
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is 192.168.1.1 on eth0 (a common label for a linux inter-
face). Then the decision portion of a rule is what happens
if the predicate matches to a true evaluation. A decision
is typically accept or deny with the possibility of addi-
tional actions, such as an instruction to log the action
[16]. However, for the purpose of this research we are
only concerned with the accept or deny decision.

A firewall policy is made up of an ordered list of these
rules such that as a packet is processed by the firewall, it
attempts to match the packet to the predicate one rule at
a time, from beginning of the rule list to the end. Match-
ing the packet means that the firewall evaluates a packet
based on the fields in the rule tuple, a packet matches the
rule if it matches all the fields identified in the predicate
of the rule [14]. The predicate does not necessarily need
to contain a value for all possible fields and can some-
times contain the “any” variable in a field to indicate to
the rule processing software that this is a “do not care”
condition of the predicate and any value for that variable
will match. It must completely match all the fields for
the firewall to take the appropriate action. These rules
are processed in order until the firewall finds a match, at
that time it will take the appropriate action identified by
the decision [14].

1.2 Motivation

The cost of a security breach has the potential to neg-
atively impact business and cause large financial losses.
This has been studied in the risk management area and
falls under the avoidance topic [19]. The firewall is an
important avoidance tool, however, over the past decade
firewall rule-bases have grown in size at a remarkably fast
pace. In a study finished in 2001, it was discovered that
the typical organization will have 200 firewalls under the
control of its network consisting of an average of about
150 rules per device [22]. In addition, these rule sets have
been shown to grow to thousands of rules controlling rout-
ing between as many as 13 distinct networks [22]. More
recent statistics gathered further support that the growth
has only accelerated. In a study finished in 2009 the au-
thors determined that the growth in complexity has out
paced the growth in the organization’s ability to synthe-
size and comprehend the changes [8]. The average num-
ber of rules has substantially increased from 150 in 2001
to 793, with a largest rule set found comprised of 17,000
rules [8]. The later study did not discuss the number of
firewalls deployed, but in the unlikely case that firewall
deployment growth stopped and the number of firewalls
at an average organization stayed at 200 [22], then approx-
imately 160,000 rules (200 × 793) would be under active
management. In addition, the study also discovered that
the average rule turnover (change) rate for an organiza-
tion is 9.9% of the rules per month [8]. This means that an
organization’s firewall administration team has to accu-
rately manage about 160,000 rules where 16,000 of those
are changing on a monthly basis [8]. Therefore, the ability
to accurately and confidently understand firewall policies

and know what changes have occurred is more difficult
than ever, and continues to increase in complexity.

1.3 Key Contributions

This work presents a novel set of data structures, to-
gether called a Firewall Policy Diagram (FPD). These
data structures seek to solve the problem of large network
behavior comprehension as it relates to firewall policies in
several key areas:

• De-correlation of the firewall policy from the source
rule set to gain a holistic view of behavior. This
will remove any overlapping rules that will typically
exist in a firewall policy [23] and the resulting data
structure will model the actual accept and deny
space.

• Provide the ability to perform arbitrary mathemati-
cal set based operations like and, or, and not. These
operations will assist in reasoning about firewall pol-
icy changes over time. They will also provide the
foundation for many other firewall operations, such
as understanding the functional differences between
two policies. In addition, these operations will also
provide the base for querying an arbitrary policy.

• Provide the foundation data structure for the imple-
mentation of a method to query the policy.

• Once a policy has been decomposed into an FPD,
allow the reconstitution of that policy into a human
comprehensible form, like an equivalent policy rule
set.

• Finally, the experiments will show that these opera-
tions can be executed in seconds of computation time
even on large policies (up to 10,000 rules).

The remainder of the paper is organized as follows: We
begin with an overview of the FPD data structure and
a description of how it is constructed, operated on, and
translated into a set of de-correllated rules. We will then
present the results of performance related experiments in
terms of creation, set operations, and reconstitution of
firewall policies of various sizes. In the final two sections,
related work and conclusions about FPDs will be covered.

2 Firewall Policy Diagram

A Firewall Policy Diagram is a set of data structures and
algorithms used to model a firewall policy into an entity
allowing efficient mathematical set operations. The en-
tity also has the ability to reconstitute the policy into a
set of human comprehensible rules.

Table 1 demonstrates an access list that might be de-
fined for a particular organization [14]. As shown, fire-
wall policy traditionally consists of a list of rules. These
rules are comprised of a subset of the fields in the Inter-
net Protocol version 4 (IPv4) packet as defined by the
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Open Systems Interconnection (OSI) model [14]. In this
research effort only certain fields will be analyzed and
modelled. The source address, destination address, pro-
tocol, and destination port will be used. The decision was
made for two reasons, the source port is not often used in
most firewall products and the flag is primarily used at
layer three for setup and tear down of TCP connections
[14]. However, if source port is necessary, it is a straight-
forward process to extend a FPD to include an additional
16 variables.

The internal storage mechanism of an FPD uses Re-
duced Ordered Binary Decision Diagrams (ROBDD or
BDD) [5, 6, 18]. These data structures were introduced
as an efficient way to capture hierarchical binary data and
related works have described their use in firewall policy
validation [11, 13, 23]. In addition to those that support
the use of the BDD compressed data structure, there are
research efforts that argue against its use in favor of other
combination data structures [17]. However, in our work,
the BDD provides the efficient storage and the necessary
operations that allow our algorithms to reason about pol-
icy changes over time and differences between policies.
Also, using network address translation (NAT) methods
presented by [13], multi-firewall behavior over time can
be modelled using BDDs, a missing research component
in other policy comprehension work to date.

In a similar manner to the FIREMAN system [23], poli-
cies and rules are modelled as variable sets represented
as BDDs. Using a BDD is an efficient way to represent a
Boolean expression, like (a∨b)∧c. Extending this concept
to firewall policies, the variables in the expression become
the bits of the associated IPv4 field. In this research, 32
bits representing the source address, 32 bits representing
the destination address, 8 bits representing the protocol,
and 16 bits representing the destination port. This means
that for a particular accept space, there are 88 variables
and 288 potential combination of variable values.

2.1 Creation and Decomposition

When an FPD is initialized and created, the process be-
gins by iterating over the policy rule set one rule at a
time. Each rule is decomposed into its constituent parts
relevant to our research: source, destination, protocol and
destination port. At this point, each bit of each field is
converted into an input vector of an appropriate size for
the field. For example, the source field is 32 bits and
therefore the vector is of size 32. Once the input vectors
are constructed, the four input vectors are appended and
added as a constraint in the underlying BDD [23].

2.2 Operations

Based on set mathematics, if a data structure can accu-
rately implement the union, intersection, and complement
operation, other operations can be derived. For the pur-
poses of this research and experimentation there are two

primary operations that are being studied, namely, Dif-
ference and Symmetric Difference.

Difference is used in the situation where there exists
a base policy P and the desire is to understand what has
changed in a later version of the policy, P ′.

4 = P ′ − P

= P ′ ∧ ¬P

Symmetric difference is used in the situation
where there exists two policies P1 and P2 and the desire
is to know what is not shared between the two policies.

4 = (P1− P2) ∨ (P2− P1)

= (¬P2 ∧ P1) ∨ (¬P1 ∧ P2)

Using these two operations with basic set functions,
we are able to reason about policy discrepancies and un-
derstand how one policy is related to another arbitrary
policy. In addition, these operations can be chained to-
gether to produce a FPD′ such that changes to a policy
over time or as a set of access flows through multiple poli-
cies, the data structure can then be used to extract the
resulting allowed (or denied) rules in a human compre-
hensible form.

2.3 Human Comprehension

Using the resulting policy represented by 4, the proce-
dure to reconstitute that policy into a human consumable
set of rules involves transforming the BDD. The first step
in the algorithm is to only explore the space necessary
for the operation, typically the accept space. Therefore,
starting at the root node the graph is traversed to the
accept node and avoids having to explore the potentially
large opposite space. During this traversal, the BDD is
transformed into human comprehensible rules. To ac-
complish this sort of rule extraction without having to
completely decompress the data structure, two additional
data structures and algorithms are used.

The first data structure is a Ternary Tree, which, as
the name suggests, consists of three child nodes for every
parent. The purpose behind this tree is to take the fully
compressed BDD and decompress portions of it without
the full cost of the worst case of 288 leaf nodes being
represented. There is a low, high, and combination child
node, such that the low represents a 0, the high represents
a 1, and the combination represents both 0 and 1. The
idea behind using a Ternary Tree was inspired by [5, 6]
and other systems allowing the processing of a “do not
care” variable, such as ternary content-addressable mem-
ory (TCAM). Therefore, for a particular sequence of or-
dered variables in a BDD, solutions that occupy the same
space (i.e., accept) have variables of three potential val-
ues: 0, 1, or both. The representation of the potential
values is 0, 1, and X, respectively. The definition of the 0
and 1 are the same as a binary tree, and the variable rep-
resented in the node assumes that value. The new edge



International Journal of Network Security, Vol.17, No.2, PP.150-159, 153

Table 1: Example access control list for a firewall interface

rule action src address dest address protocol dest port

1 allow 172.16.0.0/16 10.2.0.0/16 TCP 80

2 allow 10.2.0.0/16 172.16.0.0/16 TCP > 1023

3 allow 172.16.0.0/16 10.2.0.0/16 UDP 53

4 allow 10.2.0.0/16 172.16.0.0/16 UDP > 1023

5 deny all all all all

value of X represents that it is both 0 and 1 for that par-
ticular variable at that particular node in the tree. The
result is compression in the size of the tree by removing
the need for a left and right sub tree.

Var1

0

Var1

1

Var2

0

Var2

1

Var2

0

Var3

1

Var3

1

Var3

0

Var3

1

(a) Binary Tree

Var3:1 Var3:X

Var1:0 Var1:1

Var2:X Var2:0

(b) Ternary Tree

Figure 1: Identical binary numbers in a (a) binary tree
and (b) Ternary tree

Figure 1 illustrates the concept and what the model
would resemble when a binary tree is represented as a
Ternary Tree. The tree still maintains the hierarchical na-
ture of the data, but in a more compressed format. There
are two important differences as a binary tree transforms
to a Ternary tree. The first is the representation of the
values of a particular variable (identified by bit location)
is stored with the node. The second difference is the order
of the variables in the Ternary Tree, as they are represen-
tative of how a tree formed from the algorithm shown in
Figure 2 resulting in the least significant bit (LSB) vari-
able at the root. These differences allow the tree to be
pruned in reverse such that the process begins at the root
and generates intervals as it traverses to a leaf. The bi-
nary numbers represented in these identical trees are 1,
3, 4, and 5.

The Ternary Tree provides an intermediary between
the BDD and the pruned rules by allowing ranges in data
to be represented and subsequently combined as the tree
is pruned. This is information that cannot be easily as-
certained from a canonical BDD representation. The al-

gorithm to transform the ROBDD into a Ternary tree is
shown in Figure 2.

An additional concern is that a true tree structure
has the potential to have a higher storage cost because
of replicated data nodes in child trees when the pattern
could be shared where appropriate. This has been ad-
dressed in the Ternary Tree by allowing it to share nodes
where the underlying pattern is shared. The resulting
rule set deals with any collisions that may occur when
pruning by copying intervals. For example, if the pattern
starting at a certain variable is common and shared by
parent variables, then the Ternary Tree will share those
nodes by an edge pointing to those nodes. This accom-
plishes the goal of reducing space requirements without
sacrificing the expressiveness of the data structure.

Input: ROBDD Bdd
Output: A fully formed Ternary Tree T
1: procedure Translate(Bdd)

. Bdd Variables labels start with 0
2: T ← newTernaryTree
3: for all R ∈ RootNodes(Bdd) do
4: N ← createTernaryRoot(T )
5: WalkEdge(R.low,N)
6: WalkEdge(R.high,N)
7: end for
8: end procedure
9: procedure WalkEdge(bN, tN)

10: for bN.parent.var to bN.var − 1 do
11: tN ← tN.middle← newTernaryNode(X)
12: end for
13: if bN.var = Bdd.One then return
14: end if
15: if bN.low 6= Bdd.Zero then
16: tN.left← newTernaryNode(0)
17: WalkEdge(bN.low, tN.left)
18: end if
19: if bN.high 6= Bdd.Zero then
20: tN.right← newTernaryNode(1)
21: WalkEdge(bN.high, tN.right)
22: end if
23: end procedure

Figure 2: Algorithm for translation of a ROBDD to
Ternary tree
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for i = Min; i <= Max; i + = 2 Conversion Factor

do
V alue← i

end for

Figure 3: Algorithm for expressing all interval values

2.4 Pruning the Ternary Tree

The Ternary tree acts as an intermediate data structure
where the primary purpose is to allow a second algorithm
to collapse the tree into a set of human comprehensible
data structures. The second algorithm is the pruning pro-
cedure that starts at the place-holder root of the Ternary
tree and then traverses the tree to the leaves, pruning
and generating intervals. The resulting data structure
captures an interval and a count of bits in a conversion
factor. The interval has a starting and ending number,
with the conversion factor identifying how the interval se-
quence progresses. As an example, the source IP address
Ternary Tree that represents an odd number of IP ad-
dresses is considered. In this example, the interval would
be the starting and ending values of the range with a con-
version factor of 1. All individual values in an interval can
be expressed using the procedure shown in Figure 3.

As the tree is walked to the heuristically defined leaves
of the tree, the interval is transformed by bit shifting and
sometimes cloning of the interval to represent a transfor-
mation from a hierarchical data set into a rule. Additional
details of the algorithm are identified in Figure 4. As the
algorithm progresses, a number of these intervals are cap-
tured and get merged when appropriate. The internal
representation of the ranges makes use of a red-black tree
algorithm [9] to maintain a balanced structure while the
intervals are assembled into a human readable form.

Notably, the entire rule is represented on the originat-
ing BDD; and therefore heuristics are used to help sepa-
rate the data and make the rules more human comprehen-
sible. This means that for a particular policy model, the
data structure represents the concatenation of the source
IP, destination IP, destination port, and protocol. The al-
gorithms will separate the data structure into three sep-
arate Ternary Tree boundaries during the processing of
the algorithm, namely, a source IP boundary, destination
IP boundary, and service boundary. The process of ex-
tracting human comprehensible rules from an FPD runs
at O(V + E) where V and E are the number of vertices
and edges in the Ternary trees, respectively.

The upper bound on the number of copies an interval
must endure is 16. This is because a copy must occur
when a variable transitions from 0 or 1 to X, and for a
32 variable number that can only occur a maximum of
16 times. This is also an upper bound on the number of
intervals that could potentially exist at 216.

The final useful function achieved by using the interval
data structure with conversion factor is a simple way to
determine the number of addresses, ports or services in a
particular rule. For an interval in a rule, it results in the

Input: Ternary Tree
Output: List of Rules that composed the space
1: procedure PruneRules(T )
2: for all L ∈ Children(T.root) do
3: Interval← create(from = 0, to = 0)
4: Depth← 0
5: ParseNode(L, Interval, 0)
6: end for
7: end procedure
8: procedure ParseNode(N, Interval, lnV al)
9: if N.value = X and Interval.factor empty and

lnV al 6= X then
10: Interval.factor ← Depth
11: end if
12: if N.value = X then
13: Interval.to← to | 1 << depth
14: end if
15: if N.value = 1 then
16: Interval.from← from | 1 << depth
17: Interval.to← to | 1 << depth
18: end if
19: if N is boundary then
20: Rules← Interval
21: Interval← create(from = 0, to = 0)
22: Depth← 0
23: ParseNode(N.parent, Interval, 0)
24: else if N not root then
25: Depth = Depth + 1
26: if lnV al 6= X and N.value = X then
27: Interval′ ← clone(Interval)
28: ParseNode(N.left, Interval′, N.value)
29: ParseNode(N.right, Interval′, N.value)
30: ParseNode(N.middle, Interval′, N.value)
31: end if
32: ParseNode(N.parent, Interval,N.value)
33: end if
34: end procedure

Figure 4: Algorithm for rule extraction
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equation:[
(Interval Maximum− Interval Minimum)

2 Conversion Factor

]
+ 1

The result of the pruning is a list of de-correlated rules
with three intervals, the source IP range, destination IP
range, and service range. An interesting result of the way
that we have chosen to order the BDD variables is that the
source IP to destination IP variable transition drives the
number of distinct rules present in the final reconstituted
rule set. This means that when that boundary in the
variables is crossed while traversing the Ternary Tree, a
new rule is generated and the remaining destination IP
and service ranges are collected in that rule. Additional
research could be done using the BDD variable reordering
capability to find the most concise rule set representing a
particular policy.

2.5 Heuristics Applied to Policies

Knowledge about the data set being modelled is impor-
tant to the conversion and pruning algorithms. The
heuristics provide the knowledge about where the hier-
archical data sets begin and allow the summary of those
data as the tree is pruned.

In this work the size of each of the fields drives the
separation of the trees such that the 32nd, 64th, and 88th

variables divide the hierarchy of a solution into the source
IP address, destination IP address, and service (a combi-
nation of protocol and port). Notably, these algorithms
can be applied to other hierarchical data sets in differ-
ent domains. They may be especially useful when dealing
with large solution spaces and multiple hierarchies being
combined to provide the composition of a desired “space”.

2.6 Generalized Example

This section will step through an example of how the al-
gorithms of the FPD function on a smaller solution space
in an effort to both show how the boundary heuristics
may be applied to other domains, as well as a better de-
scription of how the algorithms function. A example is
considered where we represent the solution space as 28,
with a fictitious rule being made up of two fields of 4 bi-
nary variables, A and B, which subsequently form an 8
binary variable solution space. As the stored ROBDD is
generated, A will represent the decimal values 2 through
12 and B will represent the decimal values 3 through 13.
Figure 5 visualizes the canonical ROBDD data structure
representing A and B with the LSB at the root, and re-
ferred to as variable zero. As the ROBDD is traversed
from root to leaf, the tree is transformed into the graph
as seen in Figure 6. The variable transition values high
and low are shifted to the variable values in the individual
nodes. The new root node with label 1 is created and the
tree is rooted at that node. In addition, the solution space
removes the need for the edges leading to the zero value
as we do not care about those numbers when extracting

the stored data. The change from one tree to another is
what is described in the algorithm shown in Figure 2.

As indicated in earlier explanations of the Ternary tree,
it acts as an intermediary data structure as human com-
prehensible intervals are extracted. Therefore, the next
step of process is to traverse the Ternary Tree from root
to leaf in an effort to generate a set of rules with the
described intervals that make up those rules. We have
already identified our single boundary heuristic in this
generalized example as variable 4 of our 8 variables (us-
ing a zero index). Therefore as the algorithm shown in
Figure 4, begins with that knowledge by traversing the
root to leaf in an effort to create intervals.

The initial result is two groupings or rules being gener-
ated. This can be visually confirmed in the Ternary tree
with the existence of two nodes for variable 4. Subse-
quently, in each rule there are two sets of intervals, those
representing the variables 0 through 3 and those repre-
senting the variables 4 through 7. Rule 1, segment 1
(variables 0-3):

2 to 10 every 23

3 to 11 every 23

4 to 12 every 23

5, 6, 7, 8, 9

Rule 1, segment 2 (variables 4-7):

4 to 12 every 23

6, 8, 10

Thus, the intervals may be merged into segment 1 (vari-
ables 0 through 3) being represented by the decimal num-
bers 2 through 12. Subsequently the segment 2 interval
may be merged into 4 to 12 every 2, so even numbers 4
through 12. Based on a similar interval merging proce-
dure for Rule 2, segment 1 (variables 0-3) becomes:

2 to 10 every 23

3 to 11 every 23

4 to 12 every 23

5, 6, 7, 8, 9

Rule 2, segment 2 (variables 4-7):

3 to 11 every 23

5 to 13 every 23

7, 9

The intervals may then be merged into segment 1 being
represented by the decimal numbers 2 through 12. Then
segment 2 may be merged into 3 to 13 every 2, so odd
numbers 3 through 13.

The final merge may then be reviewed between two
rules such that when a segment of a rule matches another
segment, as it does with segment 1, it may become one
rule with the segment that is not matching (segment 2),
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being combined and reviewed for merges. Therefore, after
rule 1 merges with rule 2, and since the segment 2 inter-
vals represents overlapping odd and even ranges, i will
become a contiguous decimal interval from 3 to 13. This
reconstitutes our original rule that created the BDD: A
= 2-12, B = 3-13; which is fit for human comprehension.

0 1

0

11

222

3

4

3

5 5

66 6

7 7

Figure 5: ROBDD generalized example

This algorithm is in contrast to a more naive, brute
force approach to processing all known “solutions” to the
BDD. In the example presented here, there are 64 8-bit
numbers that will need to be parsed back into the known
intervals that created the BDD from the start. While
that number may seem small, the example and solution
space are small by design. The important difference is
between the number of solutions and the number of nodes
in the Ternary tree. In addition, the brute force method
removes the hierarchical relationships between the nodes,
i.e. the heuristic value of node 4, further complicating
reconstituting related intervals.

2.7 De-correlation

When a list of rules in a policy is decomposed into an
FPD, a reconstituted policy that covers the same equiva-
lent accept or deny space will result in a rule set with
none of the resulting rules overlapping in any area. The
primary reason for this behavior is that as a policy is de-
composed one rule at a time, all inconsistent or overlap-
ping rules are removed and just the space is represented.

0:0

1:0 1:1

2:02:1

3:1

4:0 4:1

1

0:1

5:0 5:1

6:06:1

7:17:x

6:0 6:1

7:0

5:0 5:1

6:0

7:x

6:1

3:x

2:0

3:x

2:1

3:0

1:0 1:1

2:0 2:1

Figure 6: ROBDD as Ternary tree

The de-correlation property is useful in a number of sce-
narios:

• A policy no longer has a need to be processed as
an ordered set of rules, since the FPD removes any
overlapping rules. As a result, if the FPD is built by
the rules in the policy from last to first, the resulting
system can match an incoming packet to all rules
simultaneously.

• A policy may be substantially smaller and take much
less time to process once it has been de-correlated.
This behavior is the effect of the procedure that con-
verts rules into the FPD where it has also merged
adjacent rules and removed any redundancies. In
addition, the matching operation of a rule can be
performed in constant time. This is because match-
ing a rule involves walking the data structure from
root to result, which is a constant 88 elements.

3 Experiments

The experiments designed for our work seek to review and
address problems seen in the outside industry, i.e., large
and difficult to understand firewall policies. We will first
measure the time required to construct an FPD from rule
sets of various sizes. We will then measure the time to ex-
tract a set of human comprehensible rules from an FPD.
Finally, we will review the results of the difference and
symmetric difference operations between two policies



International Journal of Network Security, Vol.17, No.2, PP.150-159, 157

0 

500 

1000 

1500 

2000 

2500 

3000 

3500 

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 

Ti
m

e 
(m

s)
 

Original Policy Size (rule count) 

Creation Time (ms) 

Extraction Time (ms) 

Figure 7: FPD generation and extraction of rules for
policy sizes 100 to 10,000 rules

that share from 0% to 90% of the same space. The FPD
data structure and algorithms are implemented in the
JavaTM 6 programming language and the tests are run on
a Mac Book Pro laptop computer. For ROBDD software,
the Buddy and JavaBDD libraries were used [15, 21].

For the data sets used to test creation and extraction
of rules, policies of sizes 100 to 10,000 with 100 rule in-
crements were created. When testing the difference
and symmetric difference operations, we created two
randomly generated 200 rule policies that share from 0%
to 90% of the same space. Security reasons prevented
us from being able to gain access to actual industry rule
sets, as the majority of companies with firewall policies of
those sizes are hesitant to allow outside parties access.

Figure 7 charts the performance of the FPD data struc-
ture for creation of a policy from a set of rules through to
extraction of the policy into an equivalent set of rules. For
creation of the FPD from a set of rules, the performance
is consistently below one second for policies up to 5,500
rules. The creation times then begins to take more than
a second until finally approximately 3 seconds to create
a policy that originated from 10,000 rules. The extrac-
tion stays consistently less than a second to produce an
equivalent set of rules and stays less than 500 ms for the
majority of the data sets.

Figure 8 charts the performance of a difference op-
eration and symmetric difference operation between
two 200 rule policies. The experiment involved executing
the appropriate operation; and then extracting the human
comprehensible rules from the FPD. Notably, over 90% of
the computation time is used producing human compre-
hensible rules. The actual difference and symmetric
difference operations are averaging 5 milliseconds in
all operations. Symmetric difference operation ex-
hibited slower processing performance due to the size of
the resulting space represented by that operation. This
means for that particular data set, the worst case repre-
sentation of a space was very close to the maximum size of
the potential space. Difference operation yielded much
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Figure 8: FPD difference and symmetric difference
operations for a 200 rule policy

smaller resulting data set sizes and reflected that fact in
the computation times.

4 Related Work

Other work has been done modeling firewall policies, how-
ever, most of the models reflect their intended use and
not all are capable of the sort of operations described in
this work. Much of the research has focused on rule pro-
cessing and validation of those rules where the goal is
to identify redundant, shadowed, and inconsistent rules
[1, 2, 3, 4, 7, 10, 16, 23]. In general the focus in those
efforts is on algorithms for finding policy anomalies both
from a single policy model to a multi-policy model. A por-
tion of the related research introduced the use of BDDs
for the models and became the foundation for some of the
algorithms in our work [5, 6, 11, 18, 23].

In [12] the authors present a rule de-correlation al-
gorithm with efforts to extract rules from existing fire-
wall policies. The methods appear to be strictly for de-
correlating rules with an exponential running time cor-
related to the size of the original policy and no overall
policy comprehension.

One of the earliest works on policy comprehension built
a query engine on top of a formal verification system
named Voss [11]. Hazelhurst implemented a simple func-
tional language that is capable of modeling a firewall pol-
icy in a formal verification system. While the underly-
ing Voss hardware verification system used ordered bi-
nary decision diagrams to model a rule set, it is unclear
the method in which the results were extracted from the
canonical BDD form. The algorithm complexity was cited
to be linear with respect to the number of rules for cre-
ation of the policy and constant time with respect to the
number of variables in the BDD for any set operations on
the of the policy [11]. This is consistent with our work on
processing FPDs. However, that analysis does not discuss
the processing time related to extracting human compre-
hensible data from a binary decision diagram. This is
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a large segment of processing and could involve millions
of individual BDD solutions. Our analysis indicates that
discussing the complexity as a function of the resulting
BDD and the number of distinct solutions is a more ac-
curate representation of the running time.

The research most similar to ours focuses on a data
structure called a Firewall Decision Diagram [10, 16, 17].
The goal of the data structure is similar to ours, but the
authors chose a different internal representation of a pol-
icy, specifically a combination of prefix and interval trees
with additional data structures. It is capable of some dif-
ference operations, and is portrayed as a tool in which
to achieve more accurate firewall design and change im-
pact analysis. They specifically cite reasons for not using
BDDs as the core of the data structure, although our work
seeks to overcome the limitations referenced. In addition,
it is not clear that they are capable of handling more com-
plicated situations, such as network address translation,
as a space is modelled through a real network.

5 Internet Protocol Version 6

Internet Protocol Version 6 (IPv6) is the latest iteration in
the Internet protocol routing stack. It is an improvement
to the current protocol IPv4, with the primary difference
related to our research being the unique address space be-
ing expanded from 32 bits to 128 bits. This increase will
allow many more devices to communicate and connect
on the Internet. However, this also represents a chal-
lenge for firewalls and firewall administration teams. The
growth of the addressable space means that these teams
will need better and faster tools in which to comprehend
how the firewalls under their control are configured and
what sort of changes are happening to the security poli-
cies over time. This trend in the market space also sup-
ports the need for structures such as FPD for allowing the
comprehension of these policies. While the experiments
in this dissertation are on 32 bit addresses, expanding the
FPD to use 128 bit addresses is a straightforward process
and is planned for future experimentation. There is no
reason that the algorithms would not function, although
the size of the search space would become at least 2192

larger. This expansion is a result of the source and desti-
nation IP address space growing from 232 to 2128, there-
fore the number of bits needing to be represented grows
296 × 296 = 2192.

6 Conclusions

In this paper we presented the Firewall Policy Diagram,
an efficient and accurate data structure that serves as
a basis for reasoning about firewall policy behavior and
change. There are four primary contributions in this
work:

• Data structures to efficiently model firewall policies
that can be used to reason about them over time and

modification.

• A data structure to act as the basis for the imple-
mentation of a means in which to query the policy.

• A set of algorithms in which to extract understand-
able rules from the FPD.

• Experimental evidence that these algorithms can per-
form the appropriate operations in seconds even on
large firewall policy rule sets.
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Abstract

Smart card-based user authentication is a useful mecha-
nism for performing private session over an insecure net-
work. Tang et al have proposed a robust and efficient
scheme in 2013 that is based on elliptic curve discrete log-
arithm problem (ECDLP). It is for eliminating the attack
in Awasthi et al’s scheme. However, Tang et al’s scheme
is still vulnerable to denial of service attack and off-line
password guessing attack. In this paper, the weakness of
Tang et al’s scheme is presented. Furthermore, it gives
the improvement of Tang et al’s scheme, and is proposed
for avoiding the possible attack in Tang et al’s scheme.
Keywords: Authentication, ECDLP, password, smart
card

1 Introduction

A user authentication scheme based on smart card is
growing rapidly in this decade. It avoids a use of
user authentication table that should be kept in the
server [1, 4, 6, 8, 9, 11, 13, 14, 18]. Several types of the
lightweight user authentications include password-based
approaches, symmetric encryption approaches, public-key
encryption approaches, ID-based approaches, and the hy-
brid approaches [2, 3, 5, 10, 15, 19].

In 2013, Tang et al proposed a user authentication that
is based on Elliptic Curve Cryptography or ECC [16].
ECC is a public key cryptography (PKC) that is better
than previous PKC scheme. It is because, in the same
security level, ECC has a smaller key length than RSA or
El-Gamal scheme [7, 17].

However, Tang et al’s scheme security only depends on

the secure hash function security because the private key
of server stored in the smart card is wrapped by a secure
hash function. Actually, guessing a message that is com-
pressed by a secure hash function needs a long time, but
it is still not proper to store the secret key of server in all
users’ smart cards. The server secret key must be changed
periodically for a security reason that is impossible to do
in Tang et al’s scheme because changing the secret key
mechanism is not provided in Tang et al’s scheme.

Besides that, Tang et al’s scheme is also vulnerable to
DoS attack. Denial of service (DoS) attack is the type of
attack that exhausts a victim’s resources by sending large
amounts of packets or requests [5]. Therefore, the victim’s
computer will be lack of resources and cannot serve clients
properly. In this unstable condition, the system will be
vulnerable for other attacking protocols.

The remaining sections of this paper are organized as
follows. Section 2 gives a brief review one of Tang et al’s
schemes and describes its weaknesses. In Section 3, we
propose the improved scheme. In section 4, the security
analysis of our scheme is given. Finally, Section 6 con-
cludes the paper.

2 Brief Review of Tang’s Scheme

Tang et al’s scheme is based on ECDLP that improves
Awasthi et al’s scheme [16]. This scheme consists of four
phases. There are system setup phase, registration phase,
login phase, authentication phase, and password change
phase. This section describes about Tang et al’s scheme
and its cryptanalysis as follows.
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2.1 Tang et al’s Scheme

In this step, all users and server agree on ECC parameters
that will be used in this scheme. The server chooses a
secret key x and computes Q = x · P . Then server keeps
x secret and publishes p, a, b, n, P, h, and Q.

This registration phase consists of three steps. In the
first step, User Ui chooses identity IDi and password PWi

freely. Then, he or she selects a random number N , and
computes HPW = h(PWi||N). Next, Ui sends the IDi

and HPW to server S through a pre-established secure
channel.

In the second step, S computes Vi = h(IDi||x) ⊕
h(PWi||N), stores (Vi, h(·)) in smart card, and issues the
smart card to Ui through secure channel. S also maintains
an ID table that contains IDi and status bit.

In the third step, after receiving the smart card, Ui

stores N into a smart card. When Ui wants to log into a
remote server S, Ui enters IDi and PWi. Then a smart
card will do these two steps. First, the smart card com-
putes s = Vi ⊕ h(PWi||N), select a random r1 ∈ Z∗n,
computes R1 = r1 · P , R2 = r1 · Q, and computes
V1 = h(IDi||R1||R2||s||Tc) where Tc is the timestamp
at the login device. Actually, s is same with h(IDi||x)
because h(IDi||x)⊕ h(PWi||N)⊕ h(PWi||N) is equal to
h(IDi||x). Second, Ui sends M1 = (IDi, R1, V1, Tc) to the
server S through a common channel.

The third is the authentication phase that is divided
into four steps. Step one, server S checks IDi, status-
bit, and Tc. If those three parameters pass the check-
ing criteria, then continues to step two. If not, S will
informs Ui about the failure. Step two, S sets the sta-
tus bit to be 1, computes R′2 = x · R1 = x · r1 · P =
r1 · Q and s′ = h(IDi||x). Then S constructs V ′

1 =
h(IDi||R1||R′2||s′||Tc). If V1 is not equal to V ′

1 , S re-
jects the login request and informs the user about it.
On the other hand, S authenticates Ui and computes
V2 = h(S||IDi||R′2||s′||T ′s) and sends M2 = (V2, T

′
s) to

Ui. Steps three and four, after receiving M2, Ui checks
T ′s and V2 by the similar way. In the end of the session,
S the set status-bit to zero.

In the fourth phase or Password Change Phase, firstly,
Ui needs to performs the Login Phase procedure and if it
passes, Ui inputs the new password PW ∗

i . In the step two,
the smart card selects a random number N ′ and computes
V ′

i = Vi ⊕ h(PWi||N) ⊕ h(PWi ∗ ||N ′), and replaces Vi

and N with the new V ′
i and N ′.

2.2 Cryptanalysis of Tang et al’s Scheme

Tang et al’s scheme is based on ECC that has two weak-
nesses. There are DoS attack and off-line password guess-
ing attack.

2.2.1 DoS Attack

The main purpose of denial of service attack is turning off
a service. Tang et al’s scheme does not hide the ID in the
login phase. The attacker can guess or steal it easily from

an unsecured network connection. Then attackers will try
the normal login by using stolen users ID or guessing ID,
current Tc, and anything R1, and V1. This request will
pass the ID checking and the status-bit of this ID is set
to be one. Then, attackers will do the same way with
different guessing ID’s until all legal users can not use
this service.

2.2.2 Off-Line Password Guessing Attack

In the Tang et al’s scheme the secret key (x) of server is
transmitted even though this is wrapped by secure hash
function. In the other words, this scheme security does
not depend on ECC but it is only based on the secure
hash function security. Therefore, by finding the collision,
the complexity of secure hash function will be decreased.
There are some methods for attacking secure hash func-
tion such as Birthday attack, Joux’s attack, and multi-
collision attack [12].

3 The Proposed Scheme

In this paper, we propose an improvement of Tang et al’s
scheme. We add session key (R2) and EC digital signature
scheme.

3.1 System Setup Phase

This phase is equal to Tang et al’s scheme. Server selects
a secret key x and computes Q = x·P and keeps secret key
x. After that, server publishes the public keys parameters
p, a, b, P, n, h, and Q. In our scheme, server also saves
random numbers ki and Mi for ECC digital signature.

3.2 Registration Phase

Figure 1 shows the registration phase. It is done by users
once in the first time they log-in to the server. Similar
with Tang et al’s scheme, it also uses secure communica-
tion line. It consists of three steps as follows:

Enter N into Smart Card
¾ Smart Card Store Vi in Smart Card;

Store ki,Mi, IDi in S;
Vi = sign⊕ Ci;
sign(x, ki, h(IDi||Mi));

Compute
0 < ki < n; Mi ∈R Z;

Select k;
-

Ci = Enc(PWi, N);
IDi, Ci

Select IDi, PWi, N ∈R Z;

Ui S

Figure 1: The registration phase of the proposed scheme
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Step 1. User Ui selects an identity IDi, password PWi,
and also a high entropy random number N . Then,
users encrypt N by password PWi as a symmetric
key cryptography Ci = Enc(PWi, N). Next, user
sends IDi and Ci to the server through a secure chan-
nel.

Step 2. After receiving IDi, and Ci, server selects a
random number ki that 0 < ki < n and also a
high entropy random number Mi. Next, server com-
putes an EC digital signature by secret key x, and
hash function of concatenation of IDi and Mi as
sign(x, ki, h(IDi||Mi)), for a short we call it sign.
Then, server computes Vi = sign⊕Ci, stores Vi into
smart card and sends it back to user Ui through se-
cure channel. Finally, server maintains an ID table
that contains IDi, status-bit, ki, and Mi.

Step 3. After receiving a smart card, user inputs N into
smart card.

3.3 Login Phase

In the login phase, the interaction between users and
server utilize a common channel. Firstly, user inputs his
or hers identity IDi and password PWi into a smart card.
Then smart card computes s = Vi ⊕ Ci that equals to
sign because Vi = sign ⊕ Ci. Secondly, and the smart
card chooses a random nonce r1 ∈R Z∗n, and computes
R1 = r1 · P , and R2 = r1 · Q. Thirdly, the smart card
encrypts C1 = ENC(R2, IDi||R1||R2||s||Tc) then sends
R1 and C1 to server. This phase is shown in Figure 2.

-

Ci = Enc(R2, IDi||R1||R2||s||Tc);
R1, C1

r1 ∈R Z∗n, R1 = r1 · P, R2 = r1 ·Q;
s = Vi ⊕ Ci = sign;

Ui S

Figure 2: The login phase of the proposed scheme

3.4 Authentication Phase

The password change phase is shown in Figure 3. When
a log-in requests that are R1 and C1 arrive to the Server
S, S will do four passes that are described as bellow.

Pass 1. Server S computes the session key R′2 by secret
key x as R′2 = x · R1. Then, Server decrypts C1 by
R′2, and this result is IDi||R1||R2||s||Tc. If this de-
cryption fail to produce those parameters, this login
phase is rejected, and informs sender.

Pass 2. S checks the IDi in the database. If this ID
is not available in the database, S will reject this
request and informs Ui in encrypted text by password
R′2.

Pass 3. S checks status-bit. If status-bit is equal to one,
server rejects this request and informs Ui about it
in encrypted text by password R′2, otherwise, server
sets it to one.

Pass 4. S checks Tc. If (Ts− Tc) ≤ 0 or (Ts− Tc) > 4T
server rejects this request and informs Ui in en-
crypted text by password R′2.

Pass 5. Server computes its signature as s′ =
sign(x, ki, h(IDi||Mi)) and compares it with s. If
those are not equal, S rejects this request and in-
forms Ui about it. Otherwise, Ui has passed this
authentication phase in the server side. And then, S
encrypts S||Ts by R′2 and sends back C2 to user Ui

in encrypted text by password R′2. The next steps
are done in the user side. Ui decrypts C2 by R2 and
check S and Tc by the same way as server did. If
those parameters do not satisfy the requirement cri-
teria, Ui will reject this session.

Check S, Ts

(S||Ts) = Dec(R2, C2);
¾ R2, C2

C2 = Enc(R′2, S||Ts);
Verify s′ ?

= s;
s′ = sign(x, ki, h(IDi||Mi));

Check IDi, Tc;
IDi||R1||R2||s||Tc = Dec(R′2, C1);

R′2 = x ·R1;

Ui S

Figure 3: The authentication phase of the proposed
scheme

3.5 Password Change Phase

When Ui wants to change his or her password for some
reasons. Ui should keys his or her identity IDi and pass-
word PWi to a smart card first before changing the pass-
word. After that, Smart card will perform login pro-
tocol and if the login process is successful, Ui can in-
put the new password PWi,new. After that, the smart
card generates new random number Nnew and computes
Vi = Vi⊕Enc(PWi, N)⊕Enc(PWi,new, Nnew). Next, the
smart card replaces Vi and N by Vi,new and Nnew. Fi-
nally, the smart card informs Ui that changing password
is success.

4 Security Analysis

This proposed scheme also resists all attack explained in
Tang et al’s scheme [16]. In addition, this paper focuses
to explain more about DoS attack and offline password
guessing attack.
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1) The Proposed Scheme Resists of DoS Attack.
In this scheme, User’s ID is encrypted by using sym-
metric key cryptography before it is transmitted over
an unsecured communication line. Therefore, attack-
ers cannot steal it or guess it for DoS attack explained
in Section 2.2.1 above. This improvement also fulfills
the purpose of Chang et al’s scheme [1].

2) The Proposed Scheme Resists of Offline Password
Guessing Attack.
The weakness of Tang et al’s scheme presented in
Section 2.2.2 is storing hash value of the concatena-
tion between user identity IDi and server secret key
x in the smart card. It is because of knowing x, the
entire system will be down. In this proposed scheme,
the secret key of elliptic curve cryptography (x) is
not stored in the user’s smart card. In this scheme,
this hash value is replaced by EC signature.

5 Conclusions

In this paper, the weaknesses of a timestamp-based user
authentication scheme with the smart card losing attack
resistance have been discussed. Furthermore, the im-
provement of Tang et al’s scheme is given by adding the
session key and digital signature that are still based on
the elliptic curve cryptography. Therefore, this scheme re-
sists the denial of service attack and also offline password
guessing attack.
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Abstract

The conference-key agreement protocol is a mechanism for
generating a common session key among the authorized
conference members. The common session key is used
to encrypt communication messages transmitted over an
open network. Inspired by traditional key agreement pro-
tocols and threshold cryptosystems, we have proposed a
novel threshold conference-key agreement protocol in this
paper. In the proposed protocol, we used a secret sharing
scheme based on the generalized Chinese remainder theo-
rem (GCRT) to achieve the threshold characteristic, and
we can alter the shared data by adjusting an additional
parameter k of the GCRT. If the number of conference
members involved in generating the conference key ex-
ceeds a certain number, the members can cooperate to
generate a valid common session key that also can be ver-
ified and used by other authorized conference members.
Compared with traditional key agreement protocols, the
proposed protocol has some unique characteristics that
are beneficial in real applications.
Keywords: Conference-key agreement, generalized Chi-
nese remainder theorem, threshold cryptosystem

1 Introduction

With the rapid development of Internet technology and
its growing popularity, group-oriented applications and
protocols have become increasingly important. A group
of people can use the Internet to communicate at any-
time and from their various locations instead of having
to assemble in one location, thereby saving a lot of time
and money. Because of the convenience of the network,

web conferencing has become the trend of future develop-
ment. A web conference can be held by connecting con-
ference members located in different areas, even different
continents, via the Internet. However, the network is an
open environment, which means that it is vulnerable to a
variety of attacks, such as masquerade attacks, replay at-
tacks, and the modification of messages. Regardless of the
underlying environments, communication privacy and in-
tegrity in the group are essential. A general and effective
method for ensuring the confidentiality of the messages
transmitted among participants is to establish a common
session key for encrypting their communications over an
insecure channel.

Conference-key establishment protocols can be classi-
fied roughly into two categories i.e., key agreement proto-
cols [3, 7, 9, 10, 11, 12, 16, 20, 24, 25, 26, 27] and key dis-
tribution protocols [5, 6, 8, 13, 14, 21]. In a conference-key
distribution protocol, a trusted third party, called a key
generation center, is responsible for generating and dis-
tributing the conference key to authenticated conference
members. Conference-key agreement is a mechanism in
which a group of conference members computes a function
K = f(k1, k2, · · · , kn) securely, where ki is a conference
member’s private input. There are some potential secure
problems. First, conference member’s private input must
be transmitted in an open channel. That could allow
some non-authorized attackers to obtain the conference
key and listen to or observe the content of the commu-
nication. Second, attackers also can try to impersonate
authenticated members. The basic technique for solving
the above security issues is the utilization of public key
cryptology, such as RSA, ElGamal, or ECC, to confirm
the conference members’ identities and to guarantee the
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confidentiality of the function K = f(k1, k2, · · · , kn).
It is well known that Diffie and Hellman (DH) [7] pro-

posed a protocol that can establish a common key be-
tween two parties. Most group key-management proto-
cols, including those developed by Ingemarsson et al. [9];
Burmester and Desmedt [3]; Steiner et al. [24]; and Just
and Vaudenay [11], have attempted to extend the ele-
gance and simplicity of Diffie-Hellman’s two-party key
exchange to the group setting. Just and Vaudenay [11]
proposed an authenticated, multi-party, key-agreement
protocol in which the group members could interact
via an exchange of messages to obtain a common ses-
sion key by using DH and public-key techniques with-
out requiring a trusted third party. There has been
intensive research on conference-key agreement proto-
cols [10, 12, 16, 20, 25, 26, 27], such as the study of key
agreement protocols in dynamic peer groups [16, 25].

In 1979, the first (t, n) threshold schemes, based on La-
grange interpolation and liner project geometry, were pro-
posed by Shamir [23] and Blakley [2], respectively. Other
well-known secret sharing schemes include Mignotte’s
scheme [18] and the Asmuth-Bloom scheme [1], which
were based on the Chinese remainder theorem (CRT).
With the emergence of different kinds of applications,
threshold cryptosystems have been studied extensively,
and threshold cryptosystems and their many variations
form an important research direction.

In traditional conference-key agreement protocols, con-
ference members ui, for i = 1, 2, · · · , n who want to es-
tablish a secure channel for transferring confidential infor-
mation must cooperate to compute a common conference
key K, using each conference member’s input ki. No in-
formation about K can be obtained from a protocol run
without knowledge of at least one of the ki. Most exist-
ing conference-key agreement protocols have followed this
pattern. However, in reality, there are many situations in
which the ability to hold the conference is determined by
a certain number of people. Once it has been decided
that the conference will take place, all conference mem-
bers must participate in the conference. Consider the
following scenario: In a board meeting, the condition for
holding the conference is that a certain number of mem-
bers of the board of directors must agree that the meeting
should proceed. Then, once it has been decided that the
board meeting will occur, all members of the board of di-
rectors must participate in the meeting. However, to the
best of our knowledge, traditional conference-key agree-
ment protocols cannot meet this requirement. Existing
conference-key agreement protocols do not have thresh-
old characteristics, and other members cannot obtain the
conference key or verify the validity of the conference key
if they were not involved in the generation of the confer-
ence key. For the above reasons, we have focused on the
threshold conference-key agreement in this paper.

We propose a novel threshold conference-key agree-
ment protocol that has the following characteristics:

1) The conference key can be obtained if and only if

at least t or more conference members cooperate to
generate the conference key;

2) The other authorized members who do not partici-
pate in the generation of the conference key also can
obtain the conference key;

3) The other authorized members can verify the validity
of the conference key and communicate with other
conference members using this common session key.

The remainder of the paper is organized as follows: In
the next section, we describe our main objective. In Sec-
tion 3, we introduce some preliminaries. In Section 4, we
propose our threshold conference-key agreement protocol
based on the generalized Chinese remainder theorem. The
security and performance analysis are presented in Sec-
tion 5. Finally, we present our conclusions in Section 6.

2 Objective

In this section, we describe the design principles of our
threshold conference-key agreement protocol and then
present the security requirements for the proposed pro-
tocol.

2.1 Design Principles

In the proposed scheme, same as for the existing
conference-key agreement protocols, a common key can be
reached among the conference members. However, there
are some distinct characteristics in the proposed thresh-
old conference-key agreement protocol. The idea of our
design is to allow a certain number of conference mem-
bers to decide whether the conference should be held and
what the conference key will be. In the proposed scheme,
one authorized conference member can initiate a request
for a conference. Then, if a sufficient number of confer-
ence members agree and are willing to cooperate to gen-
erate the common conference key, the common key can
be computed. But if the number of conference members
who agree is less than the threshold value, they cannot
construct a valid conference key.

Our protocol uses threshold Mignotte secret sharing
and the generalized Chinese remainder theorem (GCRT)
as building blocks. First, we utilize the Mignotte secret
sharing scheme based on CRT to achieve the threshold ac-
cess structure that can be used to obtain the conference
key among the conference members. It is well known that
GCRT is a variation of CRT, and in a similar manner,
the threshold access structure based on CRT also can be
achieved by using GCRT. In the Mignotte secret sharing
scheme, secret data can be represented by a correspond-
ing congruence system. However, if we want to modify
the shared data, we have to readjust the corresponding
congruence system. In conference-key agreement proto-
cols, key independence is an important property. That
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is, the previous conference keys are irrelevant to the sub-
sequent conference keys. The conference key can be ob-
tained by evaluating a function f(k1, k2, · · · , kn), where
k1, k2, · · · , kn are the n conference members’ private in-
puts. Therefore, the Mignotte secret sharing scheme
based on the traditional CRT is inappropriate for this
situation. In GCRT, an additional modulus k is provided
to strengthen and enlarge the CRT’s applications. We
can change the shared data by adjusting the parameter
k, which can be computed by collecting a certain number
of conference members’ inputs, ki. In Section 3, we pro-
vide a brief introduction to the Mignotte secret sharing
scheme and the generalized Chinese remainder theorem.

First, each conference member must register at the key
generation center (KGC). During the registration process,
the KGC shares the necessary information for key agree-
ment with each authorized conference member. A confer-
ence may be requested by any authorized member. For ex-
ample, if conference member Ui wants to convene a confer-
ence, he or she must participate in the key-generation pro-
cess and send some messages in an authenticated broad-
cast channel. If enough conference members participate
in the key-generation phase, the conference key can be
computed. Meanwhile, all authorized members can ob-
tain the conference key and verify its validity. Because
we use GCRT, a new conference key can be generated by
modifying an additional parameter k, which does not re-
quire any change in the information shared with the KGC
by each member.

The proposed protocol also supports changes in the
conference members, such as when members join or leave
the group.

2.2 Design Principles

In this section, we summarize the desired security goals
for our threshold conference-key agreement protocol. Re-
ferring to the protocol developed by Kim et al. and Harn
et al. [8, 12], we define the following security properties:

1) Key authentication guarantees that the conference
key can be generated by authorized conference mem-
bers, but not by fraudulent attackers;

2) Key confidentiality guarantees that the conference
key only can be obtained by authorized conference
members;

3) Forward secrecy is that a compromise of the previous
conference key cannot disclose the current key;

4) Backward secrecy is that an earlier key cannot be ob-
tained if the current conference key is compromised.

In our protocol, we utilize the RSA cryptosystem [22]
to protect the authenticity and confidentiality of the key
as proposed by Zhao et al.’s protocol [26]. Concerning
forward and backward secrecy, the characteristic of the
GCRT can ensure the conference key’s freshness and in-
dependence. That is, old keys and the current key cannot

be derived from each other. We will give the details in
Section 5.

3 Preliminaries

In this section, we briefly introduce the threshold
Mignotte secret sharing scheme [18] and the generalized
Chinese remainder theorem [4, 15], which are the major
building blocks of our protocol.

3.1 Threshold Mignotte Secret Sharing
Scheme

In 1982, Mignotte [18] proposed a threshold secret shar-
ing scheme that uses some special sequences of integers,
referred to as the Mignotte sequences.

Let n be a positive integer and 2 ≤ t ≤ n. A (t, n)-
Mignotte sequence is a sequence of positive integers p1 <
p2 < ... < pn, such that

∏t−2
i=0 pn−i <

∏t
i=1 pi, where

p1, p2, · · · , pn are co-prime in pairs.
Given a public (t, n)-Mignotte sequence, the scheme

works as follows:

1) The secret y can be chosen as a random integer
such that b < y < a, where a =

∏t
i=1 pi and

b =
∏t−2

i=0 pn−i;

2) The shadows yi are computed such that yi = y mod
pi, for all 1 ≤ i ≤ n;

3) Given t distinct shadows y1, y2, · · · , yt and t corre-
sponding modulo p1, p2, · · · , pt, using the Chinese re-
mainder theorem, the secret y can be recovered in the
following congruence system:





y ≡ y1 mod p1

y ≡ y2 mod p2

...
y ≡ yt mod pt.

3.2 Generalized Chinese Remainder The-
orem

GCRT [4, 15] is a variation of CRT. Similar to
CRT, n positive co-prime integers m1,m2, · · · ,mn and
{x1, x2, · · · , xn} are needed to construct a system of
simultaneous congruencies. In GCRT, an additional
modulus k is required during the computations, where
Max{xi}1≤i≤n < k < Min{mj}1≤j≤n. A number X
can be represented by using {x1, x2, · · · , xn}, where xi =
bX/mic mod k,for i = 1, 2, · · · , n. According to the
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GCRT, the number X can be computed as follows:

X =
n∑

i=1

Mi ∗M ′
i ∗Ni(mod(k ∗

n∏

i=1

mi)), where

Mi = k ∗
n∏

j=1,j 6=i

mj ,

Mi ∗M ′
i = k(modk ∗mi)

Ni = dxi ∗mi/ke .

4 The Proposed Protocol

In this section, we develop an extension to the existing
conference-key agreement protocols. In the proposed pro-
tocol, the conference key can be computed if and only if
the number of involved conference members who want to
cooperate to generate a conference key exceeds a certain
threshold. Our protocol consists of four phases: regis-
tration, sub-key distribution and commitment, sub-key
recovery, conference-key derivation and verification. Ta-
ble 1 is used notations throughout the remainder of this
paper.

Table 1: The notations

n number of conference members
t threshold
Ui i-th conference member, i ∈ [1, n]
IDi identity of the conference member Ui

SN` unique serial number for the `th conference-key
ki sub-key generated by Ui

K conference-key
h() collision-free one-way hash function

4.1 Registration Phase

As described in Sections 3.1 and 3.2, we can construct
a new secret-sharing scheme based on GCRT instead
of CRT. First of all, KGC generates n positive co-
prime numbers m1,m2, · · · ,mn that satisfy the Mignotte
sequence characteristics and selects n positive integers
x1, x2, · · · , xn. KGC randomly selects a number k that
satisfies Max{xi}1≤i≤n < k < Min{mj}1≤j≤n. The ini-
tial value of the conference key K can be represented
by n-tuple {x1, x2, · · · , xn} and k

∏t−2
i=0 mn−i < K <

k
∏t

i=1 mi.
We assume that there are n conference members and

that each conference member is required to register at
KGC before the conference-key agreement. Learning from
Zhao et al.’s group key-agreement protocol [26], we also
utilize the RSA public-key cryptosystem [22] to guarantee
the authentication, confidentiality, and integrity of the
sub-key.

Upon receiving a registration request from any confer-
ence member Ui, KGC will perform the following steps:

1) According to the properties of the RSA cryptosys-
tem, KGC computes Ni = pi × qi, where pi and qi

are two large prime numbers selected randomly, and
factoring Ni is hard;

2) KGC generates the corresponding private key di and
public key ei that satisfy di × ei ≡ ϕ(Ni), where
ϕ(Ni) is the Euler phi-function;

3) KGC distributes the secret value pair (xi,mi) and
private key di to conference member Ui over a secure
channel;

4) KGC publishes the public key {ei, Ni}.

4.2 Sub-key Distribution and Commit-
ment Phase

The protocol starts with an initiator initiating a confer-
ence request for a set U = {U1, U2, · · · , Un} of conference
members and the initiator broadcasts a unique serial num-
ber SN` for the conference. If any member Ui wants to
accept the conference request, he will perform the follow-
ing steps:

1) Ui randomly selects its sub-key ki, Max{xi}1≤i≤n <
ki < Min{mj}1≤j≤n;

2) Compute µi = (xi||mi||ki||SN`)di mod Ni;

3) Compute σij = (µi||IDi)ej mod Nj for Uj(i 6= j) and
hi = h(xi||mi||ki||SN`);

4) Publish ωi = {hi, σij , forj = 1, 2, ..., n, j 6= i}.

4.3 Sub-key Recovery Phase

Without losing generality, all conference members can re-
ceive ωi from Ui for i = 1, 2, · · · , t. Then, they can com-
pute the corresponding sub-key ki and check the validity
of the sub-key. The details are as follows:

1) Uj computes µ′i||IDi = (σij)dj mod Nj using her or
his private key dj and reads µ′i and IDi. Then, he or
she uses the corresponding public key ei to compute
(xi||mi||ki||SN`)′ = (µ′i)

ei mod Ni;

2) Uj checks whether or not SN ′
` is the current con-

ference serial number SN` and computes h′i =
h(x′i||m′

i||k′i||SN ′
`) and verifies the equation h′i = hi;

3) If the equation holds, then Uj can retrieve the corre-
sponding {xi,mi, ki}.

4.4 Conference-key Derivation and Veri-
fication Phase

If a sufficient number of conference members respond to
the conference request, the conference key can be derived
from sufficient sub-key information {xi,mi, ki} for i =
1, 2, · · · , t. The procedure consists of two phases: (1) the
conference-key derivation phase and (2) the conference-
key verification phase.
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(1) Conference-key derivation phase

1) Once Uj obtains t verified sub-key information

ωi, Uj can first compute k =
⌊∑t

i=1 ki

t

⌋
without

losing generality;
2) According to the GCRT and Mignotte secret

sharing, the conference key K can be computed
by each conference member Uj as follows:

K =
t∑

i=1

Mi ∗M ′
i ∗Ni(mod(k ∗

t∏

i=1

mi)), (1)

where

Mi = k ∗
t∏

j=1,j 6=i

mj ,

Mi ∗M ′
i = k(modk ∗mi)

Ni = dxi ∗mi/ke .

(2) Conference-key verification phase
As mentioned above, all authorized conference mem-
bers can compute the conference key, even though
they do not participate in the generation of the con-
ference key. Meanwhile, they also have the capacity
to verify the validity of the conference key. Each au-
thorized member Uj can use her or his (xj ,mj) to
check the following equation:

xj
?
≡

⌊
K/mj

⌋
mod k (2)

If Equation (2) holds, the conference-key K is vali-
dated. This shows that at least t authorized confer-
ence members agree to convene the network confer-
ence. That is, all conference members must partici-
pate in this conference, and all conference members
can share a common secret conference key used to
encrypt the conference message.

4.5 Conference Members Join and Leave

Concerning a conference group, new members may join
such a group, thereby increasing the number of members;
also, some members may leave the group, thereby de-
creasing its number of members. Therefore, the proposed
scheme must support these potential occurrences.

If a new member Uj wants to join the conference group,
he or she must register at the KGC. The KGC selects
a corresponding mj that meets the characteristic of the
Mignotte sequence. According to the current K and k,
KGC can compute xj = bK/mjc mod k and send (xj ,mj)
and the private key dj to Uj over a secure channel. Then,
KGC publishes the corresponding public key {ej , Nj}.

If a conference group member Uj leaves the group,
KGC will broadcast the information about Uj ’s leaving
the conference group. Then, in the sub-key distribution
and commitment phase, the conference members will not
use Uj ’s public key to encrypt the sub-key information.

4.6 A New Conference-key is Computed

If a new conference-key is required, we need to change the
shared the secret number aiming at modifying the shared
conference-key. If we utilize Shamir’s secret sharing based
on a Lagrange interpolation polynomial or Mignotte’s se-
cret sharing based on CRT to construct a threshold proto-
col, then, if we want to change the shared number, we have
to modify the corresponding interpolation polynomial or
the corresponding congruence system. That is, we have
to update the data stored by each authorized conference
member. That means that the registration phase has to
be replayed and all conference members have to obtain a
new secret shadow. However, using the GCRT, we can
simply solve the problem instead of changing the inter-
polation polynomial or the whole congruence system. We
can change the shared number by adjusting the parame-
ter k. Therefore, the conference members can execute the
rest of the protocol except for the registration phase to
compute a new conference-key.

5 Discussions

In this section, we present the security and performance
analysis of our protocol.

5.1 Security Analysis

As discussed in Section 2.2, the main security re-
quirements of a threshold conference-key agreement are:
conference-key authentication, conference-key confiden-
tiality, and forward/backward secrecy. In this section, we
show that the proposed protocol satisfies those four secu-
rity requirements and can resist some types of attacks.

5.1.1 Conference-key Authentication

In the process of the generating the conference key,
each conference member Ui computes her or his sub-
key information and encrypts the information using her
or his private key di. Meanwhile Ui computes hi =
h(xi||mi||ki||SN`). The other members can decrypt this
message using Ui’s public key and derive the correspond-
ing sub-key information (xi||mi||ki||SN`)′. So, the other
members can confirm that this message was sent by
Ui. And, the other members can compute h′i and check
whether h′i = hi in order to verify the integrity of the
sub-key information.

5.1.2 Conference-key Confidentiality

Before considering conference-key confidentiality, we
briefly illustrate key freshness. The conference key K can
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be computed as follows:

K =
t∑

i=1

Mi ∗M ′
i ∗Ni(mod(k ∗

t∏

i=1

mi)), where

k =

⌊∑t
i=1 ki

t

⌋
.

Every conference key is fresh since each conference
member selects a new random ki for the generation of
each conference key. In our protocol, we use the GCRT to
achieve the threshold access structure instead of Shamir’s
secret sharing. As we shall see, our protocol is some-
what sensitive to selected parameters [17, 19]. However,
it is information theoretically secure if the parameters for
GCRT are selected appropriately.

As discussed in Sections 4.2 and 4.3, each confer-
ence member Ui encrypts the sub-key information us-
ing the other conference members’ public keys ej for
j = 1, 2, · · · , n,i 6= j. So, unauthorized members can-
not compute the corresponding sub-key information, so
they cannot obtain the conference key.

5.1.3 Forward/Backward Secrecy

First, we consider forward secrecy, which states that 1)
if an attacker obtains the previous conference keys, he
or she cannot derive the current conference key, and 2)
if a member leaves the conference group, he or she also
cannot compute the subsequent conference keys. During
the computation of the conference key K, an additional
modulus k is required. The parameter k is computed as
follows:

k =
⌊∑t

i=1 ki

t

⌋
, where ki is conference member Ui’s

private input.
For each conference key, conference member Ui

must randomly select a number ki that satisfies
Max{xi}1≤i≤n < ki < Min{mj}1≤j≤n. And, each ki is
independent. Therefore, the previous conference keys and
the current conference key are irrelevant. Even though an
adversary may know a series of previous conference keys,
he or she cannot compute the current conference key.

Then, we consider backward secrecy, meaning that if an
attacker obtains the current conference key, he or she can-
not derive the previous conference keys, and, if a member
joins the conference group, he or she also cannot derive
any previous conference keys. As mentioned in the previ-
ous paragraph concerning the generation of each confer-
ence key, conference member Ui randomly re-selects a new
ki. Then, all conference keys K are independent of each
other. So, an adversary who knows the current conference
key cannot derive the previous conference keys.

5.1.4 Resistance to Some Types of Attacks

In this section, we show that our protocol is secure against
the following attacks:

1) Impersonation attack

The main active attack to a conference-key agree-
ment protocol is the impersonation attack, in which
an unauthorized adversary impersonates a legal con-
ference member to take part in a conference. In the
registration phase, KGC generates the correspond-
ing private key di and public key ei published to all
conference members for each conference member Ui.
And, in the sub-key distribution and commitment
phase, Ui must use her or his private key di to encrypt
the sub-key information. Therefore, other members
can utilize the corresponding public key ei to check
whether the sub-key information is from the alleged
member.

2) Forgery attack

We divide forgery attacks into two categories. First,
a malicious member can not forge other members’
sub-key information since he or she does not have the
other members’ private keys. Meanwhile, conference
members also can verify whether the sub-key infor-
mation received has been tampered with by checking
the equation h′i = hi, where h′i = h(x′i||m′

i||k′i||SN ′
`)

and hi = h(xi||mi||ki||SN`). On the other hand, as
mentioned in Section 2.1, it takes a sufficient num-
ber of conference members to cooperate to generate
a valid conference key. We assume that a certain
number of compromised members want to forge the
conference key. According to threshold secret shar-
ing, if the number of compromised members involved
is less than the threshold, the members cannot gener-
ate a valid conference key. And, the other authorized
members can use their secret value pair (xi,mi) to
verify the validity of the conference key. Therefore,
the conference key cannot be forged easily unless the
number of compromised members exceeds the thresh-
old.

3) Replay attack

A group of conference members run a threshold
conference-key protocol over an open network. Even
though their communications are encrypted with the
corresponding public key cryptosystem, an inside at-
tacker or an outside attacker also can intercept these
data and retransmit them. But, in the proposed pro-
tocol, the initiator first broadcasts a unique serial
number SN`, and the other conference members in-
volved embed into the sub-key information. The con-
ference members that receive the sub-key information
ωi = {hi, σij , forj = 1, 2, ..., n, j 6= i} can check to de-
termine whether the serial number SN` is the current
serial number. So, the adversary cannot resend the
previous key-agreement message.

5.2 Performance Analysis

In this section, we analyzed the computation costs for
the proposed protocol. In our protocol, if the number
of conference members involved in the generation of a
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Table 2: Comparison of computational costs

Tzeng’s protocol Hung et al’s pro-
tocol

Zhao et al’s pro-
tocol

Our protocol

Registration nTe nTe 0 0
Sub-key distribu-
tion and commit-
ment phase

(n + 2) Te + Tinv +
3Tmul + Th

(n + 2) Te + Th +
(n + 2) Tmul

nTe + Th nTe + Th

Sub-key recovery
phase

4nTe + nTmul 4nTe +nTmul +nTh 2 (n− 1)Te +
(n− 1)Th

2 (t− 1)Te +
(t− 1)Th

Conference-key
derivation and
verification phase

0 0 0 tTinv +
2 (t− 1)Tmul

conference key exceeds a certain number, a common ses-
sion key can be achieved. And, all authorized confer-
ence member can obtain the common session key and can
verify its validity. We assume that the threshold is t.
During the sub-key distribution and commitment phase,
each member Ui must utilize public-key cryptosystems to
confirm sub-key’s authentication, confidentiality, and in-
tegrity. For facilitating the performance evaluation of our
scheme, we first denote the following notations:

1) Th:the time for performing a hash function h;

2) Tinv:the time for performing a modular inverse com-
putation;

3) Tmul:the time for performing a modular multiplica-
tion computation;

4) Te:the time for performing a modular exponentiation
computation.

Table 2 compares the computational costs of our protocol
with those of Tzeng [20], Hung et al. [10], and Zhao et
al. [26].

As can be seen in Table 2, since we utilize the RSA
cryptosystem applied in Zhao et al.’s protocol to confirm
the authentication, confidentiality, and integrity of the
sub-key, the computational costs of our protocol is the
same as Zhao et al.’s protocol in the sub-key distribution
and commitment phase. In the sub-key recovery phase,
our protocol requires fewer modular exponentiations than
Zhao et al.’s protocol since our protocol is a threshold
scheme. However, in the conference-key derivation and
verification phase, our protocol requires additional modu-
lar inverse computation and modular multiplication com-
putation to reconstruct the conference key. The result is
that the total computational costs of our protocol are less
than those associated with Tzeng’s protocol and Huang
et al.’s protocol, and they are about the same as those as-
sociated with Zhao et al.’s protocol. In addition, we need
to point out that the conference-key can be recovered by
collecting t value pairs and that the conference-key recov-
ery by the usual Lagrange interpolation method requires

O(tlog2t) operations, while the GCRT method of the pro-
posed protocol requires only O(t) operations.

6 Conclusions

In this paper, we propose a novel, threshold conference-
key agreement protocol based on the generalized Chinese
remainder theorem. In our protocol, the conference key
can be generated only if the number of conference mem-
bers involved exceeds a certain threshold, and other au-
thorized conference members, who were not involved in
the generation of the conference key, also can compute
the conference key and check its validity. The unique
threshold characteristic of our conference-key agreement
protocol can fill the gaps in many applications.

The security analysis shows that our protocol is resis-
tant to impersonation attack, forgery attack, and replay
attack and that it also has some important security fea-
tures, such as conference-key authentication, conference-
key confidentiality, and forward/backward secrecy. The
performance analysis shows that the computational cost
of our protocol is satisfactory.
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Abstract

The emergence of high-speed networks in electric power
systems creates a tight interaction of cyber infrastruc-
ture with the physical infrastructure and makes the power
system susceptible to cyber penetration and attacks. To
address this problem, this paper proposes an innovative
approach to develop a specification-based intrusion detec-
tion framework that leverages available information pro-
vided by components in a contemporary power system. A
Bayesian network is used to graphically encode the causal
relations among the available information to create pat-
terns with temporal state transitions, which are used as
rules in the proposed intrusion detection framework. This
allows the proposed framework to detect cyber attacks
and classify different substation scenarios. A case study
is provided for the non-pilot directional over current relay
protection scheme for a modified 2-bus 2-generator system
taken from a section of the IEEE 9-bus 3-generator sys-
tem. Nine power system scenarios were developed and
implemented as part of the case study. Each scenario was
implemented on a test bed and all scenarios were correctly
classified by the IDS built using the proposed methodol-
ogy.

Keywords: Bayesian network, cyber-physical, electric
power system, intrusion detection system, relay protection
scheme, synchrophasor

1 Introduction

The next generation electric power grid will rely on many
advanced technologies such as synchrophasor systems, in-
dustrial automation control systems and advance meter-
ing infrastructure in order to meet the increasing de-
mand on reliable energy. Due to the critical role that
the electric power system plays in our society, there is
a common agreement among different organizations that

the electric power grid needs to be better secured to en-
sure continually available power being provided to the na-
tion [35]. The North American Electric Reliability Cor-
poration Critical Infrastructure Protection (NERC-CIP)
program defines critical infrastructure and provides rec-
ommendations regarding to cyber security for electric util-
ities to better protect their critical infrastructures [38].
The National Institute of Standards and Technology In-
teragency Report (NISTIR) 7628 also documents the
guidelines and requirements for industry to better secure
their facilities [15]. However, the United States Govern-
ment Accountability Office (GAO) has realized that cur-
rent guidelines from these organizations are not sufficient
to securely implement the modern electricity grid and it
calls for the retrofit research and development to current
security mechanisms [12].

1.1 Background and Problem Statements

The cyber-physical security issues of electric power sys-
tems have been discussed for a long time. In the past the
electric power system was often isolated and used pro-
prietary devices and software. The contemporary and
future power grid uses advanced technologies which rely
on the commercial off-the-shelf (COTS) components e.g.
Personal Computers (PCs), Windows Operating System,
and standardized communications such as IEC 61850 and
IEEE C37.118. Many COTS components were designed
for consumer or enterprise use and not for use in criti-
cal infrastructures such as the electric power system [10].
Power system cyber components have certain security fea-
tures (password authentication) built in, however, pene-
tration tests conducted in [30, 33] have shown that cyber
attacks targeted towards substation computers and de-
vices can interrupt the electric power system communica-
tions, prevent real time monitoring of the power system,
induce physical side effects. Hence there is a need to de-
velop security countermeasures that can be deployed to
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protect the critical infrastructures in the electric power
system. However, a barrier for developing cyber secu-
rity countermeasures is a lack of algorithms based on the
unique characteristics of electric power system where high
interactions between the physical process and the cyber
infrastructures are present [44]. The cyber infrastruc-
tures provide the communication media that is used be-
tween the physical automation control system and other
systems such as enterprise software where control algo-
rithms or system analysis algorithms are implemented.
Since most of the cyber infrastructures use open stan-
dards without security features, once they are compro-
mised, the attackers are able to launch attacks targeting
the physical process by modifying the control algorithm.
An example is the resonance attacks where an attacker
who compromised the sensors or controllers causes the
physical system to oscillate at its resonant frequency [7].
Another example is demonstrated in [27] where an attack
can inject false data to compromise meters to bypass the
existing bad data detection algorithms. An example of
attacks from physical devices in real world is the Stuxnet
in July 2010 where the malware targeting control sys-
tem physical devices spread by USB drives [11]. Some re-
cent works investigating the security issues in the modern
electric power grid suggest that new security mechanisms
should focus on the unique characteristics of the power
grid to achieve comprehensive protection [32, 47].

Since attacks are always unpredictable and cannot be
eliminated, it is necessary to deploy an intrusion detec-
tion system to alert operators or automated response al-
gorithms when an attack is discovered. Traditional intru-
sion detection systems that only examine network traffic
cannot provide enough detection abilities to the cyber-
physical system where the physical process is also of con-
cern [7]. In this paper, a new methodology that extends
the ability of traditional anomaly-based intrusion detec-
tion system is proposed to design an intrusion detection
system suitable for cyber-physical system by taking the
system’s physical process into account. The proposed in-
trusion detection system is able to provide a ”defense-in-
depth” protection by considering the following two con-
cerns [6]: The consequences of the attacks on the cyber-
physical system should be understood when planning the
protection; and novel attack-detection algorithms should
be developed based on how the physical process should
behave so that intrusion detection systems can identify
whether the control command or sensor data has been
altered.

In addition, another concern from utility operators is
that cyber security solutions should make minimum modi-
fication to the current facilities in the grid. This is because
any changes to be made require strict recertification and
evaluation to be adapted to the grid, which can be quite
costly [17]. Therefore, the security solution proposed here
is designed to be built upon current resources in the grid
minimizing changes to its components.

1.2 Contributions of This Paper

This paper addresses the security challenges of the mod-
ern cyber-physical electric power system by proposing
an intrusion detection framework that covers the afore-
mentioned three concerns. This framework provides a
specification-based intrusion detection system that com-
plements current anomaly intrusion detection systems
by leveraging time-synchronized data from synchropha-
sor devices as well as observable events from audit logs
of network devices including protection relays, network
monitoring software, and control room computers. De-
pending on different control schemes, this information un-
derlines causal relations between the system behaviors in
the cyber-physical system. One of the contributions of
this work is to provide a methodology to map such infor-
mation to the probabilistic network - Bayesian network
to derive the rules for the IDS. The Bayesian network
is recognized for its powerful intuitive method of model-
ing interdependencies between variables and its ability to
graphically represent causal relations from data and work-
flow logs. Based on a specific control scheme, namely the
over current relay protection scheme, this paper demon-
strates the procedure to construct such a Bayesian net-
work and derive the temporal-state transition patterns for
different system scenarios. These patterns are used in the
IDS as rules for classifying legible system scenarios and
detecting intrusions that aim to interrupt the protection
scheme. A model to implement the proposed IDS is also
provided based on a specific power system transmission
system test bed. The IDS monitors the status of one re-
lay and the transmission line where the relay is located to
provide an extension to power system situation awareness
such that the operator can be informed of whether distur-
bances in the power grid (e.g. faults in transmission line
or relay operations) are caused by system faults or cyber
attacks.

1.3 Paper Organization

The rest of the paper is organized as follows. First, related
works are discussed in Section 2. Section 3 provides an
overview of a reference electric transmission system, the
non-pilot over current protection scheme, and a hardware-
in-the-loop test bed implementation of the transmission
system and protection scheme. This system is used later
in the paper for case study to demonstrate the effective-
ness of the proposed IDS methodology. Section 3 also
provides a threat model which describes 9 power system
disturbances and cyber attacks which threaten the refer-
ence transmission system and protection scheme. Section
4 provides a mathematical description of the Bayesian
network and discusses a procedure for creating a Bayesian
network for a cyber physical system. Section 5 provides
results an analysis of the IDS built for the case study.
Conclusions and future work are discussed in Section VII.
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2 Related Works

2.1 Wide Area Monitoring Systems

The need of electric market regulation and the connection
of neighboring grids motivate the Wide Area Monitoring
System (WAMS) where multiple organizations cooperate
to allow real-time monitoring of the electric power sys-
tem. The WAMS is a measurement system that uses
information communication technology (ICT) to trans-
mit digital and/or analogue information. The WAMS is
now adopting time-synchronized data that provides mi-
crosecond time accuracy [29]. The time-stamping data
in WAMS includes not only the measurements such as
phasors of voltage, current (i.e. synchrophasor system)
but also the status of some IEDs such as relays, breakers
etc. [2]. Such accurate redundant information nowadays
can be collected from PMUs, smart meters and protec-
tion relays etc. The redundant information contributed
by the time-synchronized data provides benefit for reli-
ability, efficiency, and economics in power system mon-
itoring and control. The extreme low latency brought
by time-synchronized data allows various real-time wide
area control algorithms and special protection schemes to
be developed to increase power grid reliability and stabil-
ity [2, 18, 21, 28, 34]. This paper takes advantage of this
fast and accurate information provided by synchrophasor
system to build a novel intrusion detection system for the
electric power system.

2.2 Specification-based Intrusion Detec-
tion System

The idea of intrusion detection systems was originally in-
troduced to the IT system to detecting activities that
violate security policy [37]. There are two types of in-
trusion detection systems (IDS): Misuse-based Intrusion
Detection Systems and Anomaly-based Intrusion Detec-
tion Systems. Misuse-based IDS and signature-based IDS
look for well-defined patterns of known attacks or vul-
nerabilities, and, therefore, suffer from the fact that any
undefined attacks will be ignored [49]. Anomaly-based
IDS consider the normal behaviors of a system [13, 54].
Any derivation from the normal system behaviors will
be defined as an intrusion. The anomaly-based IDS is
widely used for its ability to detect zero-day intrusions
however, it has high false positive rate where some nor-
mal behaviors of the system that do not match the de-
fined normal behaviors will be mistaken as intrusions.
The specification-based IDS was introduced by Ko in
1996 [24] as a complement to the anomaly-based IDS
to improve its accuracy. Specification-based IDS moni-
tor the system according to policies specified by valid se-
quences of system behaviors. Any sequence of behaviors
outside the predefined specifications will be regarded as
a violation. Various methodologies have been applied by
scientists to specify such behavior/event sequences, for
example, the parallel environment grammar [24], regu-

lar expressions for events [50], or abstract state machine
language [43]. The specification-based intrusion detec-
tion has also been widely applied in software engineering.
Most recently specification-based intrusion detection is
also used in the area of network protocol of critical infras-
tructures e.g. ANSI C12 protocol for advanced metering
infrastructure [3], DNP3 protocol [26], IEEE C37.118 pro-
tocol [46], Modbus protocol [9]. The specification-based
IDS is popular in this area because network protocols usu-
ally have standard message formats from which the spec-
ifications of the IDS can be derived. The applications
of specification-based IDS also extend to more complex
systems such as networked SCADA systems [5], medi-
cal cyber-physical systems [31] and real-time embedded
systems [55] where intrusion detection rules are defined
from system behaviors. The system behaviors in these
works are represented by a sequence of system states. By
keeping tracking the system state the intrusion detection
techniques of these works discover the malicious activities
that drive the system state from safe to unsafe. This pa-
per puts emphasis on cyber-physical electric power grid.
In addition to define a finite state machine for the elec-
tric power system, this paper uses a probabilistic network
to extract knowledge about the specifications of different
system behaviors from the causal relationship underlined
by the transitions of these system states. Such knowledge
is used to derive the rules used by the proposed IDS to
classify system behaviors.

2.3 Why Bayesian Network?

Probabilistic networks provide clear semantics to allow
them to be processed for extracting knowledge of a certain
domain. They are able to represent the dependencies or
interdependencies between variables; therefore they can
be used for diagnosis, learning, explanation, and many
other inference related tasks necessary for intelligent sys-
tems [4]. Among the probabilistic networks, the Bayesian
network is prevalent for its explicit graphical represen-
tation of cause-effect reasoning with uncertainty. De-
pending on different interpretations, it can also represent
causality. One of the applications of Bayesian networks is
in network vulnerability assessment where ”attack graph”
is developed using a Bayesian network [52]. In an attack
graph, two directly connected nodes represent the causal
relation in which the compromise of one node will lead to
the compromise of the other node. In addition, Bayesian
networks have also been applied to interdependency mod-
eling and analysis for critical infrastructure [14, 16] and
for fault diagnosis in power systems [36, 53]. In the area
of health care, Bayesian networks are also used to discover
patterns for Hemodialysis to help medical professionals re-
act to exceptions [25]. Tutorials about Bayesian networks
can be found in [8, 23, 40]. In the cyber-physical environ-
ment, a sequence of system actions and events raised by
a specific system scenario (e.g. a short circuit fault in a
transmission line) imply the causal relations between sys-
tem states. The causal relations are represented as tempo-
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Figure 1: Structure of electric transmission system with
integration of synchrophasor Technology

ral transitions between different system states. Therefore,
the system states are nodes in the Bayesian network.

3 System Model and Threads

In this section, a brief introduction of the electric trans-
mission system integrated with synchrophasor technology
will be given. The potential attacks and their conse-
quences to the transmission line protection scheme will
be discussed on the basis of a 2-generator 3-bus elec-
tric transmission system. Nevertheless, all discussions are
based on the assumption that the attacks are launched af-
ter the attackers compromise the substation communica-
tion network or physically penetrate the substation such
as through an insider attack by a disgruntled employee
authorized to access power grid facilities and or its com-
munication network.

3.1 Cyber-Physical Environment of
Synchrophasor-based Electric Trans-
mission System

A typical power system is divided into four functional
parts: generation, transmission, distribution and con-
sumers. The electric transmission system is the backbone
of the power system transmitting the electric power from
generators to the load centers over a long distance. The
structure of a cyber-physical environment for the elec-
tric transmission system augmented with synchrophasor
technology is shown in Figure 1. The transmission system
devices are mainly composed of transmission lines, break-
ers, and transformers that are monitored by field sensors.
In the case of a synchrophasor system these field sensors
are Phasor Measurement Units (PMUs). The PMUs at-
tached to transmission lines provide synchronized data
that is time-stamped to the Coordinated Universal Time
(UTC) via Global Positioning System (GPS) signals for
continuous real-time monitoring. Phasor Data Concen-
trators (PDCs) collect synchrophasor measurements from
PMUs that are located in different locations and send the
measurements to the control center through the wide-area
network (WAN). PMUs in different locations and PDCs

are key components in the synchrophasor based wide area
monitoring system (WAMS). Compared to the traditional
supervisory control and data acquisition (SCADA) sys-
tem where the field sensors measure the system once per
several seconds, the emergence of WAMS leveraging syn-
chrophasor technology allows much faster measuring for
the transmission system at the rates ranging from 30 sam-
ples per second to 120 samples per second. The control
center that utilizes the high resolution measurement data
aggregated by PDCs is able to evaluate the system sta-
tus and perform advanced algorithms to make different
real-time control decisions to control components in the
field. The information flow described above is shown as
the dotted line in Figure 1 and is often recognized as a
control loop. All devices in this system are synchronized
to UTC time via GPS signals. However, in the case of a
distributed control, the protection components in the sys-
tem sense the disturbance and react to it by themselves.
The bi-directed-arrow lines in between control compo-
nents and WAN indicates not only the command data
sent from control center but also the time-synchronized
audit information reported from intelligent electronic de-
vices (IDEs) to the control center.

The system can be considered as a finite state machine.
If, for example, a tripping operation is sent from control
center, this will cause system state transitions because a
signal-sending operation has been recorded in the control
panel which is one component of the system. In general,
the changes of the behaviors in different system compo-
nents such as a breaker, relay, and transmission lines in
a given period of time or at a definite point of time will
cause the system state to transit from certain state to an-
other. Theses changes are reflected by the transmission
line sensor readings or device logs. If the system state is
represented as a set of observations (from logs of different
components) and measurement data (from measurement
devices) inside the system, such changes along with time
can be regarded as temporal state transitions.

3.2 Reference Electric Transmission Sys-
tem and Non-pilot Over current Pro-
tection

Non-pilot transmission system protection is chosen as a
demonstration vehicle for the proposed IDS because this
type of protection is fundamental to all other electrical
equipment [19]. The non-pilot directional over current
relay protection scheme is examined in the context of a
multiple source circuit shown in Figure 2 to provide pro-
tection against short circuit faults which are the primary
disturbances found in transmission lines. This paper fo-
cuses on multiple source circuits. Although there may be
other types of circuits such as loop circuit and radial cir-
cuit, multiple source circuits make up the majority of the
electric transmission system. The IDS proposed here is
suitable only to the multiple sources circuits where our
assumption that when one line is taken off the load can
still get supplied from generators via other route can be
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Figure 2: Single line diagram for over current protection
scheme for a transmission system

true.

In a multiple sources transmission system, the relays
are directional to provide relay coordination between all
of the relays that can see a given fault. In this paper,
instantaneous and time-delay over current relays are ap-
plied to the transmission system to provide a directional
over current protection scheme for a maximum of 2 zones.
Readers can refer to [19] for a complete introduction of
non-pilot over current protection of transmission lines.

The single-line electric transmission diagram depicted
in Figure 2 is a modified 2-bus 2-generator system taken
from a section of the IEEE 9-bus 3-generator system [45].
In the non-pilot system, relays decisions solely depend
on the measurement of electrical quantities at the near
end of the protected line section. Generators G1 and G2
supply power to load L at bus B2 via the transmission
line L1 and L2. Line L1 and L2 are symmetric. The
load can be changed from 200 MW to 240 MW in this
study. Four relays R1, R2, R3 and R4 with integrated
PMU functionality reside at each end of each transmis-
sion line that control the breakers BR1, BR2, BR3 and
BR4. Take line L1 for example, the relays R1 and R2
provide instantaneous over current protection for trans-
mission line L1 while R1 also provides time-delayed over
current protection for transmission line L2 in the case that
the relay R3 fails for faults in L2. It is the similar case
to the relays in line L2 where R3 and R4 take care of the
faults in L2 and R4 provides backup protection for faults
in L1 in case R2 failed tripping for the fault. For the
four relays, there are two settings that should be prop-
erly configured to achieve the over current protection and
relay coordination: the instantaneous over current pickup
and the time-delayed over current pickup (abbreviated as
IOC and TOC). The IOC specifies the threshold so that
the relay will operate for all short circuits which cause
the current magnitude to exceed the threshold in the line
it is to provide protection for. As for the two-zone over
current protection a TOC specifies the threshold accord-
ing to which the relay provides backup protection for an
adjacent line. In this case, the relay wait for a period
of time called ”delay time” if the current magnitude is
in the ”warning level” (magnitude in between TOC and
IOC) in the local line, which indicates a short circuit fault
in the adjacent line. Theoretically relay trips simultane-
ously when PMU displays overcurrent for instantaneous
over current protection, but the simulation in this paper
will insert one cycle delay between them, which is more

Figure 3: Test bed topology

likely in the real situation.
The four PMUs constantly monitor the power flow

in the two transmission lines at the locations where the
relays sit. They transmit time-stamped synchrophasor
data in the IEEE C37.118 data frames [48] to a PDC in
the substation via Ethernet in a frequency at 120 sam-
ples/second. The data frames including information of
angles and magnitudes of line current and voltage, namely
phasors, will be finally stored in a historian located in
the control room. Usually, an Energy Management Sys-
tem (EMS) with an integrated software PDC (e.g. Open-
PDC [20]) is installed in the control room for applications
such as system visualizations, system situation awareness
etc. [56]. The software PDC is a higher level PDC that
collects synchrophasor data frames from physical PDC
devices in different locations and processes them. The
operator who monitors the system status through a soft-
ware PDC will be kept informed to react to a contingency
in the monitored system.

3.3 Test Bed Configurations

A test bed was implemented to simulate the electric trans-
mission system shown in Figure 2. The test bed in-
cludes the real-time power system simulator (RTDS) with
a hardware-in-the-loop design using commercial PMUs,
PDCs and protective relays [1]. The topology of test bed
is depicted in Figure 3.

The test bed is separated by the Ethernet bar into
two parts. In the substation site, the RTDS is used
to model the 2-bus 2-generator transmission system dis-
cussed shown in Figure 2. There are four commercial dig-
ital relays with integrated PMU functionality connected
to breakers simulated in the RTDS. The RTDS provides
simulated high AC voltages at buses and line currents
through transmission lines for the PMU and relays to
measure. The relays and PMUs are drawn as two sepa-
rate components in Figure 3. In some cases the PMU and
relay are integrated in the same chassis. In other cases the
PMU and relay are separate devices. The RTDS simulates
single line to ground and the phase to ground short circuit
faults on transmission lines L1 and L2. The hardware-
in-the-loop design allows the relays to react to the fault
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to open the breaker. The four PMUs reside at the two
ends of line L1 and line L2 constantly measure current
and voltage phasors. There is one hardware PDC in the
substation that aggregates IEEE C37.118 synchrophasor
measurements from the four PMUs through the substa-
tion network switch and forwards the concentrated syn-
chrophasor measurement data frames to the control room
where OpenPDC is installed. OpenPDC displays and
stores the synchrophasor data and serves as a data his-
torian for the system. The substation is also equipped
with Snort to monitor the substation network traffic. In
our experiment Snort [51] is configured to capture Tel-
net frames that contains tripping commands to the relay.
The content of the tripping commands varies by the relay
brand and model. However, whenever the Snort rule cap-
tures remote tripping commands, it logs them with their
source IP address and destination IP address (relay IP
address). The content in the Snort log file is forwarded
to a syslog server in the control room. In the control
room, the control panel is a Microsoft Windows PC with
vendor-provided configuration clients for the relays and
PMUs. Relay and PMU configuration can be performed
either remotely over the communications network or from
the devices’ faceplate.

Relays in the test bed are specifically configured to
implement the directional over current protection scheme
for the 2-bus 2-generator transmission system. Two rel-
evant parameters in the relay configurations are of con-
cern to the IDS: IOC, TOC. The PMUs and PDC are
configured to stream in the data rate of 120 samples per
second. Each relay is operated independently according
to configurations and opens its corresponding breaker in
the transmission lines. Breaker failure is also simulated in
this work, in which the relay trips but the corresponding
break does not open. There are four situations that relay
will be tripped: (1) Relay detects fault occurring in the
direction it faces; (2) Attackers send tripping command
to relay via Telnet from their PCs; (3) Attackers trip the
relay via its faceplate; (4) The operator sends tripping
command to relay via Telnet from control panel. The test
bed also provides time-synchronized audit data from logs
of multiple components. In addition to Snort log which is
used to record time stamped remote trip command, PMU
measurements are used as a redundant source of line cur-
rent measurements. Relay logs are used to record time
stamped relay operations. The control panel log records
time stamped commands to the energy management sys-
tem to trip a relay. This information is aggregated in
the syslog server and used to track series of causal events
related to different system scenarios.

3.4 Scenarios for Over Current Protec-
tion Scheme in Line L1

This threat model consists of a set of scenarios which rep-
resent normal power system disturbances, normal super-
visory control actions, and cyber attacks against the non-
pilot directional over current protection scheme. Each

scenario has been implemented using the test bed de-
scribed in the previous section. A comprehensive under-
standing of these scenarios is important for the domain ex-
pert to identify which information is required from which
resources to construct the IDS.

For this work it is assumed attackers attack only one re-
lay or PMU at a time. There are two legitimate scenarios
for over current protection scheme for line L1. Scenario
Q1 is an over current fault on line 1 which causes R1 and
R2 to instantaneously trip. Scenario Q2 is the removal
of a line L1 for maintenance. In scenario Q2 an operator
initiates a remote trip of R1 and R2 via the energy man-
agement system. The operator initiated remote trip com-
mands will be recorded in the control panel log with the
timestamps showing when the commands were sent. The
remote trip events are also logged by the network traffic
monitor, Snort. The trip commands cause the relays to
open the breakers isolating line L1 from the power system.
The operator observes the success of breaker-opening ac-
tion by observing zero current in L1 from synchrophasor
data frames collected by OpenPDC.

The attacks considered for this work focus on changing
the control logic. To achieve this goal, attacks attempt
to interrupt the over current protection scheme on line
L1 by causing relays to not trip during a valid fault or by
causing relays to trip when there is no fault. The operator
in the control center may be aware of the implications of
the aforementioned attacks via the collected synchropha-
sor data however he/she will still lack information on the
primary cause of these failures. In this paper, we will
analyze such failures from security perspective.

Scenario Q3 is a cyber command injection attack which
mimics scenario Q2. For scenario Q3 the remote trip com-
mand does not originate from the control panel. Instead
the remote trip command originates from another node
(i.e. attacker’s PC) on the communications network. As
such, the control panel log will not include a trip com-
mand entry, but, the network traffic monitor will detect
the remote trip command. Scenario Q4 is a physical at-
tack in which an attacker trips the relay from the face-
plate. In Scenario Q5 a valid fault occurs, but, the relay
does not trip. This may occur due to hard ware error
or incorrect relay setting. Scenarios Q6, Q7, and Q8 are
data injection attacks which provide false current mea-
surements to the operator by modifying synchrophasor
measurements. In scenario Q6 current magnitudes above
the relay pickup are injected to the PDC and transmitted
to the control room. This scenario attempts to cause the
operator to believe a set of relays has failed to operate and
therefore cause the operator to manually trip the relay. In
scenario Q7 the injected current magnitudes are less than
the relay pickup. This scenario may be used to mask a
fault which has been handled by relay which has been
tampered with. In scenario Q8 the injected current mag-
nitudes are 0 amperes. This scenario attempts to mimic
the situation immediately after a properly handled fault.
Scenario Q9 is for scenarios which target other relays. A
separate instance of the IDS monitors each relay. Scenario
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Q9 simulates breaker failure where the relay tripped but
the current in the line remains high due to the breaker
failure. According to the assumption that only one mali-
cious activity takes place at a time, the breaker failure is
simulated only when there is a fault in the line. Scenario
Q10 is for scenarios which target other relays. A separate
instance of the IDS monitors each relay. Scenarios Q1-Q9
are used to classify local events and scenario Q10 classifies
events at other relays.

4 Constructing Bayesian Network
for System Scenarios

In this section a set of terms are introduced. These terms
are defined to mathematically describe Bayesian networks
used to model the 10 scenarios from the threat model.
Next the procedure to construct the Bayesian network
with temporal state transitions for relay R1 is demon-
strated. Patterns for the 10 scenarios are derived from
the Bayesian network. These patterns are then used as
detection rules for the IDS which monitors R2.

4.1 Definitions

A state represents system status at a point in time. A
state is defined as a set of variable, each of which is a mea-
surement. A state is denoted as S = {v1, · · ·, vn}. Each
state variable in state S i.e. v1 ∈ S may have a unique
range called its own domain donated as Dj . The number
of possible distinct values, ‖Dj‖, varies by components.
Domains should be quantized to finite ranges to avoid in-
finite state space. Dj is hence denoted as a set of distinct
values {dj1, · · ·, dj‖Dj‖} with each of its elements speci-
fying valid event or measurement values observed from a
component .

An observation is a proposition in the form of vij =
djk which means the variable vij attains the k-th value
djk in its domain Dj . Based on these concepts a sys-
tem state can be uniquely specified by assigning different
combinations of observations to all variables and write the
state as S := (v1i = d1) ∨ · · · ∨ (vni = dn). There are,

hence, ‖Ds‖ =
n∏

i=1

‖Di‖ = 0 possible states.

An action is single system behavior, the occurrence of
which triggers the system state to change from one state
to another. Such behavior could be system inherent be-
havior, operator actions, attacks, or a clock timeout. An
action is denoted as Al : Si → Sj , where Al causes the
transition from Si to Sj . Note that Si and Sj can rep-
resent the same system state. This occurs when the ex-
pected response to an action does not occur. This would
typically be an error condition.

An event, Ek, is a subset of state variables. The
changes in the observations in these state variables are
due to the corresponding action(s). An event alone with
its corresponding actions is notated as AlEk : Si → Sj .

The temporaldistance specifies the period of time be-
tween two states of a state transition. Temporal distance
may be defined as a specific value or as a range such as
D = Ti − Ti−1. Temporal distance may be defined as a
specific value or as a range such as D = Ti − Ti−1 > 0.
Temporal distance from the root node is always 0 since
the root node is system stable state and the second state
is always the first evidence of a disturbance or attack.

The path is a sequence of signatures that describe a
specific scenario. A signature contains a system state,
its start time, actions and events, and temporal distance
to the previous signature. A signature is formally rep-
resented as {S, T,Action

⋂
Event,D}. Once the path

with temporal state transitions for the corresponding sce-
nario ID is determined, the information in all signatures
involved in the path is used to create the rule for our
intrusion detection framework. We denote a path as
path = (Qi, V, E, η) where Qi is the path name which
is the scenario name, V is a finite nonempty set of ver-
tices/nodes, and E = V ×V is a set of direct edges in the
Bayesian network, and the function η is in the form of
assigning observations to state variables, marking labels
to each vertex. In this function, S is the name of this ver-
tex, T is the start time of this vertex, (Action

⋂
Event)

is the label of this vertex and D is the temporal distance
to previous vertex/vertecis.

The Bayesiannetwork is composed of a number
of paths. Therefore, it has the same composition
as a path. We hence denote the Bayesian net-
work as

⋃
pathi = (Qi, V, E, ηB), where ηB(V ) =

〈S, T, (Action
⋂
Event), P r,D〉. Note that the extra pa-

rameter Pr represents the conditional probability of the
vertex. The construction of Bayesian network starts from
the construction of a path. A path starts from an initial
vertex standing for the system stable state. The expertise
about the system under study e.g. knowledge about legit-
imate scenarios and threads is required when specifying
the conditional probabilities. If the external impacts to
our system are not considered, for example transmission
errors in the telecommunication channel, it is reasonable
to assign either 0 or 1 to each conditional probability so
that all causal relationships become deterministic. And
the action and event pair with its conditional probability
of 1 will be used to mark the newly decided vertex. Paths
propagate along with time until they distinct with each
other

4.2 The Process of Constructing
Bayesian Network for Over Cur-
rent Protection Scheme

This section provides an overview of the process used to
develop a Bayesian network for a set of scenarios (power
system disturbances and cyber threats) which can occur
for a given system. First, for a given system, a set of
measurable variables are identified. Measured variables
are system specific and are used to provide information
about the system state. The list of measured variables
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is created by examining available data sources and com-
paring this with data needed to detect symptoms of set
of scenarios. Quantized ranges are created for each mea-
sure variable to limit the state space. Domain expertise
is required to list a set of possible actions which occur in
the system. For each action a corresponding measurable
event is identified. The actions are arcs in the Bayesian
network which cause a state transition and the measurable
events are evidence that the system has changed states.
A Bayesian network is built by drawing a path through
a set of system states which when connected describe a
scenario. The goal of this process is to create a Bayesian
network with a unique path for each scenario. When first
drawn the Bayesian network paths may not be unique
and overlapping occurs in the process in which the do-
main expert searches addition actions and events which
when added allow each path to become unique. Once each
scenario has a unique path the Bayesian construction pro-
cess is complete and the paths for each scenario represent
a measurable signature for each scenario.

4.2.1 Step 1 Identifies Measurable Variables or
Events

The variables measured for the over current protection
case study are relay operation state, presence of a remote
command to trip the relay at the control room, presence
of a remote command to trip the relay on the substation
network as detected by Snort, and PMU current measure-
ments from the bus connected to the relay.

Table 1: Component ranges

Component Name Range

Line Current Magnitude
[High, Warning,
Normal, Zero]

Snort log [True, False]
Relay log [True, False]

Control log [True, False]

Operators need the ability to remotely trip a relay to
remove a transmission line from the power system. Trans-
mission lines are taken out of service to allow for mainte-
nance. The presence of the trip command in the control
room is either true or false as stated in Table 1. This mea-
surement can be extracted from the human machine in-
terface tool used by an operator to remotely trip the relay.
For this work, this value was simulated. If the remote trip
command was intended to be legitimate this value was set
to true. If the remote trip command was illegitimate this
value was set to false. Because a relay can be remotely
tripped it is possible for an attacker to direct a spuri-
ous command to the relay to trip the relay without the
knowledge or approval of system operators. In this case,
the remote trip command will be seen on the substation
network as it travels to the relay. For this work, a Snort
signature was used to detect the presence of a remote trip

command. This signature alerts for both legitimate and
illegitimate remote trip commands and therefore is not
enough information by itself to declare the presence of an
attack. If the Snort signature detects a remote trip com-
mand this measurement is True and if a remote trip is not
detected this measurement is false.

Relays which have operated open or close a contact
connected to the breaker. This contact state is stored in
the relay log file and the state of this contact can be read
to learn the intended breaker status. This is the intended
breaker status due to the possibility of breaker failure.
We call this variable the relay status. Relay status is true
if the relay has operated and false if the relay has not
operated.

PMU can be used to measure a power system bus’s
voltage and current at rates up to 120 times per second.
For this work a PMU was used to provide a measurement
of current at the transmission line as a redundant indi-
cation of the transmission line status as well as whether
the relay is opened or closed. The PMU measurement
is a real number which can take a continuous set of val-
ues and therefore introduces an infinite number of states
in the system state space. Such continuous measurements
need to be quantized to a finite set of ranges. The current
magnitude can range from zero to infinity. However, for
the 2-generator 3-bus transmission system and the non-
pilot directional over current protection scheme described
previously, the PMU current can be broken into 4 ranges.
The first range is over current which covers the case that
the current exceeds the pickup of the relay. The instan-
taneous over current pickup for relay R2 in Figure 2 is
set to 800 Amperes. The over current range is defined
as [800 Ampere, Infinity) and denoted as ”High”. The
second range is a warning range to allow for the case in
which a fault occurs on an adjacent line which it is not
cleared due to relay(s) failures. The warning range is
hence below instantaneous over current pickup and above
certain value. The minimum warning level current must
be above a normal operating current when the system
has maximum operating load. The current was measured
within RSCAD by setting to operate at maximum load.
Short circuit analysis was used to predict the short circuit
current for a fault on adjacent lines. From these experi-
ments in the test bed, we conclude the warning range is
(600 Ampere, 800 Ampere).

The third range is the zero-magnitude range where cur-
rent magnitude is relatively small. The zero current is not
necessarily zero but is a relatively small value. For exam-
ple, when relays R1 and R4 trip due to a fault on line L2,
the current magnitude measured by the PMU at R2 is ap-
proximately 50 Amperes. Therefore, the zero-magnitude
range for this test bed is defined as [0 Ampere, 60 Am-
pere). The fourth range is the normal range. The normal
range is for current magnitudes above the zero range and
below the warning range. For this case study the normal
range is set to [60 Ampere, 600 Ampere). Table 2 shows
the list of the permissible ranges of all measured variables
in the test bed.
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4.2.2 Step 2 Specifies Actions and Events which
Describe System State Transitions

Table 2: Actions and event space

Action
ID

Action
Event

ID
Event

A0 Normal E0

PMU = N,
Relay log = F,
Snort log =F,
Control panel

log = F

A1
Control panel

sending
tripping command

E1 PMU = H

A2 Fault in the line E2
Control panel

log = T

A3
Snort detecting

tripping command
E3 Snort log = T

A4 Relay tripping E4 Relay log = T

A5
Relay operating

time out
E5 Relay log = F

A6
Injecting false data
beyond the pickup

E1 PMU = H

A7
Injecting false data
in permissible range

E6 PMU = N

A8
Injecting false data
of zero magnitude

E7 PMU = Z

A9 Breaker opened E7 PMU = Z

A10 Breaker failed E8 PMU = H

A11
Fault in

adjacent line
E9 PMU = W

The 10 scenarios previously described in the threat
model section can be broken into series of actions and
corresponding measurable events for each action. For the
case study 12 actions and 10 corresponding events are
identified. Identification of the actions and correspond-
ing events requires domain expertise. Actions are actions
which occur as part of a larger scenario. Actions cause
system state to change. Measurable events are sensor
measurements are values from log files which are indica-
tive of a power system state. Measurable events are evi-
dence of the system state. The concatenated action iden-
tifier and corresponding event identifier is unique to a
system state and is therefore used to mark the states in
the Bayesian network.

To create the action and corresponding events list the
domain expert attempts to describe a set of actions which
occur during a given scenario. For each action, the do-
main expert searches for a unique corresponding measur-
able event. It may not always be possible to identify a
measurable event. It also may not be possible to identify
a unique measurable event as seen by multiple actions in
Table 2 which share the same event.

The action A10 represents a fault in an adjacent line.
This action is used to allow scenarios from other lines to
be classified and therefore to allow differentiation between
scenarios occurring at the local relay and scenarios which
occur at remote relays.

4.2.3 Step 3 Determines Paths for the Set of Sys-
tem Scenarios

A path is a set of system states arranged in temporal
order. Each scenario is described by a path. All paths
start from an initial state, the system stable state. For
this case study the system stable state is the case in which
the current magnitude, measured by the PMU, at line L1
is normal, the relay has not operated, the operator has
not sent a remote trip command from the control room,
and Snort has not detected a remote trip command on
the substation network. This state is marked as action
A0, event E0 or A0E0. The paths for system scenarios
are described below as examples.

Scenario Q1 is an over current fault on line L1. The
first action which occurs is the fault. The fault will be
reflected by the current magnitude changing to the high
state. This is measured by the PMU. This action and
event pair is A1E1. The second action for scenario Q1
is the over current relay tripping. This is measured by
reading the relay state from the relay log. This action and
event pair is A4E4. The final action for scenario Q1 is the
breaker is opened. This is evidenced by the event current
magnitude changing to 0 Amperes which is measured by
the PMU. This action and event pair is A9E7.

Scenario Q2 is transmission line L1 taken out of the
power system for maintenance. The first action which oc-
curs for this scenario is operator sends a remote command
to trip the relay. This command is detected by reading
the operators human machine interface log. This action
and event pair is A2E2. The second action which occurs
is the presence of the remote trip command in the sub-
station communications network. This is detected by a
Snort alert. This action and event pair is A3E3. The
third action is the over current relay tripping. This is
measured by reading the relay state from the relay log.
This action and event pair is A4E4. The final action for
scenario Q1 is the breaker is opened. This is evidenced
by the event current magnitude changing to 0 Amperes
which is measured by the PMU. This action and event
pair is A9E7.

Scenario Q3 is a command injection attack which re-
motely trips the relay. The first action which occurs for
this scenario is the presence of the remote trip command
in the substation communications network. This is de-
tected by a Snort alert. This action and event pair is
A3E3. The third action is the over current relay tripping.
This is measured by reading the relay state from the re-
lay log. This action and event pair is A4E4. The final
action for scenario Q1 is the breaker is opened. This is
evidenced by the event current magnitude changing to 0
Amperes which is measured by the PMU. This action and



International Journal of Network Security, Vol.17, No.2, PP.174-188, Mar. 2015 183

event pair is A9E7.

The actions and events for a given path may occur
simultaneously or may occur over a temporal distance.
The temporal distance is defined as the time between ac-
tion and event pairs or system states. Some paths have
minimum or maximum temporal distance requirements.
For example, if a fault occurs in line L1, relay R1 should
trip in one cycle, then the breaker should open within the
specified breaker operating time. Paths may have order
requirements. This is specified by a temporal distance
between an action and event pair or two states which is
greater than 0.

4.2.4 Step 4 is Construction of the Bayesian Net-
work with Temporal-state Transitions

A typical Bayesian network is represented as an acyclic
directed graph (DAG) with a set of vertices and edges.
The Bayesian network in this paper is distinct from tra-
ditional Bayesian networks in that its vertices contain a
set of state variables, time, actions and events. An ac-
tion and corresponding event pair (i.e. A#E#) is used to
mark the vertices. The Bayesian network is constructed
by graphing each path in temporal order. System states
are represented on the Y-axis. As such a row on the graph
will always have the same action and event pairs. The X-
axis indicates time. Temporal distance between states or
action and event pairs is shown by a path traveling from
left to right on the graph. The X-axis unit is unlabeled
because the different paths may have large temporal dis-
tance disparity. Therefore unit time is used to show order.
The complete Bayesian network for all scenarios for relay
R2 is shown in Figure 4.

In some cases the same action and event pair will lead
to two different system states. For example, action and
event pair A4E4 is show on two rows of the Bayesian
network graph. In 3 cases the A4E4 action and event pair
leads to system state S5 and on 1 case the same action
and event pair leads to system state S4. The action and
event pair represents a relay tripping and the resulting
indication of such in the relay log. For state S5 this has
occurred due to an over current fault. For state S5 this
has occurred due to a command injection attack. The
difference between these 2 states is that S5 has a high
PMU current measurement and S4 has a normal PMU
current measurement. Each path in the Bayesian network
starts from the initial vertex T0S0 with label A0E0, which
represents the system stable state.

The path includes all information needed for to build
signatures for each scenario. The path can be used to
describe the corresponding scenario by the sequences of
actions and actions that cause the state transitions along
with time. This Bayesian network consists 9 paths for 10
scenarios. Note that, scenarios Q5, Q6 and Q8, Q10 have
the same paths. These paths contain leaf nodes, each of
which has two possible actions. The two actions are mu-
tually exclusive such that they cannot happen at the same
time. However, at this stage there is not enough informa-

Figure 4: Complete Bayesian network for relay R2

tion to differentiate them. The extra information needed
is the log from opposite relay on the same transmission
line. For the scenario Q5 and Q6, if the over current is
due to a fault in line L1 (A1E1), R1 will trip (R1 log =
True) and open the breaker BR1 then the path will lead
to scenario Q5. While in scenario Q6, the data injection
(A5E5) does not cause relay R1 to trip therefore R1 log =
False. Note that, this is also the case when distinguishing
Q8 and Q9. The log information from relay R1 is needed
again because the PMU in relay R2 reading zero current
could implies two scenarios: one is due to a zero-value
data injection attach (A8E7); the other results from the
breaker being opened (A9E7) by the opposite relay R1.
This second scenario belongs to the IDS monitoring the
opposite relay, R1, and therefore is categorized as ”Other”
by the IDS monitoring relay R2. The path Q10 represents
scenarios which have occurred on an adjacent line or on
the opposite relay on the same line. All paths in Figure 4
represent all possible scenarios that could happen in the
test bed.

4.3 Result and Discussion

An IDS was implemented from the Bayesian network
shown in Figure 4. The IDS reads PMU current mea-
surements, relay trip status, the snort log, and the control
panel log and uses this information to track system states.
The IDS monitors transitions from state to state to detect
paths which match those shown in the Bayesian diagram.
The result of the IDS was classification of the 10 scenarios.
An experiment was conducted using the test bed shown
in Figure 3. Scenarios Q1 to Q9 were simulated on a sin-
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gle transmission line of the 2-generator 3-bus transmission
system. Line L1 and relay R2 were the target of all power
system disturbances and or cyber attacks. Each scenario
was reproduced 5 times; each time with a different load.
Table 3 presents the results from the experiment. Each
relay in the test bed included an embedded PMU. Time
stamped PMU current, relay logs, Snort logs, and control
panel logs were stored separately for each relay in the test
bed. The IDS built from the Bayesian network graph in
Figure 4 was used to post process data collected for each
relay in the system and provide classification results.

Table 3 lists classification results from the experiment
for each relay. The first column of Table 3 shows the
scenario simulated. The next four columns show the clas-
sification result seen from the IDS when processing data
associated with relays R1 to R4 respectively. Each sce-
nario was run 5 times. The values in the cells of table III
indicate the classified scenario or are labeled with a ”-” if
no classification result was generated for that scenario.

The results can be analyzed in 3 groups. First, IDS at
the target relay, R2, always classified the scenarios cor-
rectly. The classification results for the IDS for R1 re-
quire explanation. First, scenario Q1 is an over current
fault. Since the over current fault is seen by both relays
on the line and both relays are programmed to respond
to the fault instantaneously, the IDS classified this fault
as Q1. This result is correct. Scenario Q2 simulates an
operator taking line L1 out of service for maintenance.
In this case the operator will remotely trip the relays R1
and R2 simultaneously. As such the IDS at R1 correctly
classified these actions as scenario Q2. Scenarios Q3 and
Q4 were classified as scenario Q10. Scenario Q10 is in-
tended as a class which represents actions which occur at
another relay. The intent of this work is to develop an
IDS which monitors an atomic unit, a single relay, but
ignores actions at other relays since these relays will have
their own IDS. Scenario Q10 includes cases when the cur-
rent at the relay, as measured by the PMU, enters the
warning range, below the pickup current but above the
normal range. Scenario Q10 also includes when the op-
posite breaker opens and the local PMU current drops
to 0 Amperes without a previous current measurement
greater than the pickup current setting. This second case
occurs to one relay when its opposite relay trips. Scenario
Q3 is a cyber attack in which a remote command is used
to trip relay R2. In this case there is no longer a path
for current from generator G1 to the load. This causes
the current at relay R1 to drop to 0 Amperes without R1
first tripping which in turn causes the Q10 classification.
Scenario Q4 is a physical attack in which a substation
intruder or insider uses relay R2’s face to trip relay R2
without permission. Again in this case there is not path
for current to flow from generator G1 to the load and this
leads to a Q10 classification. For scenarios Q3 and Q4
the Q10 classification is consider correct. Scenario Q5 is
an over current fault in which relay R2 fails to operate.
This missed operation may be due to relay failure or in-
correct setting. In this case relay R1 operates correctly

and trips due to the same over current fault on line L1.
This is correctly classified as scenario Q1. Scenario Q6
and Q8 are not classified by the IDS at relay R1. This
occurs because scenario Q6 and Q8 are two data injec-
tion attacks targeting the PMU at R2. Since this is a
false PMU measurement the actual line current measured
at relay R2 remains normal and the IDS at relay R1 sees
no signature of a scenario. Scenario Q7 is a data injection
attack which is attempting to mask an over current fault
which causes relay R2 to trip. In this case there is a valid
over current fault on the line and this fault is seen by relay
R1. Since the data injection attack is limited to relay R2,
relay R1’s IDS correctly classifies this as scenario Q1. Fi-
nally, Q9 is an over current fault on line L1 with breaker
failure at BR2. In this case there is a valid over current
fault on the line and this fault is seen by relay R1. Since
the breaker failure is limited to relay R2, relay R1’s IDS
correctly classifies this as scenario Q1.

The IDS(s) at relays R3 and R4 always classified sce-
narios as either Q10 or did not provide a classification
at all. Scenarios Q1, Q5, Q7 and Q9 were all classified
as scenario Q10. Each of these scenarios involve an over
current fault on line L1. This fault on the neighboring
line will cause the PMU current at relays R3 and R4 to
read in the warning range which leads to this scenario Q10
classification. Scenarios Q2, Q3, and Q4 all involve relay
R2 tripping without a prior fault. These cases may lead
to a drop in current at R3 and R4. However, since there
is another source in the power system, as is expected due
to N-1 generator redundancy requirements, the current
at R3 and R4 does not drop to 0 Amperes and there-
fore no signature of a Bayesian network path is available
for classification. Scenarios Q6 and Q8 are data injec-
tion attacks which alter the PMU current measurement
from relay R2. This has no effect on relays R3 and R4
and therefore there is no signature of a Bayesian network
path classify. All of the classification results for relays R3
and R4 are considered correct.

4.4 Conclusion and Future Work

This paper introduces a methodology for developing spec-
ification based intrusion detection systems (IDS) for
cyber-physical systems. The methodology involves first
developing a threat model for the system to be monitored
which includes relevant cyber attacks and any expected
disturbances which may occur normally in the system.
The threat model is grouped into a set of scenarios to be
classified by the IDS. Next, a set of actions and measur-
able events is created for the system. The actions and
events pair to move the system from state to state. A
Bayesian network graph is constructed which shows each
scenario as a path which describes system state transi-
tions and temporal order for each path. In order to pro-
vide a unique classification for each scenario the Bayesian
network graph must include a separate path for each sce-
nario. IDS designers search for actions and measurable
events in a loop until separate paths exist for each sce-
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Table 3: Actions and event space

Scenario Simulated
Scenario Detected

IDS@R1
Scenario Detected

IDS@R2
Scenario Detected

IDS@R3
Scenario Detected

IDS@R4
Q1: Over current fault@L1 Q1 Q1 Q10 Q10

Q2: L1 removed for maintenance Q2 Q2 - -

Q3: command injection attack;
remotely trip R2

Q10 Q3 - -

Q4: physical attack;
trip R2 at faceplate

Q10 Q4 - -

Q5: fault@L1;
relay does not trip

Q1 Q5 Q10 Q10

Q6: data injection attack
IL1 > pickup

- Q6 - -

Q7: data injection attack;
IL1<pickup; fault@L1

Q1 Q7 Q10 Q10

Q8: data injection attack; IL1=0 - Q8 - -

Q9: fault@L1;
BR2 breaker failure

Q1 Q9 Q10 Q10

nario. Once the Bayesian event graph is complete an IDS
can be built.

The proposed method for developing specification
based IDS requires system expertise. This can be a bur-
densome requirement. A separate version of the IDS is
deployed for each relay meaning the IDS does not need to
consider attacks and disturbances which occur on a sep-
arate line. For this work the non-pilot directional over
current relay protection scheme was specified. Other re-
laying schemes would also need to be specified. Each relay
requires an instance of the IDS. IDS instances may be de-
ployed in the substation at the relay location or a single
server at a central location may run multiple instances
of IDS to monitor multiple relays. The computing and
networking resource requirements of both deployment op-
tions should be considered in future work. Other future
work will the use of clustering algorithms [39, 41, 42] and
game theory approaches to learn rules from observed be-
havior and game theory to better model interactions be-
tween system components before learning rules. Finally,
the best approach to feature selection will be researched
for various target systems [22].

For this work, a case study was used to demonstrate the
effectiveness of the IDS development methodology. The
case study was applied to the non-pilot directional over
current relay protection scheme for a modified 2-bus 2-
generator system taken from a section of the IEEE 9-
bus 3-generator system. Nine scenarios were developed.
The scenarios include 4 power system disturbance cases
and 5 cyber attacks. A Bayesian network graph for the
9 scenarios was developed and data logs were captured
for each scenario from the perspective of each relay in
the test bed power system. The resulting IDS was used
to post process data collected from perspective of each

relay separately. All case study scenarios were correctly
classified.
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Abstract

Injection attacks are dangerous and ubiquitous, con-
tributing enormously to some of the most elaborate Web
hacks. Enforcing proper input validation is an effective
countermeasure to improve injection flaws. Unless a web
application has a strong, centralized mechanism for vali-
dating all input from HTTP requests, injection flaws are
very likely to exist. However, improper constraining rules
may induce some detection error. False negatives may
render security risks and false positives will cause im-
proper limits of input characters. In this paper, we design
an auto-tuning system to help validating input for each
vulnerable injection point. A proper validation rule can
be automatically generated through an auto-tuning mech-
anism. The experimental results show that the system
can effectively protect against injection attacks and lower
false positives while compared with traditional methods.

Keywords: Constraining rule, content filtering, detection
accuracy, injection flaws, input validation

1 Introduction

Injection attacks can be very easy to discover and exploit.
Hackers take advantage of a weakness in the Web applica-
tion design to intentionally insert some extra characters
in input data to bypass or modify the originally intended
functionality of the program. The consequences can run
the entire range of severity, from trivial to complete sys-
tem compromise or destruction. Many application’s se-
curity vulnerabilities result from generic injection prob-
lems. Examples of such vulnerabilities are SQL injection,
Shell injection and Cross site scripting (XSS). Enforcing
input validation is an effective countermeasure to protect
against injection attacks. Traditional methods usually use
a generic constraining rule to strictly sanitize all input. It
may cause improper limits of input characters because of
some false positives.

There are numbers of the researches related to protect
Web site against injection attacks: Huang et al. had de-
veloped a WebSSARI and a WAVES [8]. The Open Web
Application Security Project (OWASP) had launched a
WebScarab project [16]. The other available commercial
scanners also included IBM Rational’s AppScan and SPI
Dynamics’ WebInspect [9, 23]. Above-mentioned tools
just focus on finding Web application flaws. Once web
application vulnerabilities have been identified, the ul-
timate solution is to fix the vulnerabilities in the web
application source code itself. However, this can render
intrusion risks because proper vulnerability fixing often
requires doing something else such as testing, supports
coming from third parties and vendors of multiple soft-
ware components. Thus, some solutions had been pro-
posed to protect against attacks before fixing flaws. Sanc-
tum Inc. provided an AppShield adopting Security Gate-
way to prevent application-level attacks [22]. Some ad-
vanced firewalls also incorporated deep packet inspection
technologies for filtering application-level traffic [3]. We
had proposed a fixing tool that can be used to improve
injection flaws [11]. It can produce proper input valida-
tion functions related to the source codes of applications.
Next an enhanced prototype adopting a security gateway
in front of web server to sanitize malicious input had been
proposed solving the problem as source code may not be
modified [13]. The above two methods both use a generic
constraining rule to validate input, so false positive will be
troublesome. Recently, Web application firewalls (WAF)
is a popular solution to be used to create an external secu-
rity layer to improve security, detection, and prevention of
attacks before they hit web applications [10, 15, 17]. For
WAF, the sanitizing mechanism is a critical technique.
However traditional validating methods are susceptible to
error because of using single constraining rules to sanitize
all input. Lately, we had proposed a heuristic mechanism
that can automatically generate proper validation rules
based on each vulnerable injection point. The method
had been primarily proved both guarantee security (false
negatives) and convenience (false positives) [2].
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In this paper, we create a sanitizing system to help
validating input. For each vulnerable injection point, a
proper validation rule can be automatically generated and
adjusted itself to new injection attacks through an auto-
tuning mechanism. Thus the system can both guarantee
better detection accuracy compared with other constrain-
ing strategies and better effectiveness to protect against
new injection attacks.

The main contributions of this paper are summarized
below:

1) It has good “scalability” when applied to Web site
growth or new attack patterns because it integrates
an injection vulnerability analyzer (finding target),
an injection pattern generator (exploitation), and a
constraining rule generator (prevention) into an auto-
tuning bastion.

2) It proposes an auto-tuning mechanism to effectively
improve the detection accuracy of the signature-
based content filtering techniques.

3) It designs a system to automatically protect against
new injection flaws through the seamless delivery of
new constraining rule.

The rest of this article is organized as follows: The sec-
ond section surveys a number of works relevant to improve
injection flaws. In third section, we describe our technical
details of auto-tuning sanitizing agent. The system imple-
mentation is shown in fourth section and its effectiveness
is evaluated in fifth section. The last section concludes
the whole paper.

2 The Works Relevant to Improve
Injection Flaws

2.1 Injection Flaws

Injection flaws allow attackers to relay malicious code
through a web application to another system. The at-
tacker can inject special (meta) characters, malicious
commands, or command modifiers into the information
and the web application will blindly pass these on to the
external system for execution. These attacks include calls
to the operating system via system calls, the use of ex-
ternal programs via shell commands, as well as calls to
backend databases via SQL [18].

SQL injection is a type of security exploit in which
the attacker adds SQL statements through a web appli-
cation’s input fields or hidden parameters to gain access
to resources or make changes to data. It is a particularly
widespread and dangerous form of injection. It is an at-
tack technique used to exploit web sites that construct
SQL statements from user-supply input. SQL injection is
a serious vulnerability, which can be found in any envi-
ronment with an SQL back-end database (Microsoft SQL
Server, Oracle, Access, and so on) and used to steal in-
formation from a database from which the data would

normally not be available and to gain access to host com-
puters through the database engine. As with SQL injec-
tion, XSS is also associated with undesired data flow. XSS
exploit vulnerabilities in Web page validation by injecting
client-side script code. The script code embeds itself in
response data, which is sent back to an unsuspecting user.
The user’s browser then runs the script code. Because the
browser downloads the script code from a trusted site,
the browser has no way of recognizing that the code is
not legitimate. One of the most serious examples of a
XSS attack occurs when an attacker writes script to re-
trieve the authentication cookie that provides access to a
trusted site and then posts the cookie to a Web address
known to the attacker. This enables the attacker to spoof
the legitimate user’s identity and gain illicit access to the
Web site.

2.2 Content Filtering

There are two strategies are typically employed in con-
tent filtering: signature-based and heuristic-based. Sim-
ple signature-based detection is an effective and compu-
tationally efficient method to detect viruses, but it does
have a couple of shortcomings. Signature-based detection
involves searching for known patterns of data within ex-
ecutable code. However, it is possible for a computer to
be infected with new malware for which no signature is
yet known. One type of heuristic approach is intended
to overcome the shortcoming. Heuristic-based detection,
like malicious activity detection, can be used to identify
unknown viruses. Because viruses tend to perform cer-
tain actions that legitimate programs do not, they can
usually be identified by those actions. If heuristic de-
tection was employed, success depends on achieving the
right balance between false positives and false negatives.
Due to the existence of the possibility of false positives
and false negatives, the identification process is subject
to human assistance which may include user decisions,
but also analysis from an expert of the antivirus software
company [1].

Signature-based intrusion detection system such as the
popular Snort program is typically configured with a set of
rules to detect popular attack patterns. These rules look
almost exactly like firewall rule sets in that patterns can
be specified on packet header fields using the usual flex-
ibility of specifying prefixes, wildcarded fields, and port
ranges [5]. However, signature detection systems go one
step beyond packet filters in complexity by also allow-
ing an arbitrary string that can appear anywhere in the
packet payload. String matching in packet content, is
also of interest to many applications that make use of
content-based forwarding. Radwan et al. show a new
implementation of a gateway capable of applying content-
based security on attachments of messages, where a single
gateway serves several web servers in a web farm [24].
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2.3 Constraining Input

Input validation is a secure input handling way for veri-
fying user input to ensure that input is safe prior to use.
In general, it checks the user input through constraining
rule based on two types of security model (a whitelist
and a blacklist). Validation based on whitelist can ensure
that all requests are denied unless specifically allowed. A
whitelist is a set of all allowed items. The list may involve
setting character sets, type, length, format, and range.
On the other hand, a blacklist defines what is disallowed,
while implicitly allowing everything else.

The benefit of using a whitelist is that new attacks, not
anticipated by the developer, will be prevented. A generic
solution may not be easily implemented but we can know
that is acceptable input data for application program in a
localized way. It is much easier to validate data for known
valid patterns but it may induce more false positives. On
the other hand, a blacklist can clearly dictates that you
should specify the characteristics of input that will be
denied. Ultimately, however, you’ll never be quite sure
that you’ve addressed everything through the blacklist.
That is to say, it is an unrealistic idea assuming that
all the variations of malicious injection had been known.
The blacklist may be quite tempting when you’re trying
to prevent an attack on your site. However, it allows
more abundant input data than a whitelist. In summary,
a blacklist often can guarantee fewer false positives than
a whitelist but it may induce more false negatives.

2.4 Improving Injection Flaws

Once injection flaws have been identified, the ultimate
solution is to fix the vulnerabilities in the web applica-
tion source code itself. However, this can’t be reachable
immediately because proper vulnerability fixing often re-
quires doing something else such as supports coming from
third parties and vendors of multiple software compo-
nents. Thus, some solutions had been proposed instead to
improve injection flaws before fixing the vulnerabilities.

The Open Web Application Security Project recom-
mends that a thorough validation of any input data needs
to be made in order to ensure that the data does not con-
tain any malicious content [16]. SPI Dynamics also sug-
gest using regular expressions for sanitizing data before
it is executed by a back-end database [23]. There has
been other research into improving injection flaws. Salem
et al. had outlined an intercepting filter approach aimed
at increasing the security and reliability of web applica-
tions by eliminating injection flaw exploitations. The use
of filter components, in conjunction with the Intercepting
Filter design pattern, can be used to sanitize HTTP Re-
quest information before it is ever processed by the web
application and had been carried out on Java and .NET
based platforms [21]. DOME uses a filter that looks for
and marks the locations of system calls and then watches
the result of the execution of the actual code [19]. Hal-
fond et al. had proposed a technique that uses a program

to automatically build a model of the legitimate queries
that could be generated by the application [6].

3 Protecting Against Injection
Attacks

An injection flaw is the result of an invalidated input and
thus, proper input validation is an effective countermea-
sure for protecting against injection attacks. In particu-
lar, some input validation programs are poorly written,
lacking even the most basic security procedures for sani-
tizing input. Furthermore, some legacy applications may
not be able to modify the source of such components.
Currently, a WAF is a common solution that can be used
in addition to the protected Web site to prevent an im-
mediate injection attack. Although a WAF is language
independent and requires no modification to the applica-
tion source code, it may induce false recognition due to
the use of a generic constraining rule.

3.1 Sanitizing Agent

To help performing proper input validation is an effective
countermeasure for mitigating injection flaws. It can be
achieved by a two steps approach: first, to find all vul-
nerable injection points and second, to automatically and
accurately validate input.

Injection flaws can be found via the Input Validation
Testing (IVT). Here the IVT is defined as choosing proper
test case that attempt to show the presence or absence
of specific errors pertaining to input data [7]. A Web
application vulnerability scanner is a common IVT tool.
We also had proposed a feasible method for performing
IVT. The method not only uncovers vulnerability but also
ensures the location where the vulnerability occurs [12].
Upon completion of processes of Web crawling and anal-
ysis, an injection point list can be created and filled in
the fields of URL and parameter with the result of analy-
sis. And then, IVT will be launched to uncover different
vulnerabilities according to the injection point list. The
completion of IVT allows us to fill in flaw type field of an
injection point list with flaw name to enable the recording
of flaws of each injection point.

Next, the task to automatically assist on validating in-
put for each vulnerable injection point is achieved by a
sanitizing agent. The sanitizing agent can help validat-
ing input via meta-programs. The meta-programs can
be translated by a code generator. Each parameter of the
same URL in the vulnerable injection point table can gen-
erate a meta-program to constrain inputs. For example, if
there are some records having the content of a URL field
as ‘verify.php’ in the vulnerable injection point table, our
mechanism can automatically generate a meta-program
named ‘verify.php’ to help sanitizing the http requests
which surfing destination is ‘verify.php’. The Algorithm1
is used for generating a meta-program and the code snip-
pet of the meta-program is presented in Table 1. It needs
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to be noted that the italic words should be replaced by a
parameter field in the vulnerable injection point table and
the constraining rule while generating a meta-program.
The constraining rule can be gotten through looking up
the constraining rule table according to the flaw type field
in the vulnerable injection point list. The meta-program
can perform input validation instead of the Web applica-
tions having injection flaws. However the meta-program
only embodies a sanitizing functionality and so it can’t
replace the initial program. Thus, after completing the
sanitizing procedure, the http request needs to be redi-
rected to original program to obtain prime service.

Algorithm 1 Generating a meta-program

//A algorithm for generating a meta-program named
as url

1: OPEN a vulnerable injection point table
2: GET url
3: FOR EACH distinct url in a vulnerable injection

point table
4: FOR EACH parameter having same url

//To generate a program segment of validating input
for each vulnerable injection point

5: GET constraining rule, parameter’s value
6: STORE parameter’s value to parameterValue

// input data
//To search the parameterValue for the number of
times of match to the regular expression given in con-
straining rule

7: FOR EACH parameterValue // validation logic
begin

8: COUNT the number of times of match to the
regular expression given in con-straining rule

9: STORE the number of times of match to Counter
10: END FOR
11: IF (Counter > legalSpecialCharCount)
12: ECHO error message
13: EXIT
14: END IF
15: SESSION parameter’s value // validation logic end
16: FILEWRITER url // append the validation logic
17: END FOR
18: REDIRECT url
19: END FOR

3.2 Generating Ideal Constraining Rules

In general, the constraining rule was based on a generic
whitelist or blacklist. A generic whitelist usually only
allows case-sensitive alphanumeric characters. A generic
blacklist always does its best to include all possible ma-
licious characters to guarantee same false negative. A
blacklist allows more abundant input data than a whitelist
so validation based on a blacklist can cause fewer false
positives than a whitelist. However, it may induce more
false negatives. In general case, a configurable set of mali-
cious characters is used to reject the input but it is an un-

Table 1: Example of a simple meta-program

<? // a simple meta-program

$id0=$_POST[’myusername’];

$pattern0="/[=;_’>%<\(@:&\\-\|!\.\+\/]/";

$i = 0;

while((preg_match($pattern0, $id0, $matches))

&& $i < 2 )

{

$i++;

$temp = preg_split("/[$matches[0]]/",

$id0);

$id0 = implode($temp);

}

if ($i >= 2)

{

echo "illegal character detected";

exit;

}

$_SESSION["myusername"] =$id0;

redirect ($url);

?>

realistic idea assuming that all the variations of malicious
injection had been known. Therefore a validation based
on a blacklist should guarantee acceptable false negative,
and then do everything possible to reduce false positive.
The generic constraining rule can guarantee security, but
it may cause more false positives, causing inconvenient
because of improper limitation of input characters. Thus,
we need an intelligent method for gathering necessary
characters in a blacklist to generate an ideal constraining
rule according to the actual situation. While inspecting
some injection attack strings, we find that most special
(not case-sensitive alphanumeric) characters in the strings
don’t appear alone. For the special characters appearing
in an injection string, just only one of them is required
to be added in a blacklist. Thus we think that a bet-
ter method is only put necessary special characters in a
blacklist.

We think that the necessary special character is which
having most appearing rate in comparison with other spe-
cial characters in an injection string. According to the
clue, we propose the Algorithm2 for choosing the spe-
cial characters really having to be added in the blacklist.
The algorithm can be used to generate an ideal constrain-
ing rule according to various types of injection patterns.
Thus the ideal constraining rule can be used in the meta-
program to not only guarantee same false negative but
also reduce more false positives in comparison with using
a generic blacklist while performing input validation.
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Algorithm 2 Generating a ideal constraining rule

1: FOR EACH injectionString(i)
2: Let candidateString(i) = all specialCharacters in an

injection string
//specialCharacter i.e. not case-sensitive alphanu-
meric

3: Remove same characters from candidateString(i)
4: Let specialCharacter (i, j) = the specialCharacter

had appeared in candidateString(i)
5: For EACH specialCharacter (i, j)
6: Count the amount of the specialCharacter appear-

ing in all candidateStrings and STORE to appear-
Rate(i, j)

7: END FOR
8: END FOR
9: FOR EACH candidateString(i)

10: SORT the specialCharacter(i, j) in the candidat-
eString by appearRate (i, j) into descending order

11: IF (the first character in the candidateString can’t
be found in a blackList)

12: ADD the character to the blackList
13: END IF
14: END FOR

3.3 An Auto-tuning Mechanism

Generating an ideal constraining rule is a critical tech-
nique for mitigating injection flaws. Ideal sanitizing input
depends on achieving the right balance between false posi-
tives and false negatives. Traditional methods usually use
a comprehensive constraining rule to strictly sanitize in-
put. It may cause improper limits of input characters be-
cause of some false positives. A looser rule may lower false
positives than a generic rule but it may induce false neg-
atives. False negatives may render security risks. Thus,
from a security defense viewpoint, the least false nega-
tives should have a higher priority than the false positive
and it follows that, in general, the false negative is zero.
Due to the existence of the possibility of false positives
and false negatives, the identification process is subject
to human assistance which may include user decisions.

Although a blacklist is likely to support more elastic
input data than a whitelist, it may induce more false neg-
atives. The blacklist may be quite tempting so it is an
unrealistic idea assuming that all the variations of mali-
cious injection had been known. Thus a validation based
on blacklist should prefer assuring of acceptable false neg-
ative, and do everything possible to reduce false positive.
Our auto-tuning approach is intended to automatically
achieve the right balance between false positives and false
negatives. It guarantees same number of false negatives
as well as reduces more false positives while sanitizing
inputs.

False positives may cause improper limits of input
characters. There are some normal input including spe-
cial characters such as compound name (jan-min includ-
ing “−”) and domain name (www.ydu.edu.tw including

“.”). Adding these special characters in the blacklist
must induce many false positives, on the contrary, remov-
ing these special characters must render many false neg-
atives. While inspecting some malicious injection strings,
we find that most special characters in the strings don’t
appear alone. Thus we can pretend that it is a normal
string if only one type of special character appearing in
an injection string. In the algorithm1, generating a meta-
program, we can let the legalSpecialCharCount equal to
1 for effectively lowering false positives.

The known malicious injection string must be detected
and removed by the sanitizing agent. That is to say, there
are normal data and new malicious injection strings will
be kept in the Web access log of the protected Web server.
The new malicious injection strings can be quickly filtered
and categorized according to attack types and then add
to the testing pattern table. Finally, new constraining
rules can be generated to protect against new injection
attack. Thus, the auto-tuning mechanism can help gener-
ating ideal constraining rules to achieve the right balance
between false positives and false negatives.

4 System Implementation

To verify the effectiveness of our scheme, we implement
an auto-tuning sanitizing system and present its architec-
ture diagram and interactions between each component in
Figure 1. The system consists of three main components:
sanitizing agent, injection vulnerability analyzer and in-
jection pattern generator. The injection vulnerability an-
alyzer is responsible for finding injection flaws and gener-
ating a vulnerable injection point table [13]. The injection
pattern generator is dedicated to organizing new injection
patterns by analyzing the navigational information kept
in the Web access log. The sanitizing agent is capable of
help validating input. The sanitizing agent is allocated in
front of the protected Web servers. All HTTP\HTTPS
requests to the protected Web servers are routed through
the sanitizer that can either deal with the request itself or
pass the request partially to Web servers. After passing all
check, the requests are forwarded to the Web server. The
sanitizing agent deals with both the requests coming from
client and the response pages coming from the Web server
and then forward to server\clients. It can help validating
input via meta-programs. Any malicious injections must
be blocked by the sanitizing agent. The meta-programs
can be translated by a code generator named translator.
Each parameter of the same URL in the vulnerable injec-
tion point table can generate a meta-program to constrain
inputs. Furthermore, the meta-program only has sani-
tizing functionality so it can’t replace original Web ap-
plication. Thus after completing constraining work, the
http request needs to be redirected to original program
to obtain prime service. In general, the known malicious
injection string must be detected and removed by the san-
itizing agent. That is to say, there are only normal data
and new malicious injection strings will be kept in the
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Figure 1: A architecture diagram of the auto-tuning sanitizing system

Web access log of the protected Web server. The injec-
tion pattern generator can analyze the Web access log and
generate various injection patterns. These patterns can be
categorized according to attack types and then kept in the
testing pattern table. The constraining rule generator is
capable of generating various ideal constraining rules ac-
cording to testing pattern table. The detection accuracy
of a sanitizing agent is dependent on constraining rules.
The constraining rule generator may automatically orga-
nize new constraining rules while new injection patterns
added in the testing pattern table. Thus the sanitizing
rule can automatically adjust itself to constrain new ma-
licious injection.

In Figure 1, the solid lines show the process of the auto-
tuning mechanism. The sanitizing system can achieve the
right balance between false positives and false negatives
through auto-tuning mechanism. A false positive occurs
when the normal input data is mistakenly blocked by a
sanitizer, while a false negative occurs when the sanitizer
cannot constrain a malicious injection. From a security
defense viewpoint, the least false negative should have a
higher priority than the false positive and it follows that,
in general, the false negative is zero. A looser constraining
rule may induce more false negatives. Thus some mali-
cious injection strings will pass sanitizer and are kept in
Web access log. These injection strings will be translate to
new injection patterns by the injection pattern generator
and then sent to testing pattern table. Next the constrain-
ing rule generator will organize stricter constraining rule
to lower false negatives. Above processes will recursively
go on until none of false negative. Therefore the auto-
tuning sanitizing system can automatically adjust itself
to effectively protect against new injection attacks.

We created an experimental website having SQL-
injection and XSS vulnerabilities. The experimental web-
site included 13 Web pages, 47 injection points, and 11
vulnerable injection points. We used the experimental
website to assist in fine-tuning the detection accuracy of
the injection vulnerability analyzer. To emphasize the im-

portance of individual constraining rules, some injection
points have been designated as special cases having only
one specific flaw. For example, after the vulnerability as-
sessment, we discovered that the third injection point of
the experimental Web site only has XSS injection vulner-
ability and the fourth injection point has SQL vulnera-
bility. This is then considered as a false positive if some
pattern designed to locate SQL injection is filtered on the
third injection point. We also chose six web applications
from the National Vulnerability Database to enrich the
evaluation of the injection vulnerability analyzer and the
auto-tuning system [14]. After the injection vulnerabil-
ity analyzer finishes the process, the detailed information
about all the programs used in protected the Web site is
presented in Table 2.

All primary tests were performed on an experimental
Website including some client-side Web pages and vul-
nerable Web applications. The tests relevant to verifying
the effectiveness of the sanitizer were divided into two
phases. In the first phase, the injection vulnerability an-
alyzer began to directly inspect vulnerability to create a
vulnerable injection point table. In the second phase, at
first the meta-program in the sanitizing agent adopted
a looser constraining rule to verify the effectiveness of
the auto-tuning mechanism. All known injection attack
patterns were used as input. After completing the auto-
tuning process, the false negative of the system is zero
and the false positive is at strict minimum.

5 Experimental Evaluation

The effectiveness of the auto-tuning sanitizing system
should be verified via two phases. One is to evaluate
the detection accuracy of the system and next to show
the auto-tuning mechanism can automatically adjust con-
straining rule to effectively sanitizing new injection pat-
terns. There are none standard experimental data for
verifying the performance of the system. In order to be
sure of specific vulnerability, we need to create a testing
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Table 2: The detail information about all programs used in protected website

Application
Name/CVE#

Web
page

amount

Injection
points

amount

Vulnerable
injection

point amount

Vulnerable
page Name

Flaw type

Experimental program 13 47 11 bbs.php SQL injection/XSS
CVE-2010-0122 72 324 5 add user.php SQL injection
CVE-2009-4669 748 2947 2 Login.php SQL injection
CVE-2009-4595 30 22 2 index.php SQL injection
CVE-2010-1742 13 15 1 projects.php XSS
CVE-2009-4456 9 10 1 news detail.php SQL injection
CVE-2009-3716 7 8 2 admin login.php SQL injection

Table 3: The constraining rule for various testing pattern sub-banks

Name Description
constraining
Rule Name

Rule Expression
String length of
Rule Expression

Testing bank 1 Sql pattern basic Sanitizing Sql Rule 1 =;’ 3
Testing bank 2 Sql pattern rich Sanitizing Sql Rule 2 =%>(-*\’@: 10
Testing bank 3 XSS pattern basic Sanitizing XSS Rule 1 <% 2
Testing bank 4 XSS pattern rich Sanitizing XSS Rule 2 <%&(/=;\ 8

Testing bank 5
Sql pattern rich &
XSS pattern rich

Sanitizing Sql&XSS
Rule

’%>;-,=_/<(@:& 14

Testing bank 6
All malicious

injection patterns
Sanitizing all Rule =;_’>%/<(@:&\-|!.+ 18

pattern bank including various testing patterns, relevant
vulnerability types and comments. Each testing pattern
should be meticulously designed to get expected output
which can be clearly identified. AT first we had collected
1000 experimental data in a testing pattern bank. They
came from access logs of websites which were scanned
by Web vulnerability scanners or Web sites describing
cheat sheet about injection attack [4, 20]. In Table 3,
we present some testing pattern sub-banks for example.
Each sub-bank is a part of the testing pattern bank and
composed of patterns having specific types of vulnerabil-
ity. The purpose of generating various sub-banks is to
generate different constraining rules for specific injection
flaws. For example, the Testing Bank1 only includes some
popular SQL injection strings (10 classic patterns) and
the Testing Bank2 put all SQL injection strings (453 pat-
terns) together. The Testing Bank3 only includes some
popular XSS injection strings (10 classic patterns) and
the Testing Bank2 put all XSS injection strings (350 pat-
terns) together. Others are the other types of malicious
injection strings. In Table 3, we can find that the length
of Rule Expression of the Sanitizing Sql Rule 2 is big-
ger than the length of Rule Expression of the Sanitizing
Sql Rule 1 and the length of Rule Expression of the San-
itizing all Rule is biggest. It implies that the length of
Rule Expression may depend on the quantity and types
of the injection strings.

We try to show that the detection accuracy of the san-

itizer is dependent on the constraining rule. That is to
say, the ideal constraining rules produced by the sani-
tizer can lower errors (false positives and false negatives)
in comparison with the generic rules (generic whitelist or
generic blacklist). From a security defense viewpoint, the
least false negatives should have a higher priority than
the false positive and it follows that, in general, the false
negative is zero. In general, a useful sanitizing method
must ensure that the false negative is zero. Thus the ef-
fectiveness of various sanitizing methods can be simplified
to which having minimum false positive. A false positive
occurs while these normal strings are mistakenly limited
by a constraining rule. In order to be sure of false posi-
tive, we need to add some normal input strings (10 classic
patterns) including at least one special character that ap-
pears only the first time in a testing pattern bank. All
relevant parts of the testing results are presented as fol-
lows.

Table 4 and Table 5 show the amount of false negative
and false positive induced by different constraining rules.
A more flexible rule may induce less false positives than a
generic rule, made apparent by the fact that the injection
point only has single one specific flaw. For example, Table
4 shows that validation of using Sanitizing Sql Rule 1 will
only render less false positives in comparison with using
Sanitizing Sql Rule 2 for the CVE-2009-4456.

From the principle of validating input and the ex-
perimental results we can conclude the following rules.
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Table 4: The partial results of system training and detection experiment

CVE # Program Name
Threat
type

Sql Rule
1+ #

Sql Rule
1− #

Sql Rule
2+ #

Sql Rule
2− #

Experimental Web site TestingInjection SQL/XSS 1 1 2 1
CVE-2010-0122 timeclocksoftware SQL 1 1 2 0
CVE-2009-4669 RoomPHPlanning SQL 1 1 2 0
CVE-2009-4595 PHP Inventory SQL 1 1 2 0
CVE-2009-1742 Scratcher XSS N/A N/A N/A N/A

CVE-2009-4456 Green Desktiny SQL 1 0 2 0

CVE-2009-3716 MCshoutbox SQL 1 1 2 0
PS:
Sql Rule 1+ #: the false positive amount of rending by the Sanitizing SQL Rule 1
Sql Rule 1− #: the false negative amount of rending by the Sanitizing SQL Rule 1

Table 5: The partial results of system training and detection experiment

CVE # Threat type
Sql&

XSSRule+ #
Sql&

XSS Rule− #
All Rule+ # All Rule− #

Experimental Web site SQL/XSS 2 0 2 0
CVE-2010-0122 SQL injection 2 0 2 0
CVE-2009-4669 SQL injection 2 0 2 0
CVE-2009-4595 SQL injection 2 0 2 0
CVE-2009-1742 XSS 2 0 2 0
CVE-2009-4456 SQL injection 2 0 2 0
CVE-2009-3716 SQL injection 2 0 2 0

Table 6: Summary of system sanitizing effectiveness

CVE #
A: Vulnerable injection

point amount
(before protection)

B: Vulnerable injection
point amount

(after protection)

Protection
effectiveness

(A-B/A)
Experimental Web site 11 0 100%

CVE-2010-0122 5 0 100%
CVE-2009-4669 2 0 100%
CVE-2009-4595 2 0 100%
CVE-2010-1742 1 0 100%
CVE-2009-4456 1 0 100%
CVE-2009-3716 2 0 100%

The maximum amount of the false positives for a generic
blacklist will equal to the amount of all special characters
appearing in the Testing Bank 6 (i.e. greater than 18).
The maximum amount of the false positives for a gen-
eral whitelist will equal to the amount of all normal in-
put strings including special characters (i.e. greater than
18). Table 5 shows that the maximum amount of the
false positives for the sanitizing system equals to 2 while
false negative is zero if the auto-tuning mechanism auto-
matically adjusts the value of legalSpecialCharCount to
1. The results show that the sanitizing system can effec-
tively lower flase positive. That is to say, the sanitizing

system renders fewer false positives, compared to other
systems using general whitelist or blacklist.

In order to show that the auto-tuning mechanism can
automatically adjust constraining rule to effectively san-
itizing new injection patterns, a looser constraining rule,
such as Sanitizing Sql Rule 1, was used in meta-program
at first. And then injection attack tools will launch in-
jection attack to the vulnerable web applications listed in
Table 2.

A looser constraining rule may induce more false neg-
atives. Thus some malicious injection strings will pass
sanitizer and are kept in Web access log. These injec-
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tion strings will be translate to new injection patterns by
the injection pattern generator and then sent to testing
pattern table. Next the constraining rule generator will
organize stricter constraining rule to lower false negatives.

Finally, we need to verify the effectiveness of the sani-
tizing agent for protecting against injection attacks. Ta-
ble 6 presents the amount of vulnerable injection points
before and after the protection of our system. For each
vulnerable website, the amount of vulnerable injection
points after protection is zero. The results prove that our
sanitizer can effectively protect against injection attacks
caused by improper input validation.

6 Conclusion

Vulnerable websites with the injection flaws are being at-
tacked and damaged every day. Injection flaws are in-
creasingly vulnerable and protecting them requires a sys-
tem that can both ensure compliance today and meet the
evolving needs of an organization for tomorrow. To meet
the challenge, organizations should continue to be diligent
by regularly performing vulnerability scanning and pen-
etration testing. Unless a web application has a strong,
centralized mechanism for validating all input from HTTP
requests (and any other sources), injection flaws are very
likely to exist. Therefore, organizations should select and
deploy a system providing rapid protection to close the
vulnerability gap, with minimal impact on operations.
In this paper, we come up with a proposal that can be
used as compensating controls to protect web applica-
tions while vulnerabilities exist and patching is not an
immediate option. To improve the risk of injection flaws
and reduce unnecessary limitation of input characters, we
design an auto-tuning system to help validating input for
each vulnerable injection point. The experimental results
show that the system can effectively protect against in-
jection attacks and lower false positives while compared
with traditional methods.
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Abstract

Group authentication and group key distribution ensure
the security of group communication. Most existing
schemes of group authentication and group key distri-
bution need the assistance of a group manager. How-
ever, deciding upon a group manager can be difficult work
for some practical applications, especially in an Ad Hoc
network. Therefore, we proposed a group authentication
and group key distribution scheme that does not require
a group manager. Our proposed scheme is an identity-
based scheme based on bilinear pairing. In our proposed
scheme, any user can easily generate a group for commu-
nication purposes. All or part of a group can authenticate
each other and obtain a group key without foreknowledge
or limiting the number of individuals attending the com-
munication session. Any group member can join or quit
the group communication securely in the duration of the
meeting. Our proposed scheme requires little communica-
tion and computation cost and is resistant to common at-
tacks. Furthermore, in order to take full advantage of the
properties of computing ability, which can differ within
Ad Hoc networks, our proposed scheme can designate the
user with the greatest computing ability to distribute the
group key.

Keywords: Ad Hoc networks, bilinear pairing, group au-
thentication, group key distribution

1 Introduction

In recent years, Group communication [3, 16] has be-
come more and more popular in many applications. It
involves many-to-many communication, in contrast to the
one-to-one or one-to-many communication forums in con-
ventional communication. With this kind of communica-

tion, several members of a group can exchange messages
to each other securely. To achieve this goal, mutual au-
thentication and sharing of a session key among the group
members takes place. The properties of group communi-
cation are as follows: 1) The communication users in the
group must belong to the same group, 2) the session key
sharing among group members needs to be the same, and
3) only group members can get the transmitted message
from the group communication.

There are two group communication models for differ-
ent applications. One group communication model, such
as the Wireless Sensor Network [10], only requires group
members to authenticate each other. Under the conven-
tional authentication scheme, if there are n members in
the group, the user needs to perform authentication for
the other users that belong to the group n− 1 times, for
which the time complexity is O(n). In 2013, Harn [7] pro-
posed a group authentication scheme based on Shamir’s
secret sharing method [17], which facilitates authentica-
tion for all users in the group with only a one-time in-
teraction, for which the time complexity is O(1). Under
Harn’s scheme, a group manager (GM) first registers as
a user. Then the users can authenticate each other with-
out the assistance of the GM if they know the number of
participants to authenticate.

In the other group communication model, users need
to share a session key, such as in the case of a group
conference. There are two kinds of methods for sharing
a session key in group communication [5]. One is the
group key agreement protocol [8], and the other is group
key distribution protocol [19]. With regard to group key
agreement protocol, all members in the group will con-
sult together to determine and distribute the session key,
which requires several rounds of interaction. Although
there are some one round group key agreement proto-
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cols [22, 23], the group keys generated in those protocols
are for Asymmetric cryptosystem, which is not suit for a
large number of data encryption. Under group key distri-
bution protocol, a group manager decides the session key.
Generally, the latter is more efficient than the former, be-
cause in the latter case, the group manager does most of
the key distribution work.

However, the models we aforementioned are not suit-
able for the Ad Hoc network [11, 14] environment. This
type of environment does not rely on pre-existing network
architecture, and each node in the network has the capa-
bility to transmit the message to the other node. Pre-
determining a group manager (GM) is difficult in this
scenario. Therefore, foreknowledge of the number of par-
ticipants in Harn’s scheme [7] or distribution of the session
key with the help of the GM present inconveniences. Fur-
thermore, a group member may want to join the group
communication after the group communication has be-
gun in some practical applications. However, we did not
find a group authentication key setup scheme with a join
phase in the process of communication in the reviewed
literature.

To solve the problems mentioned above, we proposed
an identity-based group authentication and key distribu-
tion scheme based on bilinear pairing. The main contri-
butions can be summarized below.

1) Our proposed scheme doesn’t need the selection of a
group manager, and can designate the user with the
most advanced computing ability to distribute group
key, therefore, it is suitable for Ad Hoc networks.

2) Our proposed scheme separates the authentication
phase from the key distribution phase for different
applications.

3) A join phase and revocation phase are employed in
our proposed scheme to enable group members to join
or leave the meeting before or during the process.

4) Our proposed scheme requires little communication
and computation cost. It only calls for two rounds
of interaction in the authentication phase and one
round of interaction in the key distribution phase.
And it require less computation cost compared with
Zhang et al.’s scheme [23].

5) Our proposed scheme can fulfill several security re-
quirements, such as mutual authentication, consis-
tency of group key, and perfect forward security.
Moreover, the scheme can counteract several well-
known attacks, such as impersonation attack, man-
in-the-middle attack, and replay attack.

The rest of this paper is given as follows. The pre-
liminaries are provided in Section 2, and we describe our
proposed scheme in Section 3. The security analysis is
given in Section 4. In Section 5, a comparison with other
schemes is given. Lastly, Section 6 gives the conclusion.

2 Preliminaries

In this section, we review some preliminaries includ-
ing bilinear pairing [15, 20, 21], Diffie-Hellman Assump-
tion [6, 15, 20, 21], and Gentry and Ramzan’s identity
based multisignature scheme [6].

2.1 Bilinear Pairing

LetG1 be additive group andG2 be a multiplicative group
with the same prime order q, while P is a generator of
G1 [15, 20, 21]. The map e : G1 × G1 −→ G2 is called a
bilinear map if the following three properties are held:

1) Bilinear: For all a, b ∈ Z∗q , the equation e(a·P, b·P ) =

e(P, P )a·b is held.

2) Non-degenerate: e(P, P ) 6= 1.

3) For any P1, P2 ∈ G1, there is an efficient algorithm
to compute e(P1, P2).

2.2 Diffie-Hellman Assumption

1) Computational Diffie-Hellman assumption [6].
Given that a ·P, b ·P ∈ G1 with a, b ∈ Z∗q is unknown,
there is no probabilistic polynomial-time algorithm
to compute a · b · P ∈ G1.

2) Bilinear Diffie-Hellman assumption [15, 20, 21].
Given that P, a · P, b · P, c · P ∈ G1 with a, b, c ∈ Z∗q
are unknown, there is no probabilistic polynomial-
time algorithm to compute e(P, P )a·b·c ∈ G2 Note
that if we know anyone among a, b, c, we can com-
pute e(P, P )a·b·c easily. For example, if we know pa-
rameter a, then we can compute e(P, P )a·b·c easily by
e(P, P )a·b·c = e(b · P, c · P )a.

2.3 Gentry and Ramzan’s Identity-based
Multisignature Scheme

A multisignature approach [9] means that there are sev-
eral signers cooperatively to sign on the same message to
generate a single and valid signature, then the verifier can
verify the signature using the public key of all of the sign-
ers. To combine the multisignature and identity-based
cryptosystems [18], Gentry and Ramzan [6] proposed an
identity-based multisignature scheme using bilinear pair-
ing in 2006. Their scheme is secure in the random oracle
model under the computational Diffie-Hellman assump-
tion. The scheme consists of five phases: setup phase,
private key extraction phase, individual signing phase,
aggregation phase, and verification phase, which are de-
scribed in detail as follows.

Setup Phase. The private key generator (PKG) chooses
an additive group G1 and a multiplicative group G2

with the same prime order q. This also includes an
admissible bilinear map e : G1 × G1 −→ G2, an ar-
bitrary generator P of G1, and two hash functions
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H1, H2 : {0, 1}∗ −→ G1. Then the PKG picks a ran-
dom number s ∈ Z∗q as the master secret key, then
computes Ppub = s · P and publishes the parameters
(G1, G2, q, P, Ppub, e,H1, H2).

Private Key Extraction Phase. Given the user Ui’s
identity IDi, the PKG picks its master secret key
s ∈ Z∗q and computes SKi = s · H1(IDi) as Ui’s
private key. Then it sends SKi to Ui via a secure
channel.

Individual Signing Phase. Given a message m, the
user Ui picks a random number ri ∈ Z∗q . Then com-
putes Ri = ri · P and σi = ri ·H2(m) + SKi. After-
ward, the couple (Ri, σi) is Ui’s individual signature
of message m.

Aggregation Phase. Anyone who collected n users’ in-
dividual signatures (Ri, σi) of the same message m,
for i = 1, 2, ..., n, can generate the n users’ multisig-
nature (R, σ), where R =

∑n
i=1Ri, σ =

∑n
i=1 σi.

Verification Phase. Upon receipt of the multisignature
(R, σ), the verifier computes Q =

∑n
i=1H1(IDi)

and checks if the equation e(σ, P ) = e(R,H2(m) ·
e(Ppub, Q)) holds. If so, he/she accepts the multisig-
nature; otherwise, he/she rejects it.

3 The Proposed Scheme

In this section, we propose a group authentication and
group key distribution scheme for Ad Hoc networks which
are based on bilinear pairing. The scheme can be divided
into five phases; i.e., 1) the initialization phase, 2) the
group authentication phase, 3) the group key distribution
phase, 4) the join phase, and 5) the revocation phase.
When the user wants to generate a group to transmit a
message, he/she can use the group authentication phase
to authenticate the users that belong to the group. Then,
the user can use the group distribution phase to distribute
the session key to each user. In addition, if there is a new
group member who wants to join the communication dur-
ing the process of the communication, he/she can execute
the join phase. Finally, if there is a group member who
wants to exit the communication, he/she can execute the
revocation phase to release this group member.

3.1 The Initialization Phase

Before communicating with others, a user must perform
this phase to obtain his/her private key. The PKG selects
the system parameters. The user provides his/her identity
to the PKG, and the PKG generates the user’s private key
and sends it to the user via a secure channel.

Step 1. (Set up) This is identical to the setup phase
of Gentry and Ramzan’s multisignature in Subsec-
tion 2.3, except the PKG chooses a symmetric en-
cryption/decryption algorithm E/D and a group key

space GK, and publishes the parameters (E,D,GK)
also.

Step 2. (Private key extraction) This is identical
to the private key extraction phase of Gentry and
Ramzan’s multisignature in Subsection 2.3.

3.2 The Group Authentication Phase

Suppose a user U1 wants to generate a group with n users
including him- or herself. He/She broadcasts the request.
Let U = {U1, U2, ..., Un} denote n users, m denote the
purpose, and T denote the current time. There are t− 1
users who respond to the activity, denoted by U2, ..., Ut

They can perform the following steps for authentication.
We give an example for t = 4 to explain this phase in
Figure 1 too.

Step 1. The initiator user U1 first picks a random num-
ber r1 ∈ Z∗q , then computes R1 = r1 · P , h =
H2(m||U ||T ), and σ1 = r1 · h + SK1. After that,
(R1, σ1,m,U, T ) is broadcast to all n users.

Step 2. After the other users receive the message, each
user Ui, (i = 2, 3, ..., t) picks a random number ri ∈
Z∗q , then computes Ri = ri · P , h = H2(m||U ||T ),
and σi = ri · h + SKi. After that, the message
(Ri, σi,m,U, T ) is broadcast to all t users.

Step 3. For i = 1, 2, 3, ..., t, each user Ui computes R =∑t
i=1Ri, σ =

∑t
i=1 σi, and Q =

∑t
i=1H1(IDi).

Then he/she checks to determine if the equation
e(σ, P ) = e(R, h) ·e(Ppub, Q)) holds. If so, the t users
accept the procedure, and otherwise, terminate the
procedure.

3.3 The Group Key Distribution Phase

Note that the users computing abilities are different from
each other in Ad Hoc networks. Therefore, after having
succeeded in the group authentication phase, the initia-
tor user U1 to designate one user Uj , (1 ≤ j ≤ t) who
has the greatest computing ability to distribute the group
key. Without loss of generality, we assume that user U1

performs the group key distribution work, and he/she dis-
tributes the group key in the following two steps. Further-
more, we give an example for t = 4 to explain this phase
in Figure 2.

Step 1. The initiator, user U1, picks a random number
gk ∈ GK as the group key. For i = 2, 3, ..., t, User U1

computes ki = e(r1 · Ri, R[(i−1) mod (t−1)]+2), gk′ =
U1||T ||gk, and ci = Eki

(gk′) and broadcasts ci to all
other t− 1 users.

Step 2. After receiving the message, for i = 2, 3, ..., t,
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Figure 1: The proposed scheme

each user Ui computes

k′i = e(ri ·R1, R[(i−1) mod (t−1)]+2),

gk′i = Dk′
i
(ci),

k′′i = e(ri ·R1, R[(i−3) mod (t−1)]+2),

gk′′i = Dk′′
i

(c[(i−3) mod (t−1)]+2).

Then each user Ui checks to see if the equation
gk′i = gk′′i holds and U1, T are correct. If so, he/she
can share the group key gk, and otherwise termi-
nate the procedure. Note that gk, U1, T satisfies
gk′i = U1||T ||gk or gk′′i = U1||T ||gk.

3.4 The Join Phase

Suppose that there is a user Uj ∈ U who doesn’t attend
the group communication at the beginning of the com-
munication for some reason, and he/she wants to join
the communication of {U1, U2, ..., Ut} during the process
of the communication. The user Uj can execute the join
phase and attend the communication without knowing the
content of the previous communication. We describe this
phase below and provide an example for U5 attending the
group communication of {U1, U2, U3, U4} to explain this
phase in Figure 3.

Step 1. User Uj picks a random number rj ∈ Z∗q and
then computes Rj = rj · P , hj = H2(m||U ||T ||Tj),
and σj = rj · hj + SKj . After that, this user
broadcasts the message (Rj , σj ,m,U, T, Tj) to users

U1, U2, ..., Ut, who have begun the communication,
where Tj is the current time.

Step 2. For i = 1, 2, ..., t, each user Ui computes hj =
H2(m||U ||T ||Tj) and checks if the timestamp Tj
is fresh and the equation e(σj , P ) = e(Rj , hj) ·
e(Ppub, H1(IDj)) holds. If so, he/she accepts and
performs Step 3; otherwise, he/she terminates the
procedure.

Step 3. After that, user U1 picks a new random number
gknew ∈ GK as a group key. Then he/she computes
c = Egk(U1||Tj ||gknew), k2,j = e(r1 · Rj , R2), c2,j =
Ek2,j

(U1||Tj ||gknew), kt,j = e(r1 · Rj , Rt), and ct,j =
Ekt,j

(U1||Tj ||gknew) and broadcasts c, c2,j , ct,j to all
t+ 1 users.

Step 4. For i = 2, 3, ..., t, each user Ui computes Dgk(c).
Then user U2 computes k′2,j = e(r2 · Rj , R1) and
checks whether the equation Dgk(c) = Dk′

2,j
(c2,j)

holds. User Ut computes k′t,j = e(rt · Rj , R1) and
checks whether the equation Dgk(c) = Dk′

t,j
(ct,j)

holds. User Uj computes k′′t,j = e(rj · Rt, R1) and
k′′2,j = e(rj ·R2, R1) and checks to determine whether
the equation Dk′′

2,j
(c2,j) = Dk′′

t,j
(ct,j) holds. If all

of the equation holds and U1, T is correct, the t + 1
users can share the group key gknew, and otherwise,
terminate the procedure.

The Revocation Phase. If a user Uk who wants to
leave the group communication, the remaining users
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Figure 2: The example of group key distribution phase

Figure 3: The example of join phase



International Journal of Network Security, Vol.17, No.2, PP.199-207, Mar. 2015 204

Figure 4: Ring generated by the authenticated group
members

perform the group key distribution phase to reinsti-
tute a new group key. Thus, user Uk cannot know
the content of the remaining users’ communication.

4 Security Analysis

In this section, we analyze several secure requirements
that our proposed scheme possesses; i.e., mutual authen-
tication, consistency of the group key, perfect forward se-
curity, withstanding the impersonation attack, withstand-
ing the man-in-the-middle attack, and withstanding the
replay attack.

4.1 Mutual Authentication

Mutual authentication means that each group member
who attends the group authentication must authenticate
the validity of all of the other users. The (R, σ) is ac-
tually m||U ||T ’s multisignature signed by users U ′ =
{U1, U2, ..., Ut} during Step 3 of the group authentication
phase in our proposed scheme according to [6]. Each user
Ui checks the validity of all the other users U ′ by ver-
ifying the multisignature. Any adversary cannot forge
the multisignature (R, σ), according to Theorem 1 in [6].
Therefore, the scheme achieves mutual authentication.

4.2 Consistency of the Group Key

The consistency of the group key means that the group
key obtained by each group member is identical. All of
the authenticated group members (except the distributer)
generate a ring described in Figure 4 in the group key dis-
tribution phase of our scheme. In Step 2 of the group
key distribute phase, each member Ui can obtain two
group keys, gki and gk[(i−3) mod (t−1)]+2, which are equal
to the value of one of the adjacent members in Figure
4. Therefore, our scheme can ensure the consistency of
the group key by each member Ui checking the equality
of gki and gk[(i−3) mod (t−1)]+2. Furthermore, the group
members can detect that the distributer allocates a dif-
ferent group key even if she/he colludes with one member
Uk.

4.3 Perfect Forward Security

Perfect forward security refers to the inability of the
adversary to obtain any previous group key, even if

she/he knows all the participants private keys [2, 24].
For i = 1, 2, ..., t, if an adversary knows user Ui’s pri-
vate key SKi and the interaction record including Ri

and ci, she/he cannot obtain the group key gk. The
Ri is generated by Ri = ri · P , where ri is selected
randomly and kept secret by Ui; Therefore, the adver-
sary cannot compute k′ = e(ri · R1, R[(i−1) mod (t−1)]+2)
and k′′ = e(ri ·R1, R[(i−3) mod (t−1)]+2), without knowing
ri, and hence cannot obtain group key gk by comput-
ing Dk′

i
(ci) or Dk′′

i
(c[(i−3) mod (t−1)]+2). Therefore, our

scheme maintains perfect forward security.

4.4 Withstanding the Impersonation At-
tack

In Harn’s group authentication scheme [7], there are two
types of adversaries, including outside attackers and in-
side attackers. The group management generates a group
with n members. The outside attacker tries to imperson-
ate a valid group member to bypass the group authenti-
cation. The inside attacker is actually a group member
who tries to obtain the secret information of the group.

In our scheme, there is no secret information of the
group except each member’s private key, so we consider
the outside attacker only. However, without knowing user
Ui’s private key, anyone cannot forge the user Ui’s signa-
ture. Therefore, it is impossible for anyone to impersonate
a valid group member and pass the group authentication.

4.5 Withstanding the Man-in-the-Middle
Attack

In the man-in-middle attack, attacker Eve interrupts,
eavesdrops, and modifies the message between users Al-
ice and Bob and builds a channel with each one. After
that, Alice and Bob still believe that they are in direct
communication with each other and in a private channel.

Fortunately, even attacker Eve can change the message
Ri to R′i, She still cannot achieve the purpose because the
R′i cannot pass the multisignature verification. Therefore,
our scheme can resist the man-in-the-middle attack.

4.6 Withstanding the Replay Attack

Replay attack refers to the attempt by an adversary to im-
itate a group member in order to pass the group authen-
tication by replaying the eavesdropped foregone message
in group communication. In our scheme, a timestamp is
added as a part of signed message in the group authen-
tication phase. The user can resist the replay attack by
checking whether the timestamp is fresh. This is the same
as in the group key distribute phase. For this reason, our
scheme can resist the replay attack.

5 Comparison

In this section, we give the comparison with Harn’s group
authentication scheme [7], Zhang et al.’s group key agree-
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Table 1: Features comparison with the other schemes

Scheme F1 F2 F3 F4 F5 F6 F7 F8
Harn’s [7] Y N Y Y - Difficult N Shamir’s secret sharing [17]

Zhang et al.’s [23] N N N N N Difficult Y CDH and k-BDHE [4]
Liu et al.’s [12] Y Y N Y N Difficult N Asmuth and Bloom’s secret sharing [1]

Our N N N N N Easy Y Gentry and Ramzan’s multisignature [6]

F1: Whether needs a group manager to setup the group.
F2: Whether needs a group manager to attend in the group authentication phase or the group key distribution phase.
F3: Whether needs to foreknow the number of members.
F4: Whether needs to limit the least number.
F5: Whether allows to be added or reduced the members in the process of group communication.
F6: Adding or revoking member from the group.
F7: Whether the scheme is an identity based scheme.
F8: What cryptography tool is based on.

Table 2: Efficiency comparison of group key generated with the other scheme

Scheme Communication rounds Computation efficiency Type of generated group key
Zhang et al.’s [23] 1 8 pairing operations Asymmetric cryptosystem

Liu et al.’s [12] 5 - Symmetric cryptosystem
Our 1 2 pairing operations Symmetric cryptosystem

ment protocol [23], and Liu et al.’s group key distribu-
tion scheme [12]. The features of those schemes are com-
pared in Table 1. Our proposed scheme does not need a
group manager to set up the group or attend the group
authentication phase or group key distribution phase. In
addition, it is not necessary to foreknow or limit the num-
ber of members who attend the group authentication or
group key distribution in our proposed scheme. In our
proposed scheme, anyone can initiate a group for commu-
nication easily. If a member of the group delays atten-
dance of the group communication, he/she can join the
group communication late without knowing the previous
communication content. If there is a member who wants
to quit the meeting, he/she can exit without knowing the
later content. Furthermore, our proposed scheme is an
identity-based scheme. Therefore, our proposed scheme
is more flexible for practical application, especially in the
Ad Hoc networks.

As for the efficiency of the group key generated in our
scheme, we compare it in Table 2. Note that Harn’s
group authentication scheme does not give the algorithm
for generating the group key, therefore we compare our
scheme with Zhang et al.’s group key agreement proto-
col [23] and Liu et al.’s group key distribution scheme [12]
only. Usually, a step of communication is more costly than
a step of local computation [13]. Our scheme and Zhang
et al.’s group key agreement protocol need 1 communi-
cation round compared with 5 communication rounds in
Liu et al.’s group key distribution scheme, and therefore
are more efficient. So we don’t give the computation cost

of Liu et al.’s group key distribution scheme. Each user
in our scheme needs 2 pairing operations compared with
8 pairing operations in Zhang et al.’s protocol. Although
the group key dealer needs t − 1 pairing operations in
our scheme, those operations can be pre-computed. Fur-
thermore, the generated group key in our scheme is for
symmetric cryptosystem, which is suit for a large number
of data encryption than asymmetric cryptosystem gener-
ated in Zhang et al.’s protocol. Therefore, our scheme is
more efficient than the other two schemes.

6 Conclusions

In this paper, we proposed a group authentication and
key distribution scheme for Ad Hoc networks which is
based on bilinear pairing. In our proposed scheme, any
user can easily generate a group for communication with-
out a group manager. All or part of the group mem-
bers can complete the authentication and group key dis-
tribution without foreknowledge or limit to the number
of members who attend the communication. Any group
member can join or quit the group communication eas-
ily in the process of the communication without leaking
the content of the communication. Our proposed scheme
is an identity-based scheme, with little communication
and computation cost, properties of mutual authentica-
tion, consistency of the group key and perfect forward
security, and resistance to impersonation attack, man-in-
the-middle attack, and replay attack. Furthermore, our
scheme can designate the user with the greatest comput-
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ing ability to distribute the group key, which is suitable
for the property of computing power asymmetry in the
Ad Hoc network environment.
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Abstract

In the emerging Internet of Things (IoT), as a means
to fulfill item-level lookup, apart from the functional re-
quirements with high performance and robustness, lookup
service or discovery service playing a critical role should
meet security and privacy requirements. However, exist-
ing lookup service and discovery service of IoT mainly
rely on a centralized or a chain-style framework, have
some drawbacks or bottlenecks to prevent them from be-
ing widely adopted, while the issue of locating hotspot
resource has received much less attention, as well as the
item-level lookup service is still missing. Therefore, we
first present a distributed hotspot-based discovery ser-
vice architecture based on double-Chord-ring for IoT, and
then give its framework and some relevant mechanisms.
Here we primarily focus on the goals of meeting security
and privacy requirements. Additionally, we further dis-
cuss and analyze our solution.

Keywords: Internet of Things, Object Name Service, Dis-
covery Service, Object Discovery Service, Security Mech-
anism

1 Introduction

The Internet of Things (IoT), an emerging global
Internet-information architecture, has the purpose of pro-
viding an IT-infrastructure facilitating the exchanges of
goods and services in global supply chain networks in a
secure and reliable manner [3, 31], where lookup service
or discovery service plays a critical role. Therefore, as
an essential and critical component for a variety of ap-
plication scenarios of the IoT (specifically, the EPCglobal
Network, an industry proposal to build a global infor-
mation architecture for objects carrying RFID tags with
Electronic Product Codes (EPC)), lookup service should
take some measures to enhance the security and privacy
of the architecture.

Two of the key components of IoT lookup service archi-
tecture required to implement track and trace capabilities
are the Object Name Service (ONS) and the Discovery
Service (DS) envisaged to provide pointers to multiple
providers of information across a supply chain not only
the manufacturer. In the EPCglobal architecture [16], the
most influential architecture and potential future nucleus
of IoT, DS is still in development, ONS only provides a
pointer to the information service provided by the man-
ufacturer of the object. Moreover, ONS [15] is based on
the well-known Domain Name System (DNS), each query
must start from Root ONS. Thus, the ONS will inherit
all of the well-documented DNS weaknesses, such as the
limited redundancy in practical implementations and the
creation of single points of failure [29]. For ONS, this
architecture will have a deep impact on the reliability, se-
curity and privacy of the involved stake holders and their
business processes, especially for information clients.

In IoT, a lookup service to locate item-level informa-
tion stored at potentially unknown supply chain partners
is still missing, and current lookup service and discovery
service mainly rely on a centralized or a chain-style frame-
work, e.g. EPCglobal Architecture, Affilias DS [1, 25],
BRIDGE Project [24] and the Distributed ePedigree Ar-
chitecture [17]. Apart from the issue of security and pri-
vacy, these systems have some drawbacks, such as poor
scalability, load imbalance, poor reliability owing to the
presence of single points of failure, or bottlenecks, which
prevent them from being widely adopted. Moreover, to
the best of our knowledge, the issue of locating hotspot
resource in IoT has received much less attention.

In the last years, Peer-to-Peer (P2P) network has be-
come one of the most popular applications in the Inter-
net, and the P2P paradigm has emerged as an alterna-
tive to centralized and hierarchical architectures. The
approaches to enhance the performance and robustness
of lookup service by using structured P2P systems (e.g.
Chord [28]) based on Distributed Hash Tables (DHT)
that have a high potential as a replacement for ONS as
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Figure 1: The framework of HDSA

well. Therefore, we present HDSA, a distributed hotspot-
based IoT discovery service architecture adopting double-
Chord-ring, give its framework and some relevant mech-
anisms. Here we mainly focus on the goals of meeting
security and privacy requirements.

The rest of this paper is structured as follows. In Sec-
tion 2, we give the framework of HDSA and some relevant
mechanisms for security consideration. Then, we further
discuss and analysis our solution in Section 3. Section
4 describes some work in related disciplines. Finally, we
draw conclusions and outline future work in Section 5.

2 Hotspot-based Discovery Ser-
vice Architecture

In this section, we present a distributed hotspot-based IoT
discovery service architecture HDSA. The basic frame-
work of HDSA is shown in Figure 1.

2.1 The Base Composition of HDSA

HDSA consists of three major parts Savant Server, ODS
(Object Discovery Service) System and EPCIS Cloud.

2.1.1 Savant Server

Savant [6], designed to process the streams of tag or sen-
sor data (event data) coming from of one or more reader
devices, is a middleware software system that sits be-
tween tag readers and enterprise applications. Its intent
is to address the unique computational requirements pre-
sented by EPC applications. Savant performs filtering,
aggregation, and counting of tag data, reducing the vol-
ume of data prior to sending to Enterprise Applications.
The Savant itself is a container for processing modules de-
fined by Auto-ID standards or users and other third par-
ties. More details about Savant can be found in [6]. The
Savant server is a server installed with savant software.
Each company deploys only one Savant Server logically,
although in practice, every one may deploy more than one
Savant Server.

2.1.2 ODS System

In HDSA, from functionality, we combine ONS and DS
into ODS, and introduce Chord into ODS, the structured
Chord overlay networks are the network substrate of the
applications about ODS and information interaction. Ev-
ery participant, such as manufacture, distributor, or re-
tailer, deploys a dedicated ODS node, and all the ODS
nodes are organized in a Chord ring and ordered follow-
ing the hash values of their IPs.

Within a continuous period T, when the accessed times
of an EPC exceeds the accessed times threshold of EPC
(AT), the EPC is called hotspot resource (HR). Only de-
pends on ODS-Ring, as the HR objects are frequently
accessed by the client application of some organizations,
it generates vast network traffic flows that may lead to
the network congestion of ODS-Ring. To relieve this
problem and balance the flows of query, we add a HR
ODS-Chord-Ring (HODS-Ring) into HDSA. On the other
hand, HODS brings appropriate hotspot data redundancy
and backup, helps to enhance the reliability of the system.
ODS-Ring and HODS-Ring together form an ODS Sys-
tem. The ODS-Ring is responsible for the queries of all
objects (include HR), and the HODS-Ring is only respon-
sible for the queries of HR objects. In real world, HODS
nodes, may be derived from the participants’ODS servers
which have better hardware configuration, also may are
responsible by the third party or be constructed and main-
tained by the government, according to network region.
Whichever method to be selected, it is depended on the
concrete situation or the relevant regulation of real world.

In one company, the ODS/HODS node may each be
implemented by multiple physically separate servers that
act as backups for each other to increase the scalability
and reliability of the entire system. It is important to
note that the number of HODS nodes must be far smaller
than the one of ODS nodes, which is analyzed in detail in
our another paper.

2.1.3 EPCIS Cloud

The EPCIS is a role defined in EPCglobal Network Ar-
chitecture Framework [16], which provide for storage and
retrieval of filtered and processed information related to
EPC-tagged objects about different events within the
supply-chain. In HDSA, each participant (company or
organization) maintains at least one EPCIS server. All
the EPCIS servers constitute an EPCIS Cloud.

Normally, a company needs only one EPCIS Server in
theory. As a kind of service, each company may deploy
more than one EPCIS Server (multiple redundant servers,
one for backup of another one) as needed, but logically,
the external feature of multiple EPCIS Servers within a
company is still one server through the relevant mecha-
nism of main-backup. For the sake of cost saving, for ev-
ery stakeholder, its ODS may be combined together with
its EPCIS server.



International Journal of Network Security, Vol.17, No.2, PP.208-216, Mar. 2015 210

HODS

ODS

Lookup_Count AT

when the Key (EPC) of this 

ODS Map_Table is 

accessed,its  LookupCount+1

Write current time into 

HotUploadTime of this EPC

Upload (Key,URL) to 

corresponding HODS

yes

Finger_Table

 Start

 Succ

 IP

Map_Table

 Key (EPC)

 URL

 LookupCount

 HotUploadTime

Hot_Table

 Key (EPC)

 UploadTime

Network 

addresses of 

three closest 

HODS nodes

Map_Table

 Key (EPC)

 URL

 UploadTime

Finger_Table

 Start

 Succ

 IP

Inform the relevant ODS nodes 

to add this Key and current time 

into their Hot_Table

Figure 2: ODS storage & data flow chart

2.2 Storage Mechanism

In our HDSA framework, the DS is designed not to dupli-
cate or aggregate information stored within each individ-
ual EPCIS repository, but to store only sufficient relevant
information to be able to create the list of links.

Each of the ODS node has and maintains a finger table,
a mapping table (map-table), a hotspot table (hot-table),
and holds the network addresses of three closest HODS
nodes to facilitate the information interaction between it
and HODS-Ring. Here, finger table is similar to the one of
Chord [28]. Hot-table includes two fields: key represents
the hash value of hotspot EPC, and upload time repre-
sents the time when the EPC become as HR. Map-table
mainly stores the list of mappings between EPC and the
network addresses (IP address or URL) of its correspond-
ing EPCIS servers, the lookup count (i.e. the accessed
times of the EPC). The information storage in ODS Sys-
tem are shown in Figure 2, where Key (EPC) represents
the hash value of EPC. Only one finger table and one
map-table are in HODS node, where the roles and con-
tent of these tables are similar to the ones in ODS node.

2.3 Information Interaction Mechanism

In our HDSA, the information interactions principally in-
clude three aspects: publishing of resource information,
interaction of hotspot information and switch of lookup
between ODS-Ring and HODS-Ring.

2.3.1 Information Publishing

The current EPCIS standard [9, 21] does not involve a
specific communication mechanism between an EPCIS
and a lookup service. Thus, here, we give an information
publishing mechanism to send the association between an
EPC and the URL of the relevant EPCISs to correspond-
ing ODS node.

When an EPC-tagged object flows along the supply
chain, the relevant EPCIS servers must publish in time
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Figure 3: Information publishing principle chart

the relevant event information related to the EPC to the
corresponding ODS node that determined by hashing the
object EPC. The event information registered or pub-
lished to ODS by EPCIS (see Figure 3) is mainly the
mapping information associated to the current EPC that
is passing the company that possesses this EPCIS. The
mapping information is a 2-tuple (KEY, URL), includes
two fields: the SHA1 (or MD5) hash value of the EPC,
the URL where the information related to the EPC is
available.

2.3.2 Interaction of Hotspot Information

As shown in Figure 2, for one ODS node, once someone
EPC of its map-table becomes as HR, it simultaneously
do three things. They are: (1) uploading the relevant
information of this EPC to corresponding HODS nodes
map-table, (2) writing current time into the field of Hot
Upload Time of its map-table, (3) and informing the rel-
evant ODS nodes which are consulting the EPC to add
this Key and current time into their hot-table. On the
other hand, with the moving through the supply chain,
for a HR, once new mapping information about it is pub-
lished to the corresponding ODS node by relevant EPCIS
Server, this ODS node upload the newest information to
relevant HODS node to assure the performance of real-
time of mapping information.

2.3.3 Switch of Lookup

When an ODS node receives an EPC query of subscriber
or end user, if it finds that the EPC is in its hot-table, it
will forward the query to its available closest HODS node
(one of the three closest HODS nodes). Then, the HODS
node performs the query in inside ring, and returns query
result to this ODS node.

2.4 Lookup Mechanism

As the complete information about an individual object
may be fragmented across multiple organizations, the role
of lookup service is to locate all the providers of the frag-
ments of information that constitute the complete supply-
chain or lifecycle history for an object. Here, we give
relevant lookup mechanism: to obtain the address list of
EPCIS server related to EPC-tagged object being queried
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Figure 4: Flow chart of routing in chord-based ODS sys-
tem

through the routing in ODS system, and then to get
the complete information about this object through the
lookup of application level. In our architecture frame-
work, the hash value of EPC of object is used as an index
of query.

2.4.1 Routing in Chord-based ODS System

As shown in Figure 4, routing in Chord-based ODS Sys-
tem is based on the following EPC lookup algorithm.

Firstly, the ODS node which is the first receiver of a
query from a requester (Savant server) on a given EPC,
looks into its map-table (we call this ODS node FRODS).
If this EPC is found, it returns directly relevant address
information to requester. Otherwise, it judges whether
the key (the hash value of the EPC) is located between
itself and its immediate successor. If is, it forwards the
query to the immediate successor that is responsible for
the requested EPC-tagged object, and then, the immedi-
ate successor returns directly desired result to FRODS.
If not, it looks into hot-table, if this EPC is found, it
forwards the query to ACHODS (one of the three closest
HODS node and is available) which is responsible for this
query within HODS-Ring and return net result (relevant
address information) to it. If FRODS does not find EPC
in hot-table, it looks into its finger table for the closest
ODS node to the key (the hash value of the EPC) that
has a lower or equal identifier, and forwards the query
message to this ODS node which is called the closest pre-
decessor refer to this key.

The closest predecessor does the work similar to what
done by the FRODS. The main difference between them
is that the closest predecessor does not look into its hot-
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table. In this way, the query message is routed through
the ODS-Ring until it reaches a node containing mapping
information related to the requested EPC-tagged object,
this node then returns directly desired result to FRODS.
Finally, FRODS returns the result to the requester.

Likewise, when HODS node receives the query for-
warded by other node (FRODS or other HODS node),
it takes the handling similar to what done by the clos-
est predecessor in ODS-Ring. The main difference is that
HODS lookups EPC only in its map-table.

2.4.2 Lookup of Application Level

In Figure 5, the parts within rectangle line represent the
base composition of a company deployment, and the first
to the sixth step of the query procedure of application
level are described as follows:

1) The application issues EPC query to local Savant
server through whose application software interface.

2) The local Savant server calls the query module to
forward the query to the local ODS server.

3) The local ODS server calls lookup module to con-
sult ODS system (as depicted in Section 2.4 1). If it
finds successfully the desired result a list of network
addresses of relevant EPCIS servers related to the
EPC, it returns the result to the local Savant server.
Otherwise, it analyzes the causes of failure and sends
this analysis result to the local Savant server.

4) The local Savant server analyzes the result from the
local ODS Server. If the result is failure causes, it
switches to exception handling, and informs applica-
tion. If is the list of EPCIS addresses, it accesses in
parallel the corresponding EPCISs of EPCIS Cloud
according to the list of addresses, to collect the detail
information related to the EPC.
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5) Every corresponding EPCIS sends its lookup result
using PML (Physical Markup Language) file format
to the local Savant server.

6) The local Savant server resolves these lookup results
from previous step and sends them to the application
through the application software interface.

Finally, the application integrates the collated results and
displays them through the user-friendly interface.

2.5 Security Mechanism

In IoT, lookup services or Discovery Services are not only
critically dependent upon the high efficiency of lookup
and the integrity, but also the confidentiality they offer
their customers. Therefore, in HDSA, apart from all in-
formation interaction use secure channels, the following
security measures are given to meet the corresponding se-
curity and privacy requirement.

2.5.1 Mutual Authentication

To enable the retrieved address and object information
could be authenticated, the responder and requester of
object information must be authenticated mutually via
certificate services. In HDSA, all participants (organiza-
tion/company) need to obtain two certificates from cer-
tificate authority (CA), one certificate used for query is
called query certificate (QC) and installed on the Savant
server and the ODS server, another certificate used for
sending lookup result to requester is called response cer-
tificate (RC) and installed on EPCIS server.

When a participant approaches CA to obtain certifi-
cates, its identities (for responder or requester) are ver-
ified and after complete verification, the corresponding
certificate is issued. Communicating participants use
them for mutual authentication. Before Savant server
communicates with the corresponding EPCIS server, a
mutual verification of them is performed. The certificates
(QC of Savant server and RC of EPCIS server) which they
obtained from Certificate authority are verified.

2.5.2 User Account Management

Some information about some item is confidential to some
user and should only be accessed by the user has the cor-
responding right. Therefore, we provide corresponding
access right for user to prevent unauthorized read of in-
formation.

Before beginning to perform the operation of lookup,
every user must have an account including user name,
password, and access right. The account information of
user is stored in the user-account-table in the relevant
Savant server.

In our solution, the Savant servers of all participants
are assigned a corresponding level right (is called lookup-
right) to lookup object information. The levels of their
lookup-rights do not have to be same or different. What-
ever level to be assigned, it is depended on the concrete
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situation or the relevant regulation of real world. When
registering to the Savant server of someone participant,
user must provide some necessary identity information
and credentials to be verified whether the user has the
qualification to obtain the level of lookup-right. If has, the
Savant server creates corresponding user account for the
user in its user-account-table, give user name and pass-
word, and assign its lookup-right to the access right of
the user, and add the base identity information of the
user into this table. Otherwise, the Savant server refuses
to create account for the user, so the user could not to
issue lookup via the Savant server.

2.5.3 Security Measure in Communication be-
tween Savant and EPCIS

After mutual authentication between Savant server and
the corresponding EPCIS server is completed, a session
key is created, Savant sever begin to issue query encrypted
by the session key to EPCIS server. EPCIS server re-
ceives and decrypts the query information from the Sa-
vant server by the session key to get the EPC and the
access right of the query user. Then, according to the ac-
cess right, the corresponding information of item related
to the EPC is extracted from the EPCIS servers lookup
result, and sent to Savant server after being encrypted by
the session key. Finally, the Savant server receives and de-
crypts the information from EPCIS server by the session
key to obtain the desired lookup result.

2.5.4 Security Measure in ODS System

In ODS system, for the sake of backtracking processing
when the lookup fails, the query message mainly include
three parts: the hash value of EPC, the IP address of
FRODS and the IP address of the closest source ODS
node (e.g. ODS 1 is the closest source ODS node of
ODS 2 in Figure 6) of current ODS node. When the des-
tination ODS node (e.g. ODS 4 in Figure 6) is found, it
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immediately initiates communication to FRODS (ODS 0
is the FRODS in Figure 6). As shown in Figure 6, the
detailed procedures are described as follow:

1) ODS 4 informs ODS 0 that it has the desired infor-
mation about Key(EPC) and the hash algorithms
supported by it include: hash 0, hash 1, · · · , hash n.

2) ODS 4 decrypts the encrypted data from ODS 0
by the public key of ODS 0 and get hash x(QC).
Then, it uses hash i (i = 1, 2, · · · , n) one by one
to get hash i(QC), and compares hash i(QC) and
hash x(QC). If they are equal, ODS 4 returns the
lookup result (list of addresses) encrypted by the
public key of ODS 0 on the Key(EPC) to ODS 0;
Otherwise, when i is equal to n, hash i(QC) is still
not equal to hash x(QC), ODS 4 stops communica-
tion with ODS 0 and disconnects with it.

3) ODS 0 decrypts the encrypted lookup result from
ODS 4 by its private key and gets the desired lookup
result about Key(EPC).

3 Discussion and Analysis

In the following, according to privacy enhancing technolo-
gies and Security and privacy needs of IoT, we give cor-
responding discussion and analysis for our solution and
security mechanism.

3.1 Privacy Enhancing Technologies

It is quite difficult to enhance the privacy of user of net-
work and service infrastructures. In order to achieve in-
formation privacy goals, a number of Privacy Enhancing
Technologies (PET) have been developed. They can be
described in brief as follows [12, 30]:

• Virtual Private Network (VPN) is extranet estab-
lished by close groups of business partners. This so-
lution may reduce the confidentiality and integrity
risks, but it does not allow for a dynamic global in-
formation exchange and is impractical with regard to
third parties beyond the borders of the extranet.

• Transport Layer Security (TLS) could improve con-
fidentiality and integrity of the IoT on the base of an
appropriate global trust structure, but it would be
negatively affected the performance of lookup.

• DNS Security Extensions (DNSSEC) use public-key
cryptography to guarantee origin authenticity and in-
tegrity of delivered information. However, DNSSEC
could only assure global ONS information authentic-
ity if the Internet community as a whole adopts it.

• Onion Routing cryptographically transform and mix
Inter-net traffic from many different sources to im-
pede matching a particular IP packet to a particular

source. However, onion routing would affect the us-
ability of ONS and Discovery Services because of the
latency and performance issues.

• Private Information Retrieval (PIR) systems conceal
which client is interested in what information, once
the EPCIS have been located. However, in the global
lookup system such as the ONS, problems of scala-
bility and key management, as well as performance
issues, make this method impractical.

Some of the above- mentioned methods could be combined
to create alternatives for enhancing security and private
of IoT.

To further increase security and privacy, DHT-based
(Distributed Hash Tables) Peer-to-Peer (P2P) system
that generally shows good scalability and performance
in real-world applications, is a good method. In recent
years, as one of the most popular applications in the
Internet, the P2P paradigm has emerged as an alterna-
tive to centralized and hierarchical architectures. The
advantages of DHTs include, among other aspects, self-
organizing, load-balance, less traffic that data placement
and search procedures generate. Chord, one of the most
popular DHT-based systems, has not only simple design
idea and good features of distribution, scalability, stabil-
ity, and load balancing, and it is the focus of the present
research, such as [7, 8, 14, 18, 19, 26, 27]. Though both
existing EPCIS and DHT have not offered any encryption
measure or access control [11], the encryption of EPCIS
connection and the authentication of customer could be
implemented without major difficulties, using common In-
ternet and web service security frameworks [12], and the
authentication of customer can be done by issuing shared
secrets or using public-key cryptography [11]. Therefore,
combining some of the above- mentioned methods and
implementing access control at the actual EPCIS itself, a
distributed hotspot-based discovery service architecture
based on Chord for IoT, is a good solution to meet the
functional requirements (with high performance and ro-
bustness) and security & privacy requirements.

3.2 Security and Privacy Requirements

From the technologies point of view, the lookup service (or
discovery service) architecture of the IoT has an impact
on the security and privacy of the involved stake holders.
As described in [11] and [30], a high degree of reliability is
needed in business processes and private enterprises using
IoT technology will have to include the following security
and privacy requirements into their risk management con-
cept governing the business activities in general:

• Resilience to attacks: The system can avoid single
points of failure and adjust itself to node failures.

• Data authentication: Retrieved address and object
information should be authenticated.

• Access control: Information providers must be able
to implement access control on the data provided [3].
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• Client privacy: Measures need to be taken that only
the information provider is able to infer from observ-
ing the use of the lookup system related to a specific
customer; at least, inference should be very hard to
conduct.

As HDSA is constructed on the base of Chord protocol,
all storage-load and lookup-load are distributed evenly on
the entire system, which make it can avoid single of failure
and enhance its adaptivity by performing the stabilization
operation inherited from Chord. The mutual authenti-
cation between the Savant server performing query op-
eration and the corresponding EPCIS server enables the
retrieved address and object information could be authen-
ticated in HDSA. Though the user account management,
HDSA provides corresponding access right for user to pre-
vent unauthorized read of information, thus obtains some
access control capabilities.

In our solution, information publishing, query, and
storage are all done using the hash value of EPC, which
make the information is not understandable or meaning-
ful to non-requester (non-subscriber) of query or eaves-
droppers or attackers, and thus enhance the protection
on privacy of client and security of information to certain
extent. On the other hand, due to the adoption of P2P,
the number of ODS (and HODS) nodes the adversary or
attackers have to monitor is very large and is increasing,
which make the inference be very hard to conduct for the
attackers. Additionally, the security measures in ODS
System ensure the correctness and completeness of the
returned discovery service information, in particular the
addresses of the relevant EPCIS, and the security measure
in communication between Savant and EPCIS ensures the
correctness and completeness of the object information it-
self, which be able to reduce the whole systems confiden-
tiality and integrity risks.

In ODS system, the hash value of EPC is used as the
index to locate the corresponding EPCIS servers address
and the number of ODS (or HODS) nodes is very large,
which make the eavesdroppers cannot know the actual
value of EPC and eavesdropping more difficult. There-
fore, the mutual authentication between ODS (or HODS)
nodes is not very necessary. So, our solution does not
require the mutual authentication, which can help the
improvement of lookup performance.

Technically, measures ensuring the IoT architectures
resilience to attacks, data authentication, access control
and client privacy need to be established. On the other
hand, international legislator [30] would best establish
an adequate legal framework considering the underlying
technology, so the requirements of security and privacy
can better meet.

4 Related Works

In the last years, the achievements of EPCglobal stan-
dardization efforts are substantial and the diffusion of the
EPCglobal network continues. However, DS is not yet

specified, the granularity of ONS lookup is still limited to
product type, rather than serial-level lookup in the up-to-
date version of ONS 2.0.1 [15], and ONS is based on DNS
suffering from well-studied weaknesses in robustness, con-
figuration complexity, and security. Relying heavily on
Root ONS to implement traceability applications, makes
the centralized architecture of hierarchical ONS is vulner-
able to single point failure and workload-imbalanced due
to excessive lookup-load of Root ONS. Alias DS is com-
pliant to the architecture framework of EPCglobal, its
basic characteristics are hierarchical lookups and DNS-
based naming and translation. The BRIDGE project,
supported by the EU and coordinated by GS1, addressed
a wide spectrum of problems related to the implementa-
tion of RFID in Europe, whose prototype is very similar
to the EPCglobal approach. The two kinds of approach
and the EPCglobal approach share the same advantages
and disadvantages [10].

Barchetti et al. [2] focused on the implementation of
DS developed as an extension of FossTrak open frame-
work [13] based on centralized framework. MUTLER et
al. [22] presented a centralized aggregating DS for the
EPCglobal Network and showed how to overcome scala-
bility challenges through notification in a real-world en-
vironment. MANZANARES-LOPEZ et al. [21] proposed
an distributed discovery service for EPCglobal network
in nested package scenarios, which is based on the imple-
mentation of a DHT-based (Pastry) ONS and a totally
distributed DS. Although they solve some problems, they
all ignore the enhancement of security and privacy.

HUANG et al. [17] propose a distributed ONS archi-
tecture by combining ONS and DHT to find out drug
counterfeit points in the pharmacy supply chains, and
the distributed ONS be constructed involving the EPCIS
servers of all the participants. This approach of locating
drug counterfeit points through forward tracing or reverse
tracing is called Daisy Chain approach. Although the ap-
proach is implemented in a distributed and relatively se-
cure manner, all the processes rely on rewritable tags and
must be supervised by an entity to be able to identify the
offender [4, 21]. In addition, to collect information about
an item, traversing all relevant EPCISs along the supply
chain for a given EPC cannot be parallelized and there-
fore raises high lookup latency because each EPCIS must
be queried sequentially [4, 22].

In preceding studies, researchers pay less or no atten-
tion on the issue of locating hotspot resource object in
IoT. In our solution, ODS and DS are combined into ODS
from functionality and Chord lookup algorithm is intro-
duced into ODS, which not only make the entire system is
easier and more efficient to implement item-level tracking
& tracing, but also remove the faults DNS-based ONS.
The hotspot-based HODS-Ring further improves the ef-
ficiency of lookup, balances the flows of query and re-
duces the probability of congestion of ODS-Ring, which
make the whole system is more efficient and robust. In
contrast to the Distributed ePedigree Architecture pro-
posed by Huang et al. in HDSA, the information collec-
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tion from all relevant EPCISs along the supply chain for a
given EPC can be parallelized and therefore achieves low
lookup latency because each EPCIS can be queried con-
currently, which further improves the lookup efficiency in
practice. Additionally, the introduction of security mech-
anism ensures our architectures resilience to attacks, data
authentication, access control and client privacy.

5 Conclusions

For the current development status and existing problems
of lookup service in IOT, especially for the issue of secu-
rity and privacy, this paper proposes HDSA with secu-
rity mechanism, which points out one of viable directions
to foster the development of IOT. So far, many research
problems and implementation issues are still unsolved,
and require more efforts from both academia researchers
and industrial practitioners, though lookup service is a
vital research direction in IOT. Future work should fo-
cus on the latest security techniques and protocols (such
as [5, 20, 23]) and further enhance the security of the In-
ternet of Things. Additionally, to introduce Cloud Stor-
age and Cloud Computation into HDSA will also be our
next work.
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Abstract

Partially blind signature schemes are the most important
ingredient for anonymity in off-line e-cash system. In this
paper, a new approach to setup formal security arguments
in random oracle model for factorization based partially
blind signature schemes is presented. Then a provably
secure and efficient scheme based on quadratic residue
is proposed. The approach also allows one to give formal
proofs in the random oracle model for all the factorization
based fully blind signature schemes. Our scheme takes
an outstanding performance in computational costs com-
pared to the existing schemes.

Keywords: Partially blind signature, Provable security,
Quadratic residue, Random oracle model

1 Introduction

1.1 Background

In an e-cash system, customers are always not willing to
reveal their privacies like transaction records to others
while trading on line. To offer protection for privacy by
the blindness property, Chaum first introduced the tech-
nique called “blind signature” in 1983 [4]. Though blind
signature was sufficient to solve the problem of privacy
protection, two other new matters appeared next. The
first is that the bank has to keep an unlimited database
which stores all the transaction records in history to check
the occurrence of double-spending issues. Apparently the
cost of storage space and searching goes higher at fast
speed as the period of blind signature scheme used is get-
ting longer. The second is that the signer can not assure
that the message to sign includes the right information
without seeing it. The signature may be used for illegal
purposes.

The above two shortcomings can be eliminated by par-

tially blind signatures which is introduced by Abe and
Fujisaki in 1996 [1]. By injecting some agreed common in-
formation such as the expiration date and the face value to
the signature which can’t be replaced by users, the scheme
gets the property of partial blindness. So the bank can
delete all the expired records to keep a constant size of
the database. And also the bank will confirm that the
message to sign contains the information it really con-
cerns. Without loss of privacy of other information, the
user just needs to renew the e-cash when the old one is
close to expire.

The first partially blind signature scheme based on
RSA was proposed by Abe and Fujisaki along with the
concept which is vulnerable to one-more-forgery attack.
It was realized that a signature scheme should be en-
hanced by adding random factors to get the randomiza-
tion property which was suggested by Ferguson [7]. Until
now, numerous security enhanced partial blind signature
schemes have been proposed. Abe and Okamoto pro-
posed a provably secure partially blind signature based
on Schnorr signature scheme [2] and then Okamoto also
presented a scheme under standard model based on bilin-
ear groups [14]. The computational costs of both schemes
above are so high to be in application. Wu et al. gave an
improved Abe scheme and a inverse Schnorr based scheme
with higher efficiency [19]. There are also some discrete
logarithm based schemes which is not of Schnorr type
like [9, 11, 12]. Tianjie Cao et al. proposed a partial blind
signature scheme based on RSA [3], which turned out to
be insecure [8, 13]. Some other RSA based schemes were
proposed by Tahat et al. [16] and Fang et al. [6]. Fan et
al. proposed a scheme based on quadratic residue and em-
phasized on reducing the cost in verification [5]. It is no-
table that these factorization related schemes [3, 5, 6, 16]
didn’t give a formal proof. We can see that some success-
ful attacks on blind signatures like [8, 13, 17] are due to
the unproved constructions. A formal proof which rigor-
ously claims the security under certain condition is neces-



International Journal of Network Security, Vol.17, No.2, PP.217-223, Mar. 2015 218

sary. Besides these standard assumption based schemes,
other interesting schemes like [18] which is based on Braid
groups were also presented.

1.2 Our Contribution

As Pointcheval said [15], general methods of proofs used
to establish security arguments for signature schemes
no longer work in the blind context since we lose con-
trol over the value that the signer receives. The value
doesn’t only come from the random oracle but also the
attacker(blinding factor). As a consequence, the signer
can’t be simulated without the secret key as usual. Thus,
the ability of the attacker to make a forgery is hard to
be related to a difficult problem. To overcome this prob-
lem, the existing DDH-based schemes like [1, 2, 15] use the
concept of witness indistinguishable proofs which requires
that many secret keys are associated to the same public
key and the knowledge of two distinct secret keys provides
the solution of a difficult problem. So the simulation can
be constructed with the key pair generated by simulator,
but the forgery output by the attacker may be associated
to one secret key indistinguishable to the one simulator
uses. The fact that one forgery can be implemented by
two distinct secret keys provides the solution to a diffi-
cult problem. This approach is useful for the DDH-based
schemes but the factorization based schemes don’t satisfy
the requirement of nontrivial witness indistinguishability
since the public key modulus is one-to-one corresponded
to the secret key factorization. The second scheme pro-
posed in [19] didn’t use witness indistinguishable proofs
by employing key evolution to construct multiple public
key environment to simulate the signer. We try to ap-
ply this thought to give proofs for the factorization based
schemes.

Our approach uses a simple fact which we prove later
that if computing factorization of one of a polynomial
bounded number of moduli randomly generated is feasible
with non-negligible probability, then computing factoriza-
tion of one modulus randomly generated is also feasible
with non-negligible probability. We setup security defi-
nition of unforgeability on the former problem. This is
a kind of computational indistinguishability obtained by
randomness. Our security definition is more close to the
real applications of the schemes where several public keys
are used on line in the same time.

In this paper, we design a partial blind signature
scheme based on quadratic residue with low computa-
tional cost. We first introduce the basic theory and defini-
tions, then we describe our scheme and give a formal proof
under random oracle model. Also, we make a comparison
of the computational cost between our scheme with exist-
ing ones. Our scheme is quite applicable in e-cash system
especially for resource-limited user device like smart card.

2 Preliminaries

2.1 Legendre Symbol and Jacobi Symbol

Let p be a prime, Qp denote the set of quadratic residues
modulo n, Qp the set of quadratic non-residues. For any
a ∈ Z∗p , the Legendre symbol of a is denoted by

a
p

 =


0, p|a.
1, a ∈ Qp.
−1, a ∈ Qp.

Let Z∗n = {k ∈ Zn, gcd(k, n) = 1} denote the multi-
plicative group with n = pq, where p and q are two large
primes of the same size. the Jacobi symbol of a ∈ Z∗n is
denoted by a

n

 =
a
p

a
q


The Jacobi symbol can be efficiently computed without
the factorization of n.

2.2 Blum Integers

An integer n = pq is called Blum integer if p ≡ 3 mod 4
and q ≡ 3 mod 4. When n is a Blum integer, the function
f(x) = x2mod n is a permutation over Qn. If n is a Blum

integer,
−1

n

 = 1. That means the Jacobi symbols

of any x and −x are the same, which makes it hard to
distinguish x and −x by computing Jacobi symbols.

2.3 Quadratic Residues Modulo a Com-
posite

An element x ∈ Z∗n is a quadratic residue if there exists a
y ∈ Z∗n with y2 ≡ x mod n, otherwise is called quadratic
non-residue. Let Qn denote the set of quadratic residues

modulo n, Qn the set of quadratic non-residues and Qn
+

the set of quadratic non-residues whose Jacobi symbol is
+1. There are four square roots for each quadratic residue
and only one of them is also a quadratic residue when the
modulus is a Blum integer.

2.4 Related Complexity Assumptions
and Results

Claim 1. (decisional quadratic residue assumption).
Without the factorization of n, deciding quadratic resid-

uosity of any x ∈ Qn
+

is computationally infeasible to
succeed with probability more than 1/2 for all probabilis-
tic polynomial time algorithms [10].

Definition 1. (computational quadratic residue problem,
denoted CQR). Without the factorization of n, compute
square roots of x mod n where x is randomly chosen in
Qn and gcd(x, n) = 1.

Claim 2. If factoring is computationally infeasible, then
solving CQR is also computationally infeasible [10].
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Definition 2. (multiple computational quadratic residue
assumption, denoted MCQR). For a set S of moduli
n1, · · · , nN randomly generated, where N is polynomial
bounded, the factorization of ni for any i is unknown,
and (x, ni) = 1, compute square roots of x modulo ni for
any one i.

Claim 3. If solving CQR is computationally infeasible,
then solving MCQR is also computationally infeasible,
and vice versa.

Proof. It is trivial that if one can solve CQR, then one can
solve MCQR by picking any ni as modulo. Let’s focus on
the other direction.

If there exists a machine M that can solve MCQR
with probability ε in polynomial time t in a uniform way
(which means the probability of the modulo of the solu-
tion is uniformly distributed over S), then we can con-
struct M ′ which uses M as a subroutine to solve CQR.
Let n∗ and x be the parameters in CQR. M ′ randomly
generates n1, · · · , nN−1 and obtains a set of N moduli by
adding n∗. Then M ′ invokes M by giving it the set and x
as inputs. The output of M is a tuple (x1/2, x, ni). Since
M works in a uniform way, the probability that M out-
puts (x1/2, x, n∗) is at least ε/N . In this case, x1/2 is the
solution of the CQR problem we want to solve.

2.5 Using Chinese Remainder Theorem
to Compute Square Roots [10]

Theorem 1. (Chinese remainder theorem). Let n = pq
where p and q are relatively prime. Then Zn

∼= Zp ×
Zq and Z∗n

∼= Z∗p × Z∗q . Moreover, let f be the function
mapping elements x ∈ {0, 1, · · · , N − 1} to pairs (xp, xq)
with xp ∈ {0, 1, · · · , p − 1} and xq ∈ {0, 1, · · · , q − 1}
defined by

f(x)
def

==== ([x mod p], [x mod q])

Then f is an isomorphism from Zn to Zp×Zq as well as
an isomorphism from Z∗n to Z∗p × Z∗q .

To compute a square root of x modulo a Blum integer
n = pq of known factorization, we use Chinese remainder
theorem to find the presentation of x in Z∗p × Z∗q , then
compute the square roots in the same presentation and
convert the result back to the presentation in Z∗n. Namely,
do as follows.

1) Compute xp = x mod p and xq = x mod q.

2) Compute a square root yp = x
(p+1)/4
p of xp and a

square root yq = x
(p+1)/4
q of xq, by the fact that one

square root of any z modulo a prime p′ = 3 mod 4 is
z(p
′+1)/4.

3) Using Chinese Remainder Theorem to convert from
the presentation (yp, yq) ∈ Z∗p × Z∗q to y ∈ Z∗n. Out-
put y.

3 Definitions

In a partially blind signature scheme, the signer and the
user are assumed to agree on a piece of common informa-
tion outside the signature issuing procedure, denoted as c.
And a randomizing factor should be negotiated during the
procedure for the randomization property. We formalize
this notion by introducing function R() which is defined
outside the scheme. Function R() is a polynomial-time
deterministic algorithm that takes two arbitrary strings x
and y that belong to the signer and the user respectively,
and outputs u as the randomization factor. To compute
R(), the signer and the user will exchange x and y with
each other. Some parts of the following definitions refer
to [2].

Definition 3. (Partially blind signature scheme). A par-
tially blind signature scheme is a four tuple (G, S, U, V ).

• G is a probabilistic polynomial-time algorithm that
takes security parameter n and outputs a public and
secret key pair (pk, sk).

• S and U are two parties who follow the interactive
signature issuing protocol. U takes message m , pk,
the description of R(), and the common information
c as initial inputs. S takes sk, the description of
R() and c as initial inputs. Then S and U engage in
the signature issuing protocol and stop in polynomial-
time. When they stop, S outputs either completed
or not completed. If it is completed, U outputs a
signature (m, s, u, c) or ⊥ in private.

• V is a probabilistic polynomial-time algorithm that
takes (pk,m, s, u, c) and outputs either accept or re-
ject.

Definition 4. (Completeness). If the signer and the
user follow the signature issuing protocol, then with prob-
ability at least 1 − ε for negligible ε, S outputs com-
pleted and the user outputs (pk,m, s, u, c) that satisfies
V (pk,m, s, u, c) = accept.

To define the partial blindness property, let us intro-
duce the following game.

Game A. Let U0 and U1 are two honest users who fol-
low the signature issuing protocol with the same common
information c.

1) The signer S does the key generation and publishes
pk.

2) U0 and U1 engage the protocol with S respectively
and get the message-signature tuple (m0,±s0, u0, c)
and (m1,±s1, u1, c).

3) A random bit b ∈ {0, 1} is selected and Ub sends
(mb,±sb, ub, c) to S.

4) S outputs b′ ∈ {0, 1}.

We say that S wins if b′ = b. We define the advantage as
adv = |Pr[b′ = b]− 1/2|.
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Definition 5. (Partial Blindness). A signature scheme
is partially blind if for any probabilistic polynomial-time
algorithm S, S wins in Game A with negligible advantage.
The probability is taken over the coin flips of S, U0 and
U1.

The unforgeability property is defined through the fol-
lowing game.

Game B. Let U∗ be the user who tries to forge a sig-
nature after issuing the protocol with the signer S.

1) The signer S generates a number of pairs of keys
(ni, (pi, qi)) and publishes the public keys ni(i ∈
[1, N ]).

2) U∗ randomly and independently chooses public keys
and engages in the signature issuing protocol in a
concurrent way. Let l be the total number of execu-
tions of the protocol and ci,j be the common infor-
mation used corresponding to the j-th execution of
the public key Ni.

3) U∗ outputs l+ 1 public key-message-signature tuples
(ni,mi,j ,±si,j , ui,j , ci,j).

Definition 6. (Unforgeability). A partially blind sig-
nature scheme is unforgeable if for any probabilistic
polynomial-time algorithm U∗ that plays Game B, the
probability that all the l + 1 signatures which U∗ outputs
after l interactions with S are valid is negligible. The
probability is taken over the coin flips of S and U∗.

4 The Proposed Partially Blinded
Signature Scheme

Z∗n is defined as that of Definition 2.3. Let c be the
common information with constant length r containing
the message like an expiration date and the e-cash value
which is negotiated by the user and the signer. We as-
sume that the messages to be signed can be expressed
by the elements in Z∗n. H is a public hash function:
H : {0, 1}r × N → QN and H0 is a public hash function:
H0 : {0, 1}∗ × N → QN. (The input of the parameter N
is n to ensure that the hash value is in the valid range
when multiple public keys are in use at the same time.
We directly use H(r) instead of H(r, n) for short if there
is no confusion.)

Key Generation. The signer randomly selects two large
primes p and q, computes n = pq and publishes n as
the public key. Here the secret key is (p, q).

Blinding. A user submits the common information c to
the signer. After checking the validity of the common
information, the signer randomly selects a random-
izing factor x ∈ Qn and sends x4 to the user as the
commitment(signer can choose a random x1/2 ∈ Z∗n
to generate x and compute x4, and save x1/2 to de-
commit later).

The user randomly selects his randomizing factor
y ∈ Qn and blinding factor k ∈ Qn. With the re-
ceived commitment x4 and the message m, the user
computes the blinded message

m̂ = k2y2H0(m ‖ x4y4 ‖ c)

and sends it to the signer.

Signing. After receiving m̂, The signer injects his ran-
domizing factor and the common information into
the blinded message, computes

m̂′ = x2m̂H1/2(c).

Let h0 and h1 denote the output by H0(m ‖ x4y4 ‖ c)
and H(c) respectively. Then the signer calculates the
square roots of m̂′ by Chinese remainder theorem.
We pick the square root which is also a quadratic
residue of m̂′ as the blinded signature. So the blinded

signature ŝ is kxyh
1/2
0 h

1/4
1 . Then the signer sends ŝ

and (x, x1/2) to the user.

Unblinding. The user confirms that x is a quadratic
residue, then computes s = k−1ŝ to remove the blind-
ing factor, and computes u = xy as the randomiz-
ing factor in the output. The tuple (±s, u, c) is the
signer’s signature on the message m. (We denote
(s,−s) as ±s for short and treat (s,−s) and (−s, s)
as the same signature).

Verifying. V (pk,m,±s, u, c) = accept if

s4 = u4H0(m ‖ u4 ‖ c)2H(c).

5 Security Analysis

5.1 Completeness

The completeness of our scheme can be easily conformed
as follows.

s4 = (xyh
1/2
0 h

1/4
1 )4

= (xy)4h20h1

= u4H0(m ‖ x4y4 ‖ c)2H(c).

We can see that with probability 1, the signature output
by issuing protocol legally satisfies the equation. That is
perfect completeness.

5.2 Partial Blindness

Theorem 2. Our proposed scheme is partially blind.

Proof. Let S be a player of Game A. Let xi, m̂i, ŝi be
the data recorded in the view of S during the execution
of the protocol for i = 0, 1.
S receives (mb,±sb, ub, c) and tries to match it to the

views. It is sufficient to show that for either view, there
always exists a tuple of corresponding random factors
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(yi, ki) to match the verification equation. We see that
yi = x−1i ub, k

2
i = y−2i H0(mb ‖ u2b ‖ c)−1, S can ob-

tain ki by the Chinese remainder theorem. Thus (yi, ki),
(xi, m̂i, ŝi), and (mb, sb, ub, c) have exactly the same rela-
tion as the scheme defined. And such (yi, ki) always ex-
ists regardless of what the value of (mb,±sb, ub, c). That
implies that the signature (mb,±sb, ub, c) is independent
from the blinded signature. So, even an infinitely power-
ful S wins Game A with probability exactly 1/2. Then
the blindness property follows.

5.3 Unforgeability

Theorem 3. Our proposed scheme is unforgeable if l <
N logp(n) for sufficiently large n. In other words, let q be
the maximum number of queries to H in the simulation,
if there exists a forger who can make a forgery in l ex-
ecutions with probability ε, then we can solve CQR with
probability ε/(qp(n)).

Proof. Let U∗ be the forger who plays Game B and
produces a valid public key-message-signature tuple
(ni,m

∗,±s∗, u∗, c∗) that never appeared in the l execu-
tions of the protocol with probability ε which is not neg-
ligible. By using U∗, we construct a machine M to solve
the problem of finding square roots in a passive environ-
ment. Notice that every ni is generated randomly so that
they are all identically distributed. As a result, the prob-
ability that every ni appears in the output forgery is the
same.

Notice that H0 is only queried by users and blind to the
signer. So we can’t treat it as a random oracle when we
use M to simulate S. The value of H0 is just treated like
a random factor which multiples another random factor
k in the message m̂ in the signer’s view. Let q be the
maximum number of queries asked from U∗ to H. All
the parameters are limited by a polynomial in a security
parameter ks. Let (n∗, x) be the instance that we want
to find a square root of x in Z∗n∗ without the factorization
of n∗. M simulates Game B as follows.

1) Generate N pairs of large primes (pi, qi) and ran-
domly select I ∈ {1, · · · , N}. Let

ni =

{
piqi, i 6= I.
n∗, i = I.

2) Run U∗ with those keys and simulate H and S as
follows.

For the query ci,j to H, return z such that

• If i = I, choose j ∈R Qni , return z = j4x and
record (ci,j , j).

• If i 6= I, choose j ∈R Qni
, return z = j4.

For the requests to S,

• If U∗ requests signatures under modulo ni that
i = I, the simulation fails and aborts.

• If U∗ requests signatures under modulo ni that
i 6= I, return ŝ by using Chinese remainder theo-
rem because the factorizations of these ni where
i 6= I are known ( they are generated by M). So
that M simulates S completely under this con-
dition.

3) If U∗ eventually forges a signature (ni, m
∗, ± s∗, u∗,

c∗), output them.

Then we evaluate the probability that the simulation
doesn’t abort.

Claim 4. If l < N logp(n), the probability that the simu-
lation doesn’t abort is at least 1/p(n).

Proof. We assume that U∗ chooses ni in a uniformly ran-
dom way. Such that the probability that the simulation
doesn’t abort is

(1− 1/N)l = (1− 1/N)N∗l/N

> (1/e)l/N

> (1/e)logp(n)

> 1/p(n).

The probability that U∗ makes a forgery successfully
without asking H is negligible because of the unpre-
dictability of the hash function. Thus, the success prob-
ability of M that doesn’t abort to get a forgery on nI is
at least ε/q which is not negligible. According to Claim
4, we know that the probability that M make a forgery is
ε/(qp(n)).

Now we use M to solve the problem (n∗, x). When
M obtains a forgery (nI ,m

∗,±s∗, u∗, c∗), it checks the
records (ci,j , j) to find out the ci,j = c∗. Then it estab-
lishes an equation

(s∗)2 = (u∗)2H0(m∗ ‖ (u∗)4 ‖ c∗)H(c∗)1/2

where all the values except H(c∗)1/2 are known. We
denote the value of H(c∗)1/2 by y which can be com-
puted from the equation. M answered the query ci,j by
H(ci,j) = j4x in the simulation. So

y = H(c∗)1/2 = j2x1/2, x1/2 = yj−2

Thus M finds a square root of x without the factorization
of nI . That contradicts the fact that the problem can’t
be computed efficiently.

6 Performance

We make a computational performance comparison be-
tween our scheme and several former schemes in Table 1
as follow. Using Chinese remainder theorem to compute
roots costs about 1/4 of the time that one exponentiation
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Table 1: Computation costs

Scheme Exponentiation Inverse Hashing Multiplication
Fan [5] 3/4 1 4 34
Wu [19] 7 1 5 5
Cao [3] 8 1 4 7
Fang [6] 5 2 4 27
Zhao 2/4 1 4 20

modulo costs [10]. For the reason that we focus on re-
ducing the costs for user in verification, we don’t consider
the costs of pairing based schemes. Our scheme takes 9
multiplications and 1 hashing in the blinding step, 2 mul-
tiplications and 2 square root computations in the sign-
ing step, 1 inverse and 2 multiplications in the unblinding
step, and 7 multiplications and 2 hashing in verification.
We could see that the quadratic residue based schemes
have the least number of modular exponentiations and
further more, no modular exponentiations in verification
which is applicable in the resource limited environment.

7 Conclusions

We have presented an efficient partially blind signature
scheme based on the assumption that finding square roots
modulo a composite is intractable. We then gave a formal
proof of security including blindness and unforgeability
in the random oracle model. Also our approach is easily
transformed to give formal proofs for other factorization
based schemes.

Notice that unlike some other schemes based on
quadratic residue [20], the signature space of our scheme
is limited in the quadratic residues of the group. It’s
easy to expand the signature space by adding a “label” in
the signature like other schemes, but the blindness prop-
erty will be weakened by those “label”s. So we still con-
structed the scheme based on permutations rather than
4-to-1 mappings.
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Abstract

Signcryption can offer authentication and confidential-
ity simultaneously with better efficiency than traditional
signature-then-encryption approach. Ring signature en-
ables a user to conscribe arbitrarily a group of ring mem-
bers and sign a message on behalf of the ring (which in-
cludes himself) without revealing his real identity. By
integrating the notion of signcryption and ring signature,
ring signcryption has been initialized to leak secrets in
an authenticated and confidential way anonymously. Re-
cently, Guo et al. (Guo Z, Li M, Fan X. Attribute-based
ring signcryption scheme. Security and Communication
Networks, vol. 6, no. 6, pp. 790-796, 2013) proposed a
ring signcryption scheme in attribute-based cryptography.
Furthermore, they claimed that their scheme can satisfy
confidentiality and unforgeability in the random oracle
model. Unfortunately, by giving concrete attacks, we in-
dicate that Guo et al.’s attribute-based ring signcryption
scheme doesn’t provide confidentiality and unforgeability.

Keywords: Attribute-based cryptography; cryptanalysis;
ring signcryption; provable security

1 Introduction

To offer authenticity and confidentiality simultane-
ously with better efficiency than traditional “sign-then-
encrypt” approach, Zheng [24] initially formalized the
notion of signcryption. Since Zheng’s pioneering work,
dozens of signcryption schemes have been proposed fol-
lowing various research lines. Firstly, the existing sign-
cryption scheme can be classified as RSA-based [10], IF-
based [20], elliptic curves-based [21, 25], pairing-based [4],
lattice-based [12] according to the underlying keys. Sec-
ondly, ID-based [3, 5, 6], certificateless [2, 7], self-
certified [13] and certificate-based [15] signcryption also
have been proposed to simplify the public key certificates
in the traditional public key infrastructure. Thirdly, the

extensions of signcryption have been proposed by inte-
grating the pure signcryption with other cryptographic
primitives, such as ring signcryption [1, 22], group sign-
cryption [11], threshold unsigncryption [14, 23] and proxy
signcryption [17, 18]. The survey of signcryption and re-
lated applications can be found in [8].

As one of the extension of signcryption, ring signcryp-
tion was initially formalized by Huang et al. [1] and al-
lows a signer conscripts a group of ring members and
signcrypts one message on behalf of the ring without
revealing his real identity. Furthermore, the procedure
of signcryption does not need the cooperation of other
ring members. Thus, ring signcryption can be applied in
some concrete applications where authenticity, confiden-
tiality and anonymity receive concern simultaneously. On
the other hand, to use biometric-based identities in the
Identity-based cryptosystem, attribute-based cryptogra-
phy has been proposed in 2005 [19]. Recently, Guo et
al. [9] introduced ring signcryption in the attribute-based
cryptography by integrating the notion of attribute-based
ring signature [16] and attribute-based encryption [19]. In
an attribute-based signcryption, a signer can get its pri-
vate key for attributes set ω from a trusted private key
generator. Then, this signer can signcrypt message on
behalf of a subset ω′ ⊆ ω. Here, all users with this at-
tributes subset ω′ can be considered as the ring. After
that, a concrete attribute-based ring signcryption based
on bilinear pairings has also been suggested in this paper.
They claimed that their scheme can achieve unforgeability
and confidentiality in the random oracle model. However,
in this paper, we show that their scheme cannot provide
confidentiality and unforgeability at all by giving concrete
attacks. Furthermore, the basic reason behind our attack
has also been analyzed.

The rest of this paper is organized as follows. In Sec-
tion 2, we review the Guo-Li-Fan attribute-based ring
signcryption scheme. After that, we explain why their
scheme can not provide unforgeability and confidentiality
in Sections 3 and 4 respectively. Finally, the conclusions
are given in Section 5.
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2 Overview of the Guo-Li-Fan
Scheme

We describe Guo-Li-Fan’s attribute-based ring signcryp-
tion scheme [9] as follows. In their scheme, the signer
can signcrypt a message on behalf of d attributes, where
d will be defined in the Setup algorithm. We then re-
view Lagrange interpolation as follows. Given d points
q(1), · · · , q(d) on a d − 1 degree polynomial, q(i) for any
i ∈ Zp can be computed by adopting Lagrange interpola-
tion technique. Assume S be a set in Zp with d-elements
and the Lagrange coefficient ∆i,S for i ∈ Zp as follows.

∆i,S(x) =
∏

j∈S,j 6=i

x− i

i− j

Setup(κ): Given a security parameter κ, the trusted pri-
vate key generator (PKG) first defines the set of uni-
versal attributes U in Zp, where |U| = l. After that,
a d − 1 default attributes set from Zp is given as Ω =
{Ω1, · · · , Ωd−1}. Furthermore, PKG selects a pairing
e : G1 ×G1 → G2 where the order of G1 and G2 is prime
p > 2κ, and a generator g of G1. PKG then chooses
t1, · · · , tl, tl+1, · · · , tl+d−1 ∈ Zp randomly and computes
Ti = gti where 1 ≤ i ≤ l + d − 1. PKG also picks
α ∈ Zp at random and computes Y = e(g, g)α. Fi-
nally, PKG selects three cryptographic hash functions:
H1 : G2 → {0, 1}|M | × Z∗p × G1, H2 : {0, 1}∗ → Z∗p, and
H3 : {0, 1}|M |×Z∗p → Z∗p, where |M | denotes the length of
the ciphertext. The public parameters PK are published
as follows:

PK = (G1, G2, e, g, {Ti}l+d−1
i=1 , Y,H1,H2,H3).

The master secret key MK is denoted as
MK = (α, {ti}l+d−1

i=1 ).

Key Extract(MK, ω): Given the user with attribute set
ω ⊆ U , the PKG generates the private key for ω as follows:

• A d− 1 degree polynomial q(x) is picked at random
such that q(0) = α.

• Generates a new attribute set ω̂ = ω ∪ Ω and com-
putes Di = g

q(i)
ti for each i ∈ ω̂.

• Outputs the private key Di for each i ∈ ω̂.

Signcryption(m,ωS , ωR): To signcrypt a message m to
a receiver R, the sender S follows the steps below:

• Chooses a subset ω′S with d elements from ω̂S (where
f attributes {i1, · · · , if} are chosen from ωS to sign-
crypt the message, and d − f attributes are chosen
from default attributes set Ω).

• The sender S randomly chooses r ∈ Z∗p, and set s =
H3(m, r), U = gs, and X = Y s = e(g, g)α·s. S
then computes Ei = T s

i for each i ∈ ω′S and for each
j ∈ ωR.

• Let ω′S = {1, · · · , d}, and chooses k ∈ ω′S randomly.
Defines the elements in set ω′S ∪ ωR to be the ring.
For l ∈ ω′S∪ωR and l 6= k, chooses Ul ∈ Z∗p at random
and computes hl = H2(m,Ul, X, ω′S ∪ ωR, l), where
|ω′S ∪ ωR| = nR + d. For l = k, chooses rk from Z∗p
randomly and computes

Uk = Erk

k /
∏

l∈ω′S∪ωR,l 6=k
Ul · El

= gtk·rk·s/
∏

l∈ω′S∪ωR,l 6=k
Ul · gtl·hl·s

hk = H2(m,Uk, X, ω′S ∪ ωR, k)
V = Erk+hk

k

• Compute y = (m‖r‖V )⊕H1(X).

• Finally, the ciphertext CT is denoted as CT =
(y, ω′S , ωR, U, {Ul}nR+d

l=1 , {Ei}d
i=1, {Ei}nR

i=1).

UnsigncryptionCT : After receiving the ciphertext CT ,
R decrypts the ciphertext as follows.

• For CT = (y, ω′S , ωR, U, {Ul}nR+d
l=1 , {Ei}d

i=1, {Ei}nR
i=1),

select a subset ωR′ with d-elements subset from
attribute set ωR.

• Computes

X ′ =
∏

j∈ωR′
e(Dj , Ej)∆j,S(0)

=
∏

j∈ωR′
e(g

q(j)
tj , gtj ·s)∆j,S(0)

= e(g, g)α·s

and retrieves m′, r′, V ′ as (m′‖r′‖V ′) = y ⊕H1(X ′).

• Computes s′ = H3(m′, r′) and verifies whether U
?=

gs′ holds or not.

• For l ∈ {1, · · · , nR + d}, computes h′l = H2(m, Ul,
X, ω′S ∪ ωR, l) and verifies

e(g,

nR+d∏

l=1

Ul · gtl·h′l·s′) ?= e(g, V ′)

holds or not. If so, R accepts CT as the valid ring
signcryption on the message m′; R rejects otherwise.

Note that the original scheme in [9] has several ty-
pos. In the Step 1 of Signcryption algorithm, instead
of writing Chooses a subset ω′S with d elements from ω̂S ,
it was written as Chooses a subset ω′S with d elements
from ωS . In the Step 2 of Signcryption algorithm, in-
stead of writing for each i ∈ ω′S , it was written as for
each i ∈ ωS′ . In the Step 3 of Signcryption algorithm,
instead of writing gtk·rk·s/

∏
l∈ω′S∪ωR,l 6=k Ul ·gtl·hl·s, it was

written as gtk·rk·s/
∏

l∈ω′S∪ωR,l 6=k Ul ·gtl·hi·s. We have cor-
rected these typos to maintain consistency of the scheme.
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3 On the Unforgeability of the
Guo-Li-Fan Scheme

In this section, we show that the Guo-Li-Fan’s certificate-
based ring signcryption scheme is not secure against
forgery attacks. After receiving a valid ciphertext
CT = (y, ω′S , ωR, U, {Ul}nR+d

l=1 , {Ei}d
i=1, {Ei}nR

i=1), the
adversary A can forge a valid ciphertext CT ∗ =
(y∗, ω′S , ωR, U∗, {U∗

l }nR+d
l=1 , {E∗

i }d
i=1, {E∗

i }nR
i=1) on message

m∗ as follows:

• A randomly chooses r∗ ∈ Z∗p, and set s∗ =
H3(m∗, r∗), U∗ = gs∗ , and X∗ = Y s∗ = e(g, g)α·s∗ .
S then computes E∗

i = T s∗
i for each i ∈ ω′S and for

each j ∈ ωR.

• Let ω′S = {1, · · · , d}, and chooses k ∈ ω′S randomly.
Defines the elements in set ω′S ∪ ωR to be the ring.
For l ∈ ω′S ∪ ωR and l 6= k, chooses U∗

l ∈ Z∗p at ran-
dom and computes h∗l = H2(m∗, U∗

l , X∗, ω′S ∪ ωR, l),
where |ω′S ∪ωR| = nR +d. For l = k, chooses r∗k from
Z∗p randomly and computes

U∗
k = (E∗

k)r∗k/
∏

l∈ω′S∪ωR,l 6=k
U∗

l · E∗
l

= gtk·r∗k·s∗/
∏

l∈ω′S∪ωR,l 6=k
U∗

l · gtl·h∗l ·s∗

h∗k = H2(m∗, U∗
k , X∗, ω′S ∪ ωR, k)

V ∗ = (E∗
k)r∗k+h∗k

• Compute y∗ = (m∗‖r∗‖V ∗)⊕H1(X∗).

• Finally, the ciphertext CT ∗ on message m∗ is denoted
as CT ∗ = (y∗, ω′S , ωR, U∗, {U∗

l }nR+d
l=1 , {E∗

i }d
i=1,

{E∗
i }nR

i=1).

The ring signcryption is correct because of the follow-
ing:

• X∗ can be reconstructed as follows:

X∗ =
∏

j∈ωR′
e(Dj , E

∗
j )∆j,S(0)

=
∏

j∈ωR′
e(g

q(j)
tj , gtj ·s∗)∆j,S(0)

= e(g, g)α·s∗

• After retrieving (m∗‖r∗‖V ∗) = y∗ ⊕ H1(X∗), it is
easy to verify that s∗ = H3(m∗, r∗) and U∗ = gs∗ .

• Finally, it is obvious that

e(g,

nR+d∏

l=1

U∗
l · gtl·h∗l ·s∗) ?= e(g, V ∗),

where h∗l = H2(m∗, U∗
l , X∗, ω′S ∪ ωR, l) for l ∈

{1, · · · , nR + d}.
The basic reason of our attack works is that the private

key of the signer has not been mentioned in the Sign-
cryption algorithm. Thus, anyone can generate valid ci-
phertext on any message on behalf of the ring without the
knowledge of any ring member’s private key by executing
Signcryption algorithm directly.

4 On the Confidentiality of the
Guo-Li-Fan Scheme

In this section, we show that the Guo-Li-Fan’s certificate-
based ring signcryption scheme cannot offer confiden-
tiality. After receiving a valid ciphertext CT =
(y, ω′S , ωR, U, {Ul}nR+d

l=1 , {Ei}d
i=1, {Ei}nR

i=1) generated by a
user S. Here, ω′S denotes S’s attributes subset and de-
picts the ring. Assume that the adversary A is one of
the member in the ring, and therefore A has the private
key Dj for j ∈ ω′S corresponding to the attributes sets ω′S
with d elements according to the definition in [9, 16].

Thus, A can decrypt the ciphertext CT as follows.

X =
∏

j∈ω′S
e(Dj , Ej)∆j,S(0)

=
∏

j∈ω′S
e(g

q(j)
tj , gtj ·s)∆j,S(0)

= e(g, g)α·s.

Then, A can obtain m by executing (m‖r‖V ) = y ⊕
H1(X).

The basic reason about our attack works is that the
blind factor X = Y s = e(g, g)α·s is computed independent
of the receiver’s public key. Thus, any of the ring mem-
ber can decrypt the ciphertext by computing the blinded
factor using its own private key.

5 Conclusions

In this paper, we identified security flaws in Guo-Li-Fan’s
attribute-based ring signcryption scheme proposed in [9].
Our results showed that this signcryption scheme fails
to provide unforgeability and confidentiality. Specifically,
anyone can forge the valid ciphertext without the knowl-
edge of the ring member’s private key. On the other
hand, any ring member can decrypt the ciphertext which
should only be decrypted by the receiver. Furthermore,
the basic reason about our attack has also been analyzed.
We remark that it is still an open problem to construct
a provably-secure and efficient attribute-based ring sign-
cryption scheme.
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