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Abstract

Group authentication and group key distribution ensure
the security of group communication. Most existing
schemes of group authentication and group key distri-
bution need the assistance of a group manager. How-
ever, deciding upon a group manager can be difficult work
for some practical applications, especially in an Ad Hoc
network. Therefore, we proposed a group authentication
and group key distribution scheme that does not require
a group manager. Our proposed scheme is an identity-
based scheme based on bilinear pairing. In our proposed
scheme, any user can easily generate a group for commu-
nication purposes. All or part of a group can authenticate
each other and obtain a group key without foreknowledge
or limiting the number of individuals attending the com-
munication session. Any group member can join or quit
the group communication securely in the duration of the
meeting. Our proposed scheme requires little communica-
tion and computation cost and is resistant to common at-
tacks. Furthermore, in order to take full advantage of the
properties of computing ability, which can differ within
Ad Hoc networks, our proposed scheme can designate the
user with the greatest computing ability to distribute the
group key.

Keywords: Ad Hoc networks, bilinear pairing, group au-
thentication, group key distribution

1 Introduction

In recent years, Group communication [3, 16] has be-
come more and more popular in many applications. It
involves many-to-many communication, in contrast to the
one-to-one or one-to-many communication forums in con-
ventional communication. With this kind of communica-

tion, several members of a group can exchange messages
to each other securely. To achieve this goal, mutual au-
thentication and sharing of a session key among the group
members takes place. The properties of group communi-
cation are as follows: 1) The communication users in the
group must belong to the same group, 2) the session key
sharing among group members needs to be the same, and
3) only group members can get the transmitted message
from the group communication.

There are two group communication models for differ-
ent applications. One group communication model, such
as the Wireless Sensor Network [10], only requires group
members to authenticate each other. Under the conven-
tional authentication scheme, if there are n members in
the group, the user needs to perform authentication for
the other users that belong to the group n− 1 times, for
which the time complexity is O(n). In 2013, Harn [7] pro-
posed a group authentication scheme based on Shamir’s
secret sharing method [17], which facilitates authentica-
tion for all users in the group with only a one-time in-
teraction, for which the time complexity is O(1). Under
Harn’s scheme, a group manager (GM) first registers as
a user. Then the users can authenticate each other with-
out the assistance of the GM if they know the number of
participants to authenticate.

In the other group communication model, users need
to share a session key, such as in the case of a group
conference. There are two kinds of methods for sharing
a session key in group communication [5]. One is the
group key agreement protocol [8], and the other is group
key distribution protocol [19]. With regard to group key
agreement protocol, all members in the group will con-
sult together to determine and distribute the session key,
which requires several rounds of interaction. Although
there are some one round group key agreement proto-
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cols [22, 23], the group keys generated in those protocols
are for Asymmetric cryptosystem, which is not suit for a
large number of data encryption. Under group key distri-
bution protocol, a group manager decides the session key.
Generally, the latter is more efficient than the former, be-
cause in the latter case, the group manager does most of
the key distribution work.

However, the models we aforementioned are not suit-
able for the Ad Hoc network [11, 14] environment. This
type of environment does not rely on pre-existing network
architecture, and each node in the network has the capa-
bility to transmit the message to the other node. Pre-
determining a group manager (GM) is difficult in this
scenario. Therefore, foreknowledge of the number of par-
ticipants in Harn’s scheme [7] or distribution of the session
key with the help of the GM present inconveniences. Fur-
thermore, a group member may want to join the group
communication after the group communication has be-
gun in some practical applications. However, we did not
find a group authentication key setup scheme with a join
phase in the process of communication in the reviewed
literature.

To solve the problems mentioned above, we proposed
an identity-based group authentication and key distribu-
tion scheme based on bilinear pairing. The main contri-
butions can be summarized below.

1) Our proposed scheme doesn’t need the selection of a
group manager, and can designate the user with the
most advanced computing ability to distribute group
key, therefore, it is suitable for Ad Hoc networks.

2) Our proposed scheme separates the authentication
phase from the key distribution phase for different
applications.

3) A join phase and revocation phase are employed in
our proposed scheme to enable group members to join
or leave the meeting before or during the process.

4) Our proposed scheme requires little communication
and computation cost. It only calls for two rounds
of interaction in the authentication phase and one
round of interaction in the key distribution phase.
And it require less computation cost compared with
Zhang et al.’s scheme [23].

5) Our proposed scheme can fulfill several security re-
quirements, such as mutual authentication, consis-
tency of group key, and perfect forward security.
Moreover, the scheme can counteract several well-
known attacks, such as impersonation attack, man-
in-the-middle attack, and replay attack.

The rest of this paper is given as follows. The pre-
liminaries are provided in Section 2, and we describe our
proposed scheme in Section 3. The security analysis is
given in Section 4. In Section 5, a comparison with other
schemes is given. Lastly, Section 6 gives the conclusion.

2 Preliminaries

In this section, we review some preliminaries includ-
ing bilinear pairing [15, 20, 21], Diffie-Hellman Assump-
tion [6, 15, 20, 21], and Gentry and Ramzan’s identity
based multisignature scheme [6].

2.1 Bilinear Pairing

LetG1 be additive group andG2 be a multiplicative group
with the same prime order q, while P is a generator of
G1 [15, 20, 21]. The map e : G1 × G1 −→ G2 is called a
bilinear map if the following three properties are held:

1) Bilinear: For all a, b ∈ Z∗q , the equation e(a·P, b·P ) =

e(P, P )a·b is held.

2) Non-degenerate: e(P, P ) 6= 1.

3) For any P1, P2 ∈ G1, there is an efficient algorithm
to compute e(P1, P2).

2.2 Diffie-Hellman Assumption

1) Computational Diffie-Hellman assumption [6].
Given that a ·P, b ·P ∈ G1 with a, b ∈ Z∗q is unknown,
there is no probabilistic polynomial-time algorithm
to compute a · b · P ∈ G1.

2) Bilinear Diffie-Hellman assumption [15, 20, 21].
Given that P, a · P, b · P, c · P ∈ G1 with a, b, c ∈ Z∗q
are unknown, there is no probabilistic polynomial-
time algorithm to compute e(P, P )a·b·c ∈ G2 Note
that if we know anyone among a, b, c, we can com-
pute e(P, P )a·b·c easily. For example, if we know pa-
rameter a, then we can compute e(P, P )a·b·c easily by
e(P, P )a·b·c = e(b · P, c · P )a.

2.3 Gentry and Ramzan’s Identity-based
Multisignature Scheme

A multisignature approach [9] means that there are sev-
eral signers cooperatively to sign on the same message to
generate a single and valid signature, then the verifier can
verify the signature using the public key of all of the sign-
ers. To combine the multisignature and identity-based
cryptosystems [18], Gentry and Ramzan [6] proposed an
identity-based multisignature scheme using bilinear pair-
ing in 2006. Their scheme is secure in the random oracle
model under the computational Diffie-Hellman assump-
tion. The scheme consists of five phases: setup phase,
private key extraction phase, individual signing phase,
aggregation phase, and verification phase, which are de-
scribed in detail as follows.

Setup Phase. The private key generator (PKG) chooses
an additive group G1 and a multiplicative group G2

with the same prime order q. This also includes an
admissible bilinear map e : G1 × G1 −→ G2, an ar-
bitrary generator P of G1, and two hash functions
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H1, H2 : {0, 1}∗ −→ G1. Then the PKG picks a ran-
dom number s ∈ Z∗q as the master secret key, then
computes Ppub = s · P and publishes the parameters
(G1, G2, q, P, Ppub, e,H1, H2).

Private Key Extraction Phase. Given the user Ui’s
identity IDi, the PKG picks its master secret key
s ∈ Z∗q and computes SKi = s · H1(IDi) as Ui’s
private key. Then it sends SKi to Ui via a secure
channel.

Individual Signing Phase. Given a message m, the
user Ui picks a random number ri ∈ Z∗q . Then com-
putes Ri = ri · P and σi = ri ·H2(m) + SKi. After-
ward, the couple (Ri, σi) is Ui’s individual signature
of message m.

Aggregation Phase. Anyone who collected n users’ in-
dividual signatures (Ri, σi) of the same message m,
for i = 1, 2, ..., n, can generate the n users’ multisig-
nature (R, σ), where R =

∑n
i=1Ri, σ =

∑n
i=1 σi.

Verification Phase. Upon receipt of the multisignature
(R, σ), the verifier computes Q =

∑n
i=1H1(IDi)

and checks if the equation e(σ, P ) = e(R,H2(m) ·
e(Ppub, Q)) holds. If so, he/she accepts the multisig-
nature; otherwise, he/she rejects it.

3 The Proposed Scheme

In this section, we propose a group authentication and
group key distribution scheme for Ad Hoc networks which
are based on bilinear pairing. The scheme can be divided
into five phases; i.e., 1) the initialization phase, 2) the
group authentication phase, 3) the group key distribution
phase, 4) the join phase, and 5) the revocation phase.
When the user wants to generate a group to transmit a
message, he/she can use the group authentication phase
to authenticate the users that belong to the group. Then,
the user can use the group distribution phase to distribute
the session key to each user. In addition, if there is a new
group member who wants to join the communication dur-
ing the process of the communication, he/she can execute
the join phase. Finally, if there is a group member who
wants to exit the communication, he/she can execute the
revocation phase to release this group member.

3.1 The Initialization Phase

Before communicating with others, a user must perform
this phase to obtain his/her private key. The PKG selects
the system parameters. The user provides his/her identity
to the PKG, and the PKG generates the user’s private key
and sends it to the user via a secure channel.

Step 1. (Set up) This is identical to the setup phase
of Gentry and Ramzan’s multisignature in Subsec-
tion 2.3, except the PKG chooses a symmetric en-
cryption/decryption algorithm E/D and a group key

space GK, and publishes the parameters (E,D,GK)
also.

Step 2. (Private key extraction) This is identical
to the private key extraction phase of Gentry and
Ramzan’s multisignature in Subsection 2.3.

3.2 The Group Authentication Phase

Suppose a user U1 wants to generate a group with n users
including him- or herself. He/She broadcasts the request.
Let U = {U1, U2, ..., Un} denote n users, m denote the
purpose, and T denote the current time. There are t− 1
users who respond to the activity, denoted by U2, ..., Ut

They can perform the following steps for authentication.
We give an example for t = 4 to explain this phase in
Figure 1 too.

Step 1. The initiator user U1 first picks a random num-
ber r1 ∈ Z∗q , then computes R1 = r1 · P , h =
H2(m||U ||T ), and σ1 = r1 · h + SK1. After that,
(R1, σ1,m,U, T ) is broadcast to all n users.

Step 2. After the other users receive the message, each
user Ui, (i = 2, 3, ..., t) picks a random number ri ∈
Z∗q , then computes Ri = ri · P , h = H2(m||U ||T ),
and σi = ri · h + SKi. After that, the message
(Ri, σi,m,U, T ) is broadcast to all t users.

Step 3. For i = 1, 2, 3, ..., t, each user Ui computes R =∑t
i=1Ri, σ =

∑t
i=1 σi, and Q =

∑t
i=1H1(IDi).

Then he/she checks to determine if the equation
e(σ, P ) = e(R, h) ·e(Ppub, Q)) holds. If so, the t users
accept the procedure, and otherwise, terminate the
procedure.

3.3 The Group Key Distribution Phase

Note that the users computing abilities are different from
each other in Ad Hoc networks. Therefore, after having
succeeded in the group authentication phase, the initia-
tor user U1 to designate one user Uj , (1 ≤ j ≤ t) who
has the greatest computing ability to distribute the group
key. Without loss of generality, we assume that user U1

performs the group key distribution work, and he/she dis-
tributes the group key in the following two steps. Further-
more, we give an example for t = 4 to explain this phase
in Figure 2.

Step 1. The initiator, user U1, picks a random number
gk ∈ GK as the group key. For i = 2, 3, ..., t, User U1

computes ki = e(r1 · Ri, R[(i−1) mod (t−1)]+2), gk′ =
U1||T ||gk, and ci = Eki

(gk′) and broadcasts ci to all
other t− 1 users.

Step 2. After receiving the message, for i = 2, 3, ..., t,
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Figure 1: The proposed scheme

each user Ui computes

k′i = e(ri ·R1, R[(i−1) mod (t−1)]+2),

gk′i = Dk′
i
(ci),

k′′i = e(ri ·R1, R[(i−3) mod (t−1)]+2),

gk′′i = Dk′′
i

(c[(i−3) mod (t−1)]+2).

Then each user Ui checks to see if the equation
gk′i = gk′′i holds and U1, T are correct. If so, he/she
can share the group key gk, and otherwise termi-
nate the procedure. Note that gk, U1, T satisfies
gk′i = U1||T ||gk or gk′′i = U1||T ||gk.

3.4 The Join Phase

Suppose that there is a user Uj ∈ U who doesn’t attend
the group communication at the beginning of the com-
munication for some reason, and he/she wants to join
the communication of {U1, U2, ..., Ut} during the process
of the communication. The user Uj can execute the join
phase and attend the communication without knowing the
content of the previous communication. We describe this
phase below and provide an example for U5 attending the
group communication of {U1, U2, U3, U4} to explain this
phase in Figure 3.

Step 1. User Uj picks a random number rj ∈ Z∗q and
then computes Rj = rj · P , hj = H2(m||U ||T ||Tj),
and σj = rj · hj + SKj . After that, this user
broadcasts the message (Rj , σj ,m,U, T, Tj) to users

U1, U2, ..., Ut, who have begun the communication,
where Tj is the current time.

Step 2. For i = 1, 2, ..., t, each user Ui computes hj =
H2(m||U ||T ||Tj) and checks if the timestamp Tj
is fresh and the equation e(σj , P ) = e(Rj , hj) ·
e(Ppub, H1(IDj)) holds. If so, he/she accepts and
performs Step 3; otherwise, he/she terminates the
procedure.

Step 3. After that, user U1 picks a new random number
gknew ∈ GK as a group key. Then he/she computes
c = Egk(U1||Tj ||gknew), k2,j = e(r1 · Rj , R2), c2,j =
Ek2,j

(U1||Tj ||gknew), kt,j = e(r1 · Rj , Rt), and ct,j =
Ekt,j

(U1||Tj ||gknew) and broadcasts c, c2,j , ct,j to all
t+ 1 users.

Step 4. For i = 2, 3, ..., t, each user Ui computes Dgk(c).
Then user U2 computes k′2,j = e(r2 · Rj , R1) and
checks whether the equation Dgk(c) = Dk′

2,j
(c2,j)

holds. User Ut computes k′t,j = e(rt · Rj , R1) and
checks whether the equation Dgk(c) = Dk′

t,j
(ct,j)

holds. User Uj computes k′′t,j = e(rj · Rt, R1) and
k′′2,j = e(rj ·R2, R1) and checks to determine whether
the equation Dk′′

2,j
(c2,j) = Dk′′

t,j
(ct,j) holds. If all

of the equation holds and U1, T is correct, the t + 1
users can share the group key gknew, and otherwise,
terminate the procedure.

The Revocation Phase. If a user Uk who wants to
leave the group communication, the remaining users
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Figure 2: The example of group key distribution phase

Figure 3: The example of join phase
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Figure 4: Ring generated by the authenticated group
members

perform the group key distribution phase to reinsti-
tute a new group key. Thus, user Uk cannot know
the content of the remaining users’ communication.

4 Security Analysis

In this section, we analyze several secure requirements
that our proposed scheme possesses; i.e., mutual authen-
tication, consistency of the group key, perfect forward se-
curity, withstanding the impersonation attack, withstand-
ing the man-in-the-middle attack, and withstanding the
replay attack.

4.1 Mutual Authentication

Mutual authentication means that each group member
who attends the group authentication must authenticate
the validity of all of the other users. The (R, σ) is ac-
tually m||U ||T ’s multisignature signed by users U ′ =
{U1, U2, ..., Ut} during Step 3 of the group authentication
phase in our proposed scheme according to [6]. Each user
Ui checks the validity of all the other users U ′ by ver-
ifying the multisignature. Any adversary cannot forge
the multisignature (R, σ), according to Theorem 1 in [6].
Therefore, the scheme achieves mutual authentication.

4.2 Consistency of the Group Key

The consistency of the group key means that the group
key obtained by each group member is identical. All of
the authenticated group members (except the distributer)
generate a ring described in Figure 4 in the group key dis-
tribution phase of our scheme. In Step 2 of the group
key distribute phase, each member Ui can obtain two
group keys, gki and gk[(i−3) mod (t−1)]+2, which are equal
to the value of one of the adjacent members in Figure
4. Therefore, our scheme can ensure the consistency of
the group key by each member Ui checking the equality
of gki and gk[(i−3) mod (t−1)]+2. Furthermore, the group
members can detect that the distributer allocates a dif-
ferent group key even if she/he colludes with one member
Uk.

4.3 Perfect Forward Security

Perfect forward security refers to the inability of the
adversary to obtain any previous group key, even if

she/he knows all the participants private keys [2, 24].
For i = 1, 2, ..., t, if an adversary knows user Ui’s pri-
vate key SKi and the interaction record including Ri

and ci, she/he cannot obtain the group key gk. The
Ri is generated by Ri = ri · P , where ri is selected
randomly and kept secret by Ui; Therefore, the adver-
sary cannot compute k′ = e(ri · R1, R[(i−1) mod (t−1)]+2)
and k′′ = e(ri ·R1, R[(i−3) mod (t−1)]+2), without knowing
ri, and hence cannot obtain group key gk by comput-
ing Dk′

i
(ci) or Dk′′

i
(c[(i−3) mod (t−1)]+2). Therefore, our

scheme maintains perfect forward security.

4.4 Withstanding the Impersonation At-
tack

In Harn’s group authentication scheme [7], there are two
types of adversaries, including outside attackers and in-
side attackers. The group management generates a group
with n members. The outside attacker tries to imperson-
ate a valid group member to bypass the group authenti-
cation. The inside attacker is actually a group member
who tries to obtain the secret information of the group.

In our scheme, there is no secret information of the
group except each member’s private key, so we consider
the outside attacker only. However, without knowing user
Ui’s private key, anyone cannot forge the user Ui’s signa-
ture. Therefore, it is impossible for anyone to impersonate
a valid group member and pass the group authentication.

4.5 Withstanding the Man-in-the-Middle
Attack

In the man-in-middle attack, attacker Eve interrupts,
eavesdrops, and modifies the message between users Al-
ice and Bob and builds a channel with each one. After
that, Alice and Bob still believe that they are in direct
communication with each other and in a private channel.

Fortunately, even attacker Eve can change the message
Ri to R′i, She still cannot achieve the purpose because the
R′i cannot pass the multisignature verification. Therefore,
our scheme can resist the man-in-the-middle attack.

4.6 Withstanding the Replay Attack

Replay attack refers to the attempt by an adversary to im-
itate a group member in order to pass the group authen-
tication by replaying the eavesdropped foregone message
in group communication. In our scheme, a timestamp is
added as a part of signed message in the group authen-
tication phase. The user can resist the replay attack by
checking whether the timestamp is fresh. This is the same
as in the group key distribute phase. For this reason, our
scheme can resist the replay attack.

5 Comparison

In this section, we give the comparison with Harn’s group
authentication scheme [7], Zhang et al.’s group key agree-
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Table 1: Features comparison with the other schemes

Scheme F1 F2 F3 F4 F5 F6 F7 F8
Harn’s [7] Y N Y Y - Difficult N Shamir’s secret sharing [17]

Zhang et al.’s [23] N N N N N Difficult Y CDH and k-BDHE [4]
Liu et al.’s [12] Y Y N Y N Difficult N Asmuth and Bloom’s secret sharing [1]

Our N N N N N Easy Y Gentry and Ramzan’s multisignature [6]

F1: Whether needs a group manager to setup the group.
F2: Whether needs a group manager to attend in the group authentication phase or the group key distribution phase.
F3: Whether needs to foreknow the number of members.
F4: Whether needs to limit the least number.
F5: Whether allows to be added or reduced the members in the process of group communication.
F6: Adding or revoking member from the group.
F7: Whether the scheme is an identity based scheme.
F8: What cryptography tool is based on.

Table 2: Efficiency comparison of group key generated with the other scheme

Scheme Communication rounds Computation efficiency Type of generated group key
Zhang et al.’s [23] 1 8 pairing operations Asymmetric cryptosystem

Liu et al.’s [12] 5 - Symmetric cryptosystem
Our 1 2 pairing operations Symmetric cryptosystem

ment protocol [23], and Liu et al.’s group key distribu-
tion scheme [12]. The features of those schemes are com-
pared in Table 1. Our proposed scheme does not need a
group manager to set up the group or attend the group
authentication phase or group key distribution phase. In
addition, it is not necessary to foreknow or limit the num-
ber of members who attend the group authentication or
group key distribution in our proposed scheme. In our
proposed scheme, anyone can initiate a group for commu-
nication easily. If a member of the group delays atten-
dance of the group communication, he/she can join the
group communication late without knowing the previous
communication content. If there is a member who wants
to quit the meeting, he/she can exit without knowing the
later content. Furthermore, our proposed scheme is an
identity-based scheme. Therefore, our proposed scheme
is more flexible for practical application, especially in the
Ad Hoc networks.

As for the efficiency of the group key generated in our
scheme, we compare it in Table 2. Note that Harn’s
group authentication scheme does not give the algorithm
for generating the group key, therefore we compare our
scheme with Zhang et al.’s group key agreement proto-
col [23] and Liu et al.’s group key distribution scheme [12]
only. Usually, a step of communication is more costly than
a step of local computation [13]. Our scheme and Zhang
et al.’s group key agreement protocol need 1 communi-
cation round compared with 5 communication rounds in
Liu et al.’s group key distribution scheme, and therefore
are more efficient. So we don’t give the computation cost

of Liu et al.’s group key distribution scheme. Each user
in our scheme needs 2 pairing operations compared with
8 pairing operations in Zhang et al.’s protocol. Although
the group key dealer needs t − 1 pairing operations in
our scheme, those operations can be pre-computed. Fur-
thermore, the generated group key in our scheme is for
symmetric cryptosystem, which is suit for a large number
of data encryption than asymmetric cryptosystem gener-
ated in Zhang et al.’s protocol. Therefore, our scheme is
more efficient than the other two schemes.

6 Conclusions

In this paper, we proposed a group authentication and
key distribution scheme for Ad Hoc networks which is
based on bilinear pairing. In our proposed scheme, any
user can easily generate a group for communication with-
out a group manager. All or part of the group mem-
bers can complete the authentication and group key dis-
tribution without foreknowledge or limit to the number
of members who attend the communication. Any group
member can join or quit the group communication eas-
ily in the process of the communication without leaking
the content of the communication. Our proposed scheme
is an identity-based scheme, with little communication
and computation cost, properties of mutual authentica-
tion, consistency of the group key and perfect forward
security, and resistance to impersonation attack, man-in-
the-middle attack, and replay attack. Furthermore, our
scheme can designate the user with the greatest comput-



International Journal of Network Security, Vol.17, No.2, PP.199-207, Mar. 2015 206

ing ability to distribute the group key, which is suitable
for the property of computing power asymmetry in the
Ad Hoc network environment.
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