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Abstract 

Reversible data hiding is a technique that can restore the 

original cover image without any distortion after the 

embedded secret message is extracted. In this paper, a 

novel reversible data hiding method is proposed in the 

spatial domain. The proposed scheme is based on a local 

complexity function to classify a cover image block into 

the smooth blocks or complex blocks to increase 

embedding capacity and enhance image quality. Then, the 

complex blocks are preserved during the embedding 

process so that a high visual quality is obtained. The 

average PSNR of the stego-image was 49.83 dB for single-

level embedding. For pixels in the smooth block, a new 

scan path was designed to compute the difference values 

for data embedding while using histogram shifting. The 

experimental results demonstrated that our scheme 

provided larger embedding capacity and better image 

quality than some existing schemes. In addition, the 

proposed scheme also obtained excellent performance in 

terms of embedding capacity and image quality for the 

Kodak test images. 

Keywords: Data hiding, high image quality, histogram 

shifting, local complexity, reversible  

1   Introduction 

With the rapid development of various technologies, the 

Internet has become an increasingly important part of the 

lives of most people. Rather than running the software on a 

desktop computer or server, Internet users are now able to 

use the “Cloud” service [8, 12], also referred as cloud 

computing, which is a network collection of servers, 

storage systems, and devices. It is used to combine 

software, data, and computing power in multiple locations 

through the network. There are many cloud services 

provided by various service providers on the Internet. Each 

cloud service will exchange digital data with other cloud 

services. Unfortunately, the digital data that are exchanged 

between these cloud services can be intercepted by 

malicious users of the Internet. Therefore, the development 

of techniques for ensuring the secrecy and security of data 

during exchange has become a top priority. Thus, 

researchers have introduced various algorithms, such as 

encryption [7] and data hiding [1, 3, 4, 9, 15, 18, 19, 25, 29, 

30]. In encryption, data are transformed into meaningless, 

undecipherable form. Then, only an authorized user can 

recover the original form of these meaningless data by 

using a secret key that is supplied in advance through the 

security channel. However, the secret data in the 

meaningless form are obvious to malicious users, and they 

may try to decrypt the messages to get information. To 

avoid unnecessarily attracting the attention of malicious 

users, data hiding, also called information hiding, is a 

technique that aims to conceal the secret information into 

digital data, i.e., video, images, text, and audio [3, 15, 18, 

25 29, 30], as well as software, natural language text, and 

relational databases [1, 4, 9].  

Most of the proposed data hiding schemes are based on 

irreversible data hiding [6, 13, 20]. In such schemes, the 

cover image is distorted permanently and cannot be 

restored correctly after the secret data have been extracted 

from the stego-image. However, in some fields, e.g., 

military, medical, legal investigation, and certain satellite 

applications, it is essential to be able to reconstruct the 

original cover image without any distortion after the secret 

information has been extracted. As a result, various 

reversible data hiding techniques have been proposed to 
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deal with this issue [5, 10, 16, 17, 19, 21, 24, 26, 27, 28]. 

These schemes allow receivers to extract the secret 

information and then reconstruct the cover image without 

any distortion.  

Most reversible data hiding schemes for the spatial 

domain are based on difference expansion (DE) [2, 17, 19, 

24, 26, 27] and histogram shifting [10, 14, 16, 19, 21, 25, 

28-30]. In general, the schemes that are based on DE 

provide higher embedding capacity, whereas the schemes 

based on histogram shifting offer better visual quality of 

the stego-image. In the past five years, some reversible data 

hiding schemes based on histogram shifting have been 

developed. The first well-known reversible data hiding 

scheme based on histogram shifting was proposed by Ni et 

al. [21] in 2006. The basic idea of their scheme is to shift 

each pixel only one grayscale value after data embedding 

so that the visual quality of the stego-image can be retained. 

Ni et al.’s scheme provides a much higher image quality 

than Tian’s reversible data hiding scheme [27], but it does 

so at the cost of limited embedding capacity. To further 

improve embedding capacity, in 2009, Tsai et al. [28] 

divided the image into blocks and modified the differences 

between the reference pixel and other pixels in each block 

to hide secret data. In the same year, Kim et al. [14] 

proposed a reversible data hiding scheme based on 

difference histogram shifting. They partitioned a cover 

image into several sub-images and used the correlation 

among these sub-images to embed more secret data. To 

further improve Kim et al.’s scheme, in 2010, Li et al. [16] 

presented a new, reversible data hiding scheme based on 

the differences of adjacent pixels. In this scheme, the 

difference between adjacent pixels was used to conceal the 

secret data. In 2011, Hong and Chen [10] combined the 

interpolation technique and a reference pixel distribution 

mechanism to enhance image quality instead of using Li et 

al.’s technique. Later, Zhao et al. [30] proposed a new 

reversible data hiding scheme based on histogram shifting 

and sequential recovery. The principle of their scheme was 

to shift the histogram constructed from the neighboring 

difference instead of shifting the histogram of the cover 

image. To improve Kim et al.’s scheme [14] in terms of 

embedding capacity and visual quality of the stego-image, 

Luo et al. [19] selected the median pixel of each block to 

structure the reference sub-image. However, since the 

reference pixels or reference sub-images were not used for 

embedding data, the embedding capacity of their scheme 

was limited in that its average embedding capacity was less 

than 0.1 bpp for a single embedding level. In 2013, Wang 

et al. introduced a new, reversible data hiding scheme [29] 

that classified all pixels into wall pixels and non-wall pixels. 

For a wall pixel, the interpolation error was used to embed 

secret data over the interpolation prediction algorithm. In 

addition, the direction order was proposed to compute the 

difference values of non-wall pixels for histogram shifting 

to obtain better embedding capacity while maintaining the 

good visual quality of the stego-image.  

In this paper, a novel, reversible data hiding scheme 

based on histogram shifting and local complexity is 

presented to further improve embedding capacity and the 

quality of the stego-image. In the proposed scheme, the 

local complexity of the current block is calculated based on 

the reference pixels of adjacent blocks, and it is used to 

determine an image block into a smooth or a complex block. 

Then, the complex blocks are preserved during the 

embedding process so that a high visual quality is obtained. 

A new scan path for calculating the difference value in the 

smooth blocks also was designed in order to obtain a higher 

frequency of the peak histogram bins for the smooth blocks. 

The experimental results confirmed that our proposed 

scheme offers better embedding capacity than the previous 

schemes, while maintaining the excellent quality of the 

visual image.  

The rest of this paper is organized as follows. Section 2 

reviews Zhao et al.’s reversible data hiding scheme [30]. 

Section 3 provides an extensive description of our scheme, 

including the phases in which data are embedded and 

extracted. Our experimental results are presented and 

discussed in Section 4, and our conclusions are presented in 

Section 5. 

2 Related Work 

In 2011, Zhao et al. [30] proposed a new, reversible data 

hiding scheme based on multi-level histogram shifting and 

sequential recovery to obtain a larger embedding capacity. 

In their scheme, the inverse "S" order, as shown in Figure 1, 

the scan path was used to examine a cover image while 

computing the difference of adjacent pixels. In the data 

embedding phase, a multi-level histogram shifting strategy 

was used, and the parameter L denoted the embedding level 

that was used to control the embedding capacity. The 

embedding capacity was directly proportional to the value 

of L. The details of Zhao et al.’s data embedding phase are 

presented below. 

Data embedding algorithm: 

Input: Grayscale cover image I sized of M × N and secret 

data W, where M and N are the height and width, 

respectively, of cover image I. 

Output: Stego-image I with a size of M × N. 

Step 1: Inverse “S” scans a cover image I into a pixel 

sequence P (p1, p2, ..., pM×N). 

Step 2: Compute the differences di according to Equation 

(1), and generate a histogram based on di (2 ≤ i ≤ M×N). 

Assume that the histogram bins from left to right are 

denoted by b(-255), b(-254),..., b(-1), b(0), b(1),..., b(254), 

b(255), sequentially, as shown in Figure 2. 
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Step 3: Select embedding level L. If L = 0, go to Step 4. If 

L > 0, go to Step 5. 

Step 4: Data embedding for level L = 0. 

Step 4.1: Shift the right bins of b(0) to the right side by 1 
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using Equation (2): 
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Figure 1: Example of inverse “S” scan path of a 3 × 3 

image block 

 

  

Figure 2: Difference histogram of the “Lena” image 

 

Step 4.2: Scan the difference value d'i (2 ≤ i ≤ M×N) one by 

one. For every difference value that equals 0, one secret bit 

w is embedded. If the secret bit w = 0, the difference value 

d'i remains unchanged. If the current secret bit w = 1, 1 is 

added to the difference value d'i using Equation (3). 
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Step 5: Data embedding for level L > 0. 

Step 5.1: Shift the right bins of b(L) to the right side by 

L+1, and shift the left bin of b(-L) to the left side by L using 

Equation (4). 
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Step 5.2: Scan di' in the range [-L, L] one by one. The 

multi-level data embedding strategy is presented as follows: 

Step 5.2.1: Embed secret bit w by utilizing Equation (5)  
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Step 5.2.2: Decrease L by 1. 

Step 5.2.3: If L  0, repeat Steps 5.2.1 and 5.2.2. If L = 0, 

perform Equation (6), and go to Step 6. 
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Step 6: Generate the stego-pixel sequence P' by using 

Equation (7). 










 NMiifdp

iifp
p

ii

i
2

1

1

1             (7) 

 

Step 7: Rearrange the stego-pixel sequence P' to generate 

the stego-image I'. 

3 Proposed Scheme 

The proposed scheme also uses the histogram-shifting 

technique. To enhance the embedding capacity while 

maintaining acceptable quality of the stego-image, the 

blocks are classified as either complex or smooth. The 

complex blocks are not used for embedding secret data to 

guarantee the quality of the stego-images. This is because 

the complex blocks usually provide less embedding 

capacity than the smooth blocks. However, they generate 

more distortion than smooth blocks when carrying secret 

data. A new scan path was designed for the smooth blocks 

to increase their embedding capacity. The details of the 

proposed scheme are described in the following sections. 

3.1   Local Complexity Measurement and Block 

Classification 

In the proposed scheme, the cover image I with the size of 

M × N, where M and N are the height and width of the 

cover image, respectively, is divided into non-overlapping 

blocks with sizes of 3 × 3 pixels. For each block, the center 

pixel Ci is selected as the reference pixel, and other eight 

pixels are referred to as non-reference pixels. For the non-

border block with the reference pixel Ci, there are four 

other reference pixels, i.e., Ci
l, Ci

r, Ci
u, and Ci

d, which are 

located directly left, right, up above, and down below pixel 

Ci, respectively. These four reference pixels are defined as 

the satellite reference pixels of the reference pixel Ci. 

Figure 3 gives an example of an image block with one 

reference pixel Ci and its four corresponding satellite 

reference pixels.  

 

Figure 3: Example of an image block with one reference 

pixel Ci and its four corresponding satellite reference pixels 
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Figure 4: Distribution of smooth and complex regions of the “Lena” image 

For a given block, based on its satellite reference pixels, 
its local complexity, which is calculated by Equation (8), is 
used to evaluate whether the pixels are located in a smooth 
or a complex region.  
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where the range function
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defined as the absolute difference between the maximum 
and minimum values of the four satellite reference pixels, 
i.e., Ci

l, Ci
r, Ci

u, and Ci
d, of the current processing block. If 

the complexity value is less than the threshold T, the current 
processing block likely is located in the smooth region. In 
this case, we obtain one or more pixels that can be used for 
carrying secret bits. Figure 4 shows the distribution of 
smooth regions and complex regions of the “Lena” image 
when we use threshold T = 20. 

Figure 4 shows that the embedding capacity by using 
histogram shifting for smooth regions is significantly greater 
than the embedding capacity in the complex regions. Based 
on this property, to obtain higher embedding capacity while 
maintaining the quality of the stego-image, we use the local 
complexity measurement as shown in Equation (8) to 
classify image blocks into complex blocks or smooth blocks. 
For the complex blocks, all the pixels will be marked as 
reference pixels to prevent them from being modified in the 
embedding process. 

3.2   Data Embedding Phase 

During the data embedding phase, the histogram shifting 

technique also is used in the proposed scheme; therefore, 

the pixel values might be shifted by 1. Pixels that have 

values of 0 and 255 might be changed to -1 and 256 after 

data embedding, meaning that the overflow/underflow 

problem has occurred. To avoid this problem, the positions 

of the pixels that have values of 0 and 255 are recorded into 

location map L with same strategy mentioned in [11], and, 

in advance, the pixel values are changed to 1 and 254, 

respectively. In the data extracting phase, the extra 

information, including location map L and side information, 

should be reconstructed in advance before extracting data. 

To obtain reversibility of the proposed scheme, the cover 

image I is partitioned into two areas, i.e., the embeddable 

area and the non-embeddable area, which are shown in 

Figure 5. The embeddable area is used for embedding 

secret data and the least significant bits (LSBs) of the pixels 

in the non-embeddable area, and the non-embeddable area 

is used to record the information of location map L and side 

information, which should be compressed losslessly by 

using JBIG-kit in [22]. Therefore, the LSBs of a pixel in 

the non-embeddable area must be extracted and 

concatenated into secret data B to generate the embedded 

data, S. Figure 6 shows the flowchart of our proposed 

embedding phase.   

 

Figure 5: Embeddable and non-embeddable areas in a 
cover image 

Since pixel values in many natural images are highly 
correlated with their adjacent pixels, such as upper, left, 
right, and bottom pixels, as shown in Figure 7(a). That is, 
the differences between the current pixel and its adjacent 
pixel could be equal to or close to zero. Therefore, we 
proposed a new scan path for each block to compute the 
difference values as shown in Figure 7(b). The new scan 
path contains four sub-scan paths, i.e., Ci – P2 – P1, Ci – P4 – 
P3, Ci – P6 – P5, and Ci – P8 – P7. To compute the difference 
value of no-reference pixels of each smooth block, these 
four sub-scan paths are processed, respectively, instead of 
computing the difference value based on the scan path of the 
inverse "S" order, as was the case in Zhao et al.'s scheme  
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Figure 6: Flowchart of the data embedding phase 

 

Figure 7: New scan path for the proposed scheme 

 
Figure 8: Example of computing the difference values 

for eight non-reference pixels  

[30]. The difference values di can be calculated by Equation 
(9). In this way, more secret data can be embedded due to 
the fact that higher peak points are obtained in the proposed 
scheme than in existing schemes. Figure 8 shows a simple 
example that demonstrates clearly how to compute the 

difference values of the eight non-reference pixels. In our 
proposed scheme, the reference pixel must remain 
unchanged. Thus, the reference pixel of each block is not 
used for embedding data.  

The algorithm of the proposed data embedding phase is 

listed below:  

Input: Cover image I of sized M × N, secret data B, 

threshold T. 

Output: Stego-image I". 

Step 1: The cover image I is partitioned into two areas, i.e., 

the embeddable area and the non-embeddable area, as 

shown in Figure 5. The non-embeddable area consists of 

the two lowest rows and the two right-most columns of the 

cover image. The LSBs of the pixels in the non-

embeddable area are used to record the information of the 

location map L and the side information. Therefore, the 

LSBs of the pixels in the non-embeddable area must be 

extracted and concatenated into the secret data B to 

generate the embedded data S. 

Step 2: Process the original cover image I by scanning the 

entire cover image; then, record the positions of those 

pixels that have values of 0 and 255 into location map L. 

The location map L is concatenated with side information 

to generate the extra information that will be processed 

later in this section. Then, pixels that have values of 0 and 

255 are modified to 1 and 254, respectively. The modified 

cover image is denoted as I'. 

Step 3: The embeddable area of the modified cover image 

I' is divided into blocks with sizes of 3×3 pixels. Then, the 

blocks are classified as smooth blocks (S-blocks) and 

complex blocks (C-blocks) using Equation (8). 

Step 4: For each block Bi  S-block, compute the 

difference values di of the non-reference pixels in Bi with 

Equation (9). 
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Step 5: The difference histogram of the non-reference 

pixels is constructed. Then, two pairs, i.e., (PP1, ZP1) and 

(PP2, ZP2), of the peak and zero points of the histogram are 

obtained. Without loss of generality we assume that ZP1 < 

PP1 < PP2 < ZP2. Note that (PP1, ZP1)  (PP2, ZP2) = . 

Step 6: Scan the difference values di sequentially. If di = 

PP1 or di = PP2, a secret bit s, extracted from the embedded 

data S, can be embedded by modifying the difference value 

di to di' using Equation (10). Otherwise, no secret bit can be 

embedded, and the scan difference value di has to be 

modified to di' using Equation (11). 
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Step 7: Repeat Step 6 until the embedded data S are 

embedded completely. 

Step 8: Construct the stego-image block B'i using Equation 

(12).  
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After all of the steps have been processed completely, 
the stego blocks are grouped to obtain the stego-image I", 
and the extra information, including the location map L and 
side information, i.e., ZP1, ZP2, PP1, PP2, and the threshold 
T, will be compressed losslessly by using JBIG-kit, as 
mentioned in [22]. The compressed bitstream is denoted as 
E, which is embedded into the lowest two rows and the two 
right-most columns of the cover image, known as the non-
embeddable area, by using LSBs substitution. Finally, the 
stego-image I" is sent to the receiver. 

3.3   Data Extracting Phase 

In this section, we also divide the stego-image into two 

areas, i.e., embeddable and non-embeddable areas, 

according to the rules mentioned in above subsection. Then, 

the embeddable area is partitioned into blocks that have 

sizes of 33 pixels. Since the reference pixels are preserved 

in the embedding process, the image block will be re-

classified into smooth blocks or complex block in the same 

manner that was used in the data-embedding phase. 

Subsequently, the secret data can be extracted correctly, 

and the cover image I can be reconstructed. The detailed 

extracting algorithm is described below: 

Input: Stego-image I" of sized M × N. 

Output: Secret data B, cover image I. 

Step 1: The stego-image I" is divided into two areas, i.e., 

the embeddable area and the non-embeddable area, in the 

same manner used in the data embedding phase. Then, the 

LSBs of the pixels in the non-embeddable area are 

extracted to retrieve the compressed bitstream E, which is 

decoded by using JBIG-kit in [22] to reconstruct the extra 

information, including the location map L and the side 

information, i.e., ZP1, ZP2, PP1, PP2, and the threshold T. 

Step 2: Divide the embeddable area of the stego-image into 

blocks with sizes of 3×3 pixels. Then, classify these blocks 

into smooth blocks (S-blocks) or complex blocks (C-blocks) 

using Equation (8). 

Step 3: For each block B'i  S-block, compute the 

difference values d'i of the non-reference pixels in B'i using 

Equation (9). 

Step 4: Scan the difference values d'i sequentially by using 

the same order that was used in the data embedding phase. 

If the coordinate of d'i is recorded in the location map L, 

then skip d'i, and proceed to the next difference value. 

Otherwise, a secret bit s can be extracted according to 

Equation (13). 
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The original difference value di can be reconstructed using 

Equation (14). 
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Step 5: Repeat Step 4 until all embedded data S have been 

extracted. 

Step 6: Construct the modified image block Bi using 

Equation (15). Then, the modified image I' can be obtained 

by grouping the modified image blocks. 
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After finishing the six steps above, the modified cover 
image I' is recovered completely, and the embedded data S 
also are extracted correctly. To reconstruct the cover image 
I, the LSBs of the pixels in the non-embeddable area are 
recovered according to the embedded data S by substituting 
their LSBs. 

The peak signal-to-noise ratio (PSNR) was used to 
estimate the difference between the quality of the original 
cover image and its stego-image. A large PSNR value 
indicates that the visual quality of the stego-image is good 
because it means that a small amount of distortion has 
occurred. In contrast, a small PSNR value denotes that the 
stego-image has poor visual quality due to its large 
distortion. The equation for calculating PSNR is:   
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where the MSE is the mean square error for an M  N  
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grayscale image; MSE is defined as:   

 
 





M

i

N

j

ijij II
NM

MSE
1 1

2'1    
(17) 

where Iij and I’ij are pixel values of the original cover image 

and the stego-image, respectively. 
Embedding capacity (EC) indicates the number of secret 

bits that can be embedded into the cover image. We used 
bits per pixel (bpp) as the unit of embedding capacity, which 
is defined in Equation (18): 

)(bpp
NM

B
EC


    

(18) 

where ||B|| is the length of the secret data B that can be 

embedded into a cover image that has a size of M × N 

pixels. 

Figure 9 shows the difference histograms of six standard 

test images computed by the proposed scheme and Luo et 

al.’s scheme [19]. Figure 10 shows 24 grayscale images 

obtained from Kodak Lossless True Color Image Suite 

(sizes of 768×512 pixels) [23]. The proposed scheme is 

represented by the blue curve, and the Luo et al.’s scheme 

is represented by the red curve. The decision was made to 

compare the proposed scheme with Luo et al.’s scheme [19] 

in Figure 11 because both schemes used the reference pixel 

to compute the difference values for embedding secret data. 

However, our proposed scheme is based on the new scan 

path instead of block-median selection in [19]. Figure 11 

shows that, in our proposed scheme, there is a higher 

concentration of the difference values around bin 0 than in 

Luo et al.’s scheme [19], and there are fewer difference 

values in the bins that are far removed from bin 0. Table 1 

shows a detailed comparison of several peak histogram bins 

that were obtained by our proposed scheme and Luo et al.’s 

scheme [19]. It is apparent that, on average, the bins around 

0 (from -2 to 2) resulting from the proposed scheme are 

larger than those resulting from Luo et al.’s scheme [19].   

Table 2 presents the comparison results of maximum 

embedding capacity (EC) and corresponding PSNRs among 

six schemes for a single layer embedding when the first set 

of test images was used. In Kim et al.’s scheme [14], four 

sub-sample images were used, and the embedding level 

was set to 0. In Li et al.’s scheme [16], we used the APD2 

scheme. In the Zhao et al.’s scheme [30], the embedding 

level EL was set to 0. In Luo et al.’s scheme [19], the block 

size and embedding level were set to 3  3 and 0, 

respectively. In Wang et al.’s scheme [29], the distance 

value  was set to 2 as described in their scheme.  In our 

proposed scheme, we set threshold T to 30. The above 

settings ensure that the best performance of each previous  

scheme is obtained for making a fair comparison. As shown 

in Table 2, the embedding capacity of the proposed scheme 

was better than that of each of the other five schemes. This 

was because the local complexity of each image block in 

our scheme was computed based on the satellite reference 

pixel to classify the image blocks as smooth and complex 

blocks. For the smooth blocks, the new scan path was used 

to compute the difference value for data embedding. With 

the new scan path, the higher frequency of difference 

values was concentrated around bin 0. This means that the 

proposed scheme provides a better embedding capacity 

than the other schemes. In terms of image quality, Zhao et 

al.’s scheme had a better performance than our proposed 

scheme because the average embedding capacity (0.09 bpp) 

of their scheme was significantly lower than that of our 

proposed scheme. However, the average PSNR of the 

   
(a) Lena (b) Airplane (c) Baboon 

   

(d) Peppers (e) Barbara (f) Zelda 

Figure 9: Six 512×512-pixel grayscale test images 
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proposed scheme, 49.83 dB, was superior to those of the 

other four schemes, i.e., Wang et al.'s scheme (48.65 dB), 

Luo et al.'s scheme (48.59 dB), Li et al.'s scheme (48.58 

dB), and Kim et al.'s (44.10 dB). The proposed scheme 

obtained better image quality and higher embedding 

capacity than the other four schemes, as shown in Table 2. 

This is because the designs of the other four schemes did 

not allow exploring the properties of the blocks while 

embedding data. In contrast, the proposed scheme uses the 

local complexity function to identify smooth blocks and 

also incorporated a new scan path for embedding data to 

get higher frequencies of the peak histogram bins for 

embedding data. In addition, the complex blocks were 

excluded during the embedding process to maintain the 

high quality of the stego-image. Notably, by using the 

above strategies, our proposed scheme achieved higher 

embedding capacity and less visual distortion for different 

types of test images.  
Figures 12(a)-(f) show the multi-level embedding 

performance of our proposed scheme and five other 
schemes for different test images. For the first set of test 
images, the top curve is our proposed scheme. As was the 
case for PSNR value, the embedding capacity of our 
proposed scheme was higher than those of the other five 
schemes. Figure 12 shows that the proposed scheme 
achieved a larger embedding capacity and less image 
distortion than the other five schemes for all of the images 
that were tested. This is because the proposed scheme used a 
new scan path to compute the difference values so that the 
higher frequency of the peak histogram bins can be 

Figure 10: Twenty-four grayscale images obtained from Kodak Lossless True Color Image Suite  
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(sizes of 768×512 pixels) 

Figure 11: Comparison of the histograms from the proposed scheme (blue curve) and Luo et al.'s scheme [19] (red curve)  

found for data embedding. As shown in Table 1, our 

proposed scheme always obtained higher peak histogram 

bins than Luo et al.’s scheme for all of the test images. 

When the higher frequency of peak histogram bins is 

generated, larger embedding capacity is obtained. In 

addition, the embedding process in the proposed scheme 

was implemented only in the smooth blocks, so it always 

provided the best quality of the six stego-images while 

maintaining the same embedding capacity. 
 

 

To further demonstrate the performance of our proposed 
scheme in image quality and embedding capacity, the 
second set of test images, i.e., the 24 colors images in the 
Kodak set, which were taken with a digital camera, were 
tested. For each of the images, the grayscale version was 
generated in advance, and, then, the proposed algorithm was 
used to embed the secret data. Table 3 provides the average 
PSNRs and embedding capacity of the grayscale versions of 
the 24 test images with different threshold Ts for a single 

  
(a) Lena (b) Airplane 

  
(c) Baboon (d) Peppers 

  
(e) Barbara (f) Zelda 



International Journal of Network Security, Vol.16, No.3, PP.208-220, May 2014 217 

embedding level. The results confirmed that the proposed 
scheme provided excellent performance on the Kodak test 
images with different threshold values. 

4   Conclusions 

In this paper, a new, reversible data hiding scheme was 

proposed by considering the reference pixels in the adjacent 

area to identify complex image blocks and to design a new 

scan path. With the new scan path, a higher frequency of 

peak histogram bins was obtained from the smooth blocks 

of the original cover image. A higher visual quality of the 

stego-image can be obtained by identifying complex blocks 

so they can be ignored during the process of embedding 

data. Six standard test images and 24 grayscale versions 

from the Kodak set were used in the experiments to prove 

the performance of the proposed scheme in embedding 

capacity and image quality. In comparisons with five other 

existing schemes, our proposed scheme provided better 

performance in both embedding capacity and image quality.  
 

 

Table 1: Comparison of several peak histogram bins obtained by the proposed scheme and Luo et al.’s scheme [19] 

Test 

images 
Schemes 

Histogram bins 

-4 -3 -2 -1 0 1 2 3 4 

Lena 
Luo et al. 11,316 15,828 21,561 26,799 26,465 18,505 12,091 7,302 4,319 

Proposed  9,380 13,559 19,258 24,750 57,879 24,527 18,990 13,748 9,245 

Airplane 
Luo et al. 8,493 12,815 19,291 31,552 36,221 18,263 9,935 6,163 3,713 

Proposed  7,243 11,682 18,077 29,156 69,932 29,565 17,863 11,741 7,229 

Baboon 
Luo et al. 7,095 8,009 8,758 9,173 9,942 9,077 8,542 7,919 7,011 

Proposed  6,938 7,706 8,202 8,621 38,805 8,490 8,114 7,750 6,884 

Barbara 
Luo et al. 9,332 12,603 15,983 18,620 18,281 13,817 9,719 6,582 4,456 

Proposed  8,044 10,867 13,874 16,602 46,921 16,630 14,080 10,843 8,018 

Peppers  
Luo et al. 9,526 14,011 19,813 25,991 29,770 25,943 19,647 14,057 9,657 

Proposed  10,697 14,559 19,680 23,872 55,536 23,703 19,479 14,636 10,786 

Zelda 
Luo et al. 11,668 15,560 19,435 22,899 24,821 22,677 19,524 15,171 11,432 

Proposed  12,211 15,472 18,271 20,193 49,969 20,457 18,381 15,613 12,240 

 

Table 2: Comparison of embedding capacities and PSNR values achieved by the six schemes for six test images 

Schemes Metrics Lena Airplane Baboon Peppers Zelda Barbara Average 

Kim et al.’s scheme 
EC (bpp) 0.24 0.31 0.08 0.23 0.24 0.15 0.21 

PSNR (dB) 44.20 44.55 43.63 44.16 44.20 43.85 44.10 

Li et al.’s scheme 
EC (bpp) 0.23 0.30 0.09 0.24 0.21 0.13 0.20 

PSNR (dB) 48.67 48.75 48.33 48.68 48.60 48.42 48.58 

Zhao et al.’s scheme 
EC (bpp) 0.10 0.15 0.05 0.13 0.08 0.06 0.09 

PSNR (dB) 51.14 51.14 50.02 51.10 51.14 51.14 50.95 

Luo et al.’s scheme 
EC (bpp) 0.10 0.14 0.04 0.11 0.10 0.07 0.09 

PSNR (dB) 48.54 48.64 48.50 48.67 48.65 48.56 48.59 

Wang et al.’s scheme 
EC (bpp) 0.25 0.32 0.09 0.25 0.23 0.14 0.21 

PSNR (dB) 48.75 48.92 48.38 48.72 48.67 48.45 48.65 

Proposed scheme 
EC (bpp) 0.26 0.33 0.10 0.26 0.23 0.18 0.23 

PSNR (dB) 49.31 49.37 51.05 49.18 49.04 51.04 49.83 

 

Table 3: Performance of the proposed scheme on 24 grayscale versions of the Kodak test images                                  

with different thresholds 
          Threshold Ts 

Metrics 10 30 50 70 

Average EC (bpp) 0.26 0.38 0.42 0.44 

Average PSNR (dB) 52.78 49.73 48.85 48.46 
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Figure 12: Performance evaluation of multilayer embedding over six standard testing images 
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