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Abstract

Modular multiplication is the main and basic operation
in public key cryptography algorithms like Elliptic Curve
Cryptography (ECC). By using Residue Number System
(RNS) in these algorithms, large number computation is
replaced by computation over the small moduli without
carry propagation between moduli. Moduli selection has
an important role in the efficiency of modular multipli-
cation. Therefore in this work the moduli sets for mod-
ular multiplication with aims of increasing the efficiency
of arithmetic operation and speeding up the RNS to RNS
conversions are presented. The proposed moduli sets are
suitable for ECC. The results show a noticeable improve-
ment in speed comparing to the state-of-the-art.

Keywords: Computer arithmetic, Modular multiplication,
Residue Number System, Montgomery Multiplication.

1 Introduction

Carry free nature of residue number system makes it suit-
able for application which uses operations such as addi-
tion, subtraction and multiplication [29]. Public key cryp-
tography [1, 2, 3, 4, 5, 6, 7, 14, 16, 17, 18, 21, 22, 26, 30,
31, 32, 33, 36], and digital signal processing (DSP) [10]
are such applications. RNS mainly consists of three main
parts which include arithmetic operation, forward and re-
verse conversion [28]. Moduli selection is one of the most
important parts of RNS which can affect the efficiency of
these three parts. Different moduli sets are presented for
RNS. One of the most well known moduli set is {2k, 2k-1,
2k+1} which is a balanced and well formed moduli set and
the best reverse converter for this moduli set is reported
in [38]. Forward conversion for the moduli 2k, 2k-1 and
2k+1 can be done with simple process [11]. With growth
of application especially for public key cryptography algo-
rithms, more parallelism and dynamic ranges are needed.
Therefore moduli sets with four and five moduli such as

{2k-1, 2k, 2k+1, 2k+1-1}, {2k-1, 2k, 2k+1, 22k+1-1}, {2k-
1, 2k+1, 22k, 22k+1} and {2k-1, 2k, 2k+1, 2k+1-1, 2k−1-1}
are reported [8, 9, 23, 24]. The main part of public key
cryptography algorithms like RSA [3, 4] and ECC [31, 32]
is the modular multiplication. Montgomery modular mul-
tiplication [25] needs auxiliary moduli sets (basis) to per-
form modular multiplication without division. Selecting
an efficient RNS bases can dramatically increase the per-
formance of the modular multiplication. In [30] moduli
in the form of 2k±1 are considered and moduli set {2m-

1,22
0m+1,22

1m, ,22
km+1} are proposed. The main disad-

vantage of this work is unbalanced moduli which yields
inefficient arithmetic operation. In [20] for first and sec-
ond basis moduli in the form of 2ki-1 and 2kj+1 where i,
j =1,..., m are proposed, respectively. The same problem
of unbalanced moduli and inefficiency of arithmetic op-
eration still exist in this work. The other problem is the
inefficient multiplicative inverses which lead to an increase
in the delay of reverse converter. In [31] RNS implementa-
tion of multiplication for ECC is presented. Efficiency of
arithmetic operation and conversion from weighted num-
ber to RNS and vice versa are not considered in their
report. In [4] RNS bases in the form of 2k-ci where 0 ≤ ci
< 2k/2 are presented. In this approach exhaustive search
for different sets are done and moduli sets with hamming
weight equal to three are reported. Advantage of small
hamming weight is in replacing multiplication with addi-
tions. Simple multiplicative inverses are another advan-
tage of this work which relies on efficient conversion from
RNS to its equivalent weighted number. This report pro-
vides the best solution to date considering the efficiency
of arithmetic operation and also reverse and forward con-
version. Since conversion from one basis to another is
needed in modular multiplication process, efficiency of the
moduli sets like {2k-1, 2k, 2k+1, 2k−1-1} [9, 23] and {2k-
1, 2k, 2k+1, 2k+1-1, 2k−1-1} [8] in the point of view of
arithmetic unit, forward and reverse converter are not em-
ployed in [4]. Therefore in this paper efficient RNS bases
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for public key cryptography and specifically for ECC are
presented. The main purpose is to increase the efficiency
of arithmetic operation, and conversion from one basis to
another. Therefore modular multiplication can be done
with less delay. Designing the RNS bases with four and
five moduli set are performed. In designing the first ba-
sis, exhaustive search are performed for moduli set in the
form of 2k-ci where 0 < ci < 2k/2 with hamming weight
equal to three. In designing the auxiliary basis, moduli
sets {2k-1, 2k, 2k+1, 2k−1-1} [9, 23] and {2k-1, 2k, 2k+1,
2k+1-1, 2k−1-1} [8] are used. With this approach in one of
the basis, the advantages of arithmetic unit and efficient
design of forward and reverse converter can be employed.
Results shows a noticeable improvement of modular mul-
tiplication comparing to method proposed in [4].

This paper is organized as follows. First, RNS and
modular multiplication background is presented in Sec-
tion 2. The proposed RNS bases are presented in Section
3. Section 4 discusses the performance evaluation and
comparison with the other RNS bases and finally Section
5 concludes the paper.

2 Related Background

2.1 RNS Background

An integer number X in residue number system is repre-
sented as X=(x1, x2,..., xm) where xi = (X mod Pi)
and in order to avoid redundancy, RNS moduli must
be pair wise relatively prime. An integer number X
has unique representation between 0 and M -1 where
M= P1×P2×...×Pm is the dynamic range of the system.
Residue to binary conversion can be performed by us-
ing two conventional algorithms, Mixed Radix Conver-
sion (MRC) and Chinese Reminder Theorem (CRT). By
MRC, the number X can be calculated from its residues
by:

X = vm

m−1∏
i=1

Pi + ...+ v3P2P1 + v2P1 + v1 (1)

Where
v1 = x1 (2)

v2 =
∣∣∣(x2 − v1)

∣∣P−1
1

∣∣
P2

∣∣∣
P2

(3)

And in the general manner:

vm =

∣∣∣∣∣ (((xm − v1)
∣∣P−1

1

∣∣
Pm

− v2)
∣∣P−1

2

∣∣
Pm

−
· · · − vm−1)

∣∣P−1
m−1

∣∣
Pm

∣∣∣∣∣
Pm

(4)

| Pi
−1|Pj is the multiplicative inverse of Pi in modulus

Pj . Horner’s scheme for MRC representation is [4]

X = v1 + P1(v2 + P2(v3 + · · ·+ Pm−1vm) · · ·) (5)

The vi’s in Equations (1) and (5) represents the intermedi-
ate system which called Mixed Radix System (MRS). By

CRT, residue numbers can be converted into their equiv-
alent in binary form as follow:

X =

∣∣∣∣∣
m∑
i=1

|xiNi|Pi
Mi

∣∣∣∣∣
M

(6)

Where M =
∏m

i=1 Pi, Mi =
M
Pi

and Ni = | Mi
−1|Pi is

the multiplicative inverse of Mi in modulo Pi. The cal-
culation of X using CRT is implemented in parallel chan-
nel followed by a modulus M adder. This moduli adder
is very large and this drawback leads to a very difficult
VLSI design. On the other hand, MRC is a sequential
algorithm that is not suitable for moduli set with more
than four moduli. In some cases for the moduli set with
more than four moduli, the combination of these two al-
gorithms could be applied in order to achieve higher speed
of reverse converter. Such implementations are reported
in [9, 15, 23]. We present two lemmas which are employed
in forward and reverse conversion in this paper.

Lemma 1 The residue of a negative residue number
(−v) in modulo (2k - 1) is the one’s complement of v,
where 0 ≤ v < 2k - 1 [27].

Lemma 2 The multiplication of a residue number v by
2P in modulo (2k - 1) is carried out by P bit circular left
shift, where P is a natural number [27].

2.2 Modular Multiplication in RNS

In this section, Montgomery modular multiplication
which is introduced in [25] will be discussed. Consider
X and Y as two large numbers (public key cryptography
nature), first we consider RNS with two bases Bm =
{P1,..., Pm} and B′

m = {P ′
1,..., P

′
m} with M =

∏m
i=1 Pi

and M ′ =
∏m

i=1 P
′
i , respectively. RNS representation of

A and B in the first basis is equal to (a1,..., am) and
(b1,..., bm). In the auxiliary basis B′

m, RNS representa-
tion is equal to (a′1,..., a

′
m) and (b′1,...,b

′
m). We consider

T such that T < M < M ′ and gcd (T , M) = gcd (T ,
M ′) = gcd (M , M ′) = 1. The modular multiplication
computing X× Y×M−1 (mod T ) is as follows:

RNS Montgomery Multiplication:
1: D = X × Y

(di= |xi × yi|Pi
in Basis Bm and d′i=

∣∣x′
i× y′i

∣∣
P ′
i

in basis B′
m)

2: qi =
∣∣di × |T |−1

Pi

∣∣
Pi

in Bm

3: qi in Bm → q′i in B′
m

RNS to RNS conversion from first to auxiliary basis

4: r′ = (d′i − q′i ×N ′
i)M

−1 in B′
m

5: r in Bm ← r′ in B′
m

RNS to RNS conversion from auxiliary to first basis

The basic operation for RNS Montgomery multiplica-
tion consists of two conversions, one RNS product on the
two bases, one RNS product on the first basis, two RNS
products and one addition on the second basis [4]. There-
fore intelligent selection of RNS moduli sets can yield to
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speed up the modular addition and multiplication in each
moduli. For an instance, modular multiplication and ad-
dition in moduli 2k-1 and 2k+1 can be implemented with
more efficient hardware architecture and speed up com-
paring to general moduli [13, 34, 37]. By this point of
view, it is desired that the reverse and forward conver-
sion can be done with more speed as much as possible.
With targeting these aims in the following the proposed
RNS bases will be discussed.

3 Moduli Selection for Modular
Multiplication

Selecting the efficient RNS bases is crucial for achieving
efficient modular multiplication. As mentioned before, in
[4] the RNS bases in the form of 2k-ci where 0 ≤ ci <
2k/2 is presented. The aim of this selection is that re-
duction in modulo 2k-ci is easy and efficient arithmetic
operation will be achieved by this form of moduli. In
their approach an exhaustive search for moduli set with
hamming weight equal to three with simple multiplica-
tive inverses is carried out. The aim of this work is that
with small hamming weight for multiplicative inverses,
multiplication can be replaced by simple shift and some
additions. Therefore modular multiplication can be done
in a fast and efficient way. Reduction method in [4] in
moduli 2k-ci for the value less than 22k is reported as
2ω(ci)+2 addition of k bit words where ω(ci) is the ham-
ming weight of ci. As mentioned before, using moduli sets
with efficient arithmetic units and reverse converters has
significant importance in modular multiplication. There-
fore in proposing RNS bases, the sets like {2k, 2k+1-1,
2k-1, 2k+1} [9, 23] and {2k, 2k+1-1, 2k-1, 2k+1, 2k−1-1}
[8] are employed for second basis. For first basis like the
method proposed in [4] the exhaustive search for the mod-
uli in the form of 2k-ci where 0 < ci < 2k/2 are carried
out. Based on multiplicative inverses reported in [19], the
first basis enjoys simple multiplicative inverses which lead
to replacing the multiplication needed in MRS by simple
shift and some addition. Despite all the advantages of the
first basis which are selected from moduli in the form of
2k-ci, the second basis enjoys more efficient arithmetic op-
eration, forward and reverse conversion. Figure 1 shows
the process of conversion from one basis to another which
is needed in line 3 and 5 of modular multiplication de-
scribed in Section 2.2.

3.1 RNS to RNS Conversion from first to
second Basis

In this work ci’s are considered as 2ti± 1 where 0 < ti <
k/2. Conversion delay from first to second basis which is
shown in Figure 1 can be calculated as

DelayRNS−RNS=DelayRNS−MRS+DelayMRS−RNS (7)

 

Figure 1: RNS to RNS conversion, (a) conversion from
first to second basis (Bm to B′

m), (b) conversion from
second to first basis (B′

m to Bm), d1 and d2 are the moduli
sets {2k, 2k+1-1, 2k-1, 2k+1} and {2k, 2k+1-1, 2k-1, 2k+1,
2k−1-1}, respectively.

Where

DelayRNS−MRS =(
m−1∑
i=1

max
j=2,m;i<j

(ω(|P−1
i |Pj ) + 2ω(cj) + 4)

)
kDFA

DelayMRS−RNS =

(
m−1∑
i=1

(MA(2k + 1) + 3)

)
DFA

Where m is the number of moduli, ω(k) is the Hamming
weight of k and MA(2k+1) is the Modulo(2k+1)adder.
Based on [4] delay of RNS to MRS in first basis is

DelayRNS−MRS =(
m−1∑
i=1

max
j=2,m;i<j

(ω(|P−1
i |Pj ) + 2ω(cj) + 4)

)
nDFA

(8)

Equation (8) is the delay for calculation of mixed radix
number vi’s in Equation (1). In order to calculate the
delay of conversion from MRS to RNS, delay of slowest
moduli is considered. As proved in Section 3.3, the worst
case delay of MRS to RNS conversion in critical moduli
2k+1 when all the moduli are in the form of 2k-2ti-1 is

DelayMRS−RNS =

(
m−1∑
i=1

(MA(2k + 1) + 3)

)
DFA (9)

Different implementation for MA(2k+1) with varied area
and delay are reported, such as using carry propagate
adder (CPA) or parallel prefix adder [39]. Therefore in
MA(2k+1) needed in Equation (9) one of these imple-
mentation can be used.

3.2 RNS to RNS Conversion from second
to the first Basis

As depicted in Figure 1, conversion from second to first
basis is needed in RNS Montgomery modular multiplica-
tion. The second basis is the four and five moduli set
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{2k, 2k+1-1, 2k-1, 2k+1} [9, 23] and {2k, 2k+1-1, 2k-1,
2k+1, 2k−1-1} [8]. Delay and area of conversion from
RNS to weighted number using the assumption reported
in [9, 23, 24] are shown in Table 1. Note that several im-
plementations with different delay and area for the reverse
conversion are proposed for four moduli set {2k, 2k+1-1,
2k-1, 2k+1}, but for simplicity, one design is included in
Table 1. RNS to RNS conversion from second to first
basis can be calculated as

DelayRNS−RNS=
DelayRNS−Weighted +DelayWeighted−RNS

(10)

Where

DelayRNS−Weighted=

{
(23k+12)/2DFA d1
(18k+L+7)DFA d2

DelayWeighted−RNS=

(
m−1∑
i=1

(2ω(c′j)+2)

)
kDFA

(11)

The delays of RNS to weighted number are included
in Table 1 and conversion delay of weighted number to
its equivalent residue number in first basis are proven in
Section 3.4. It is worth mentioning that by using these
four and five moduli sets, arithmetic operation in one ba-
sis can be done in a fast and efficient way. Therefore both
RNS to RNS conversion and arithmetic operation are im-
proved and the Montgomery modular multiplication can
be done more rapidly. In Table 2, four and five moduli
bases for k equal to 64 is reported.

3.3 Reduction of Mixed Radix Numbers
in Moduli 2k+1, 2k-1, 2k−1-1 and 2k+1-
1

Reduction of mixed radix numbers vi’s into residues in
moduli 2k, 2k-1, 2k+1, 2k+1-1 and 2k−1-1 are needed in
the process of RNS to RNS conversion from first to second
basis. Based on Equation (5) we have

xi = |v1 + P1(v2 + P2(v3 + · · ·+ Pm−1vm) · · ·)|Pj
(12)

Where P1, P2,..., Pm−1 are the moduli in the form of
2k-2ti± 1 and Pj is equal to 2k, 2k-1, 2k+1, 2k+1-1 and
2k−1-1. Therefore Equation (12) can be rewritten as

xi=

∣∣∣∣∣∣
v1+(2k − 2t1 ± 1)(v2+

(2k−2t2 ± 1)(v3+(2k−2t3± 1)v4︸ ︷︷ ︸
J

+· · ·)· · ·)

∣∣∣∣∣∣
Pj

(13)

Reduction in modulo 2k can be simply done by consider-
ing k-bit LSB of the result of summation. Therefore the
reduction in moduli 2k-1, 2k+1, 2k+1-1 and 2k−1-1 will
be discussed in the following.

3.3.1 Reduction in Modulo 2k+1

Based on Equation (13) we have

xi=

∣∣∣∣∣∣
v1+(2k−2t1±1)(v2+

(2k−2t2±1)(v3+(2k−2t3±1)v4︸ ︷︷ ︸
J

+· · ·) · · ·)

∣∣∣∣∣∣
2k+1

(14)

The value of 2k-2ti±1 in modulo 2k+1 is equal to -(2ti+2)
and -2ti for 2k-2ti-1 and 2k-2ti+1, respectively. Basic
operation in Equation (14) is calculation of J . Calculation
of J can be done as

J=

{
|vi−(2ti+2)vi+1|2k+1 if Pi =2k−2ti−1

|vi−2tivi+1|2k+1 if Pi =2k−2ti+1
(15)

J=



∣∣∣∣∣∣vi−vi+1 0 · · · 0︸ ︷︷ ︸
ti

−vi+10

∣∣∣∣∣∣
2k+1

if Pi =2k−2ti−1∣∣∣∣∣∣vi−vi+1 0· · ·0︸ ︷︷ ︸
ti

∣∣∣∣∣∣
2k+1

if Pi =2k−2ti+1

(16)
(k+1)-bit separation results in

J=

{ ∣∣vi−v1i+1−v2i+1−v3i+1

∣∣
2k+1

if Pi =2k−2ti−1∣∣vi−v2i+1−v3i+1

∣∣
2k+1

if Pi =2k−2ti+1

(17)
Where

v1i+1 = vi+1,k−2 . . . vi+1,00
v2i+1 = vi+1,k−ti . . . vi+1,0 0 · · · 0︸ ︷︷ ︸

ti

v3i+1 = 0 · · · 00︸ ︷︷ ︸
k−t+2i

vi+1,k−1 . . . vi+1,k−ti+1

The computation of Equation (17) can be implemented
only using additions, given that negative number in mod-
ulo 2k+1 can be expressed as

|−v|2k+1 =
∣∣2k + 1− v

∣∣
2k+1

= |v̄ + 2|2k+1 (18)

Thus

J=

{ ∣∣vi+v̄1i+1+v̄2i+1+v̄3i+1+6
∣∣
2k+1

if Pi =2k−2ti−1∣∣vi+v̄2i+1+ v̄3i+1+ 4
∣∣
2k+1

if Pi =2k−2ti+1

(19)
Hardware implementations of Equation (19) are shown in
Figure 2. Correspondence value of J according to mod-
uli 2k-2ti-1 or 2k-2ti+1 is inserted in Equation (14) with
(k+1)-bit in binary representation. Therefore J ′= vi +
(2k - 2ti±1)×J must be calculated in next step. Calcula-
tion of J ′ is as follows.

J ′=

{
|vi− (2ti+2)J |2k+1 if Pi =2k−2ti−1

|vi−2tiJ |2k+1 if Pi =2k−2ti+1
(20)

J ′=

{ ∣∣vi+J̄1+J̄2 + J̄3+J̄4 + 8
∣∣
2k+1

if Pi =2k−2ti−1∣∣vi+J̄3 + J̄4 +4
∣∣
2k+1

if Pi=2
k−2ti+1

(21)
Where

J1 = Jk−1 . . . J00
J2 = 0 · · · 0︸ ︷︷ ︸

k

Jn

J3 = Jk−ti . . . J0 0 · · · 0︸ ︷︷ ︸
ti

J4 = 0 · · · 00︸ ︷︷ ︸
k−ti+1

Jn . . . Jk−ti+1
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Table 1: Delay and area of reverse conversion in second RNS basis

RNS Basis Delay of Conversion Area of Conversion

from RNS to Weighted from RNS to Weighted

{2k, 2k+1-1, 2k-1, 2k+1} [23] ((23k+12)/2)DFA ((k-4)(k+1)/2 + 9k+5)AFA

+2kAOR+2kAXNOR+(6k+1)ANOT

{2k, 2k+1-1, 2k-1, 2k+1, 2k−1-1} [8] (18k+L+7) D∗
FA ((5k2+43k+m)/6+16k-1)AFA

+ (6k+1)A∗
NOT

∗ m=k-4, 9k-12 and 5k-8 for k=6h-2, 6h and 6h+2 (h= 1, 2,...), respectively,

and L is the number of the levels of the CSA tree with ((k/2)+1) inputs.

Table 2: Proposed RNS bases for k=64

RNS bases First Basis Bm Auxiliary Basis B′
m

264-28-1, 264,

Four moduli RNS bases 264-222-1, 265-1,

264-215-1, 264-1,

264-216-1 264+1

264-210-1, 264,

Five moduli RNS bases 264-231-1, 265-1,

264-216-1, 264-1,

264-219-1, 264+1,

264-220-1 263-1

CSA (2k+1)

viC1

CSA (2
k
+1)

CSA (2
k
+1)

CSA (2k+1)

CSA (2
k
+1)

viv
2
i+1v

3
i+1

C2

CSA (2k+1)

CSA (2k+1)

(a) (b)

J

J

v 3
i+1 v 2

i+1 v
1
i+1

Figure 2: Hardware implementation of reduction of J in
modulo 2k+1. C1 is equal to 3 and C2 is equal to 2. (a)
when 2k-2ti+1, (b) when 2k-2ti -1.

Hardware implementations of J ′ are shown in Figure 3.
Carry save adder (CSA) in modulo 2k+1 add the input
values with an extra unit [11]. Therefore in each CSA
shows in Figures 2 and 3 the one unit is decreased from
constant values in Equation (19) and 21. The remaining
values of constants are included as the input of CSA in
Figures 2 and 3. Based on hardware implementations in
Figures 2 and 3, the delay and area of conversion from
MRS to RNS in the worse case can be calculated as

DelayMRS−RNS =

(
m−1∑
i=1

(MA(2k + 1) + 3)

)
DFA (22)

CSA (2k+1)

viC1

CSA (2
k
+1)

CSA (2
k
+1)

CSA (2k+1)

CSA (2
k
+1)

viC2

CSA (2k+1)

CSA (2k+1)

(a) (b)

J'

J'

J
1

CSA (2k+1)

J
2J

3
J

4

J 3
J

4

Figure 3: Hardware implementation of reduction of J ′ in
modulo 2k+1. C1 is equal to 4 and C2 is equal to 2. (a)
when 2k-2ti+1, (b) when 2k-2ti-1.

AreaMRS−RNS=

MA(2k+1)+3CSA(2k+1)
m−1∑
i=2

(MA(2k+1)+4CSA(2k+1))

AFA

(23)

3.3.2 Reduction in Modulo 2k+1-1

Based on Equation (13) we have

xi=

∣∣∣∣∣∣
v1 + (2k − 2t1 ± 1)(v2+

(2k−2t2± 1)(v3+(2k−2t3± 1)v4︸ ︷︷ ︸
I

+· · ·)· · ·)

∣∣∣∣∣∣
2k+1−1

(24)
Calculation of I as the basic operation is

I =
∣∣vi + (2k − 2ti ± 1)vi+1

∣∣
2k+1−1

(25)
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(k+1)-bit CSA with EAC

v
1

iv
1

i+1v
2
i+1v

3
i+1

(k+1)-bit CSA with EAC

MA (2
k+1

-1)

I

Figure 4: Hardware implementation of reduction of I in
modulo 2k+1-1.

Using Lemma1 and 2 result in

I =
∣∣v1i + v1i+1 + v2i+1 + v3i+1

∣∣
2k+1−1

(26)

Where

v1i = 0vi
v1i+1 = vi+1,00vi+1,k−1 · · · vi+1,1

v2i+1 = v̄i+1,k−ti · · · v̄i+1,01v̄i+1,k−1 · · · v̄ii+1,k−ti+1

v3i+1 =

{
1v̄i+1

0vi+1

if pi= 2n−2ti − 1
if pi= 2n−2ti + 1

By replacing I in Equation (24) with (k+1)-bit in
binary form, vi + (2k - 2ti±1)×I must be calculated.
Therefore v1i , v1i+1, v2i+1 and v3i+1 in Equation (26)
changed to

v1i = 0vi
v1i+1 = I0Ik−1 · · · I1
v2i+1 = Īk−ti · · · Ī0Īk · · · Īk−ti+1

v3i+1 =

{
Ī
I

if Pi= 2k−2ti − 1
if Pi= 2k−2ti + 1

Hardware implementation of Equation (26) is shown in
Figure 4.

Based on Figure 3, hardware requirements for calcula-
tion of I consists of two levels of CSA with end around
carry (EAC) followed by the MA(2k+1-1). Therefore de-
lay and area of conversion from MRS to RNS can be cal-
culated as

DelayMRS−RNS=

(
m−1∑
i=1

(MA(2k+1− 1)+ 2)

)
DFA (27)

AreaMRS−RNS=

(
m−1∑
i=1

(MA(2k+1−1)+2CSA(2k+1−1))

)
AFA

(28)

k-bit CSA with EAC

viv
1
i+1v

2
i+1

MA (2
k
-1)

MA (2
k
-1)

viv
1

i+1

(a) (b)

I

I

Figure 5: Hardware implementation of reduction of I in
modulo 2k-1, (a) when Pi = 2k−2ti+1, (b) when Pi= 2k−
2ti − 1.

3.3.3 Reduction in modulo 2k-1

Based on Equation (13) we have

xi=

∣∣∣∣∣∣
v1+(2k−2t1 ± 1)(v2+
(2n−2t2± 1)(v3+(2n− 2t3± 1)v4︸ ︷︷ ︸

I

+· · ·)· · ·)

∣∣∣∣∣∣
2k−1
(29)

Calculation of I as the basic operation is

I =
∣∣vi + (2k − 2ti ± 1)vi+1

∣∣
2k−1

(30)

The values of 2k−2ti−1 and 2k−2ti+1 in modulo 2k-1
are equal to −2ti and −2ti + 2, respectively. Therefore
Equation (30) can be rewritten as

I =

{
|vi − 2tivi+1|2k−1 if Pi =2k−2ti−1

|vi + (−2ti + 2)vi+1|2k−1 if Pi =2k−2ti+1
(31)

Using Lemma1 and 2 result in

I =

{ ∣∣vi + v1i+1

∣∣
2k−1

if Pi =2k−2ti−1∣∣vi + v1i+1 + v2i+1

∣∣
2k−1

if Pi =2k−2ti+1

(32)
Where

v1i+1 = v̄i+1,k−ti−1 · · · v̄i+1,0v̄i+1,k−1 · · · v̄i+1,k−ti

v2i+1 = vi+1,k−2 · · · vi+1,0vi+1,k−1

Hardware implementation of Equation (32) is shown in
Figure 5. Worse case delay and area of conversion from
MRS to RNS in modulo 2k-1 can be calculated as

DelayMRS−RNS =

(
m−1∑
i=1

(MA(2k − 1) + 1)

)
DFA (33)

AreaMRS−RNS=

(
m−1∑
i=1

(MA(2k−1) + CSA(2k−1))

)
AFA

(34)
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3.3.4 Reduction in Modulo 2k−1-1

Based on Equation (13) we have

xi=

∣∣∣∣∣∣
v1 + (2k − 2t1 ± 1)(v2+

(2k−2t2± 1)(v3+(2k−2t3± 1)v4︸ ︷︷ ︸
I

+· · ·)· · ·)

∣∣∣∣∣∣
2k−1−1

(35)
The value of 2k−2ti −1 and 2k−2ti +1 in modulo 2k−1-1
are equal to −2ti +1 and −2ti +3, respectively. Therefore
Equation (35) can be rewritten as

I=

{
|vi+(−2ti+1)vi+1|2k−1−1 if Pi =2k−2ti−1
|vi+(−2ti+3)vi+1|2k−1−1 if Pi =2k−2ti+1

(36)
Using Lemma1 and 2 result in

I=


∣∣∣∣ v1i +v2i +v1i+1+v2i+1+
v3i+1 + v4i+1

∣∣∣∣
2k−1−1

if Pi =2k−2ti−1∣∣∣∣ v1i +v2i+ v1i+1 +v2i+1+
v3i+1+ v4i+1+v5i+1+v6i+1

∣∣∣∣
2k−1−1

if Pi =2k−2ti+1

(37)
Where

v1i = vi,k−2 · · · vi,0
v2i = 0 · · · 0︸ ︷︷ ︸

k−2

vi,k−1

v1i+1 = 1 · · · 1︸ ︷︷ ︸
k−ti−2

v̄i+1,k−1 · · · v̄i+1,k−ti−1

v2i+1 = v̄i+1,k−t−2 · · · v̄i+1,0 1 · · · 1︸ ︷︷ ︸
ti

v3i+1 = vi+1,k−2 · · · vi+1,0

v4i+1 = 0 · · · 0︸ ︷︷ ︸
k−2

vi+1,k−1

v5i+1 = vi+1,k−3 · · · vi+1,00
v6i+1 = 0 · · · 0︸ ︷︷ ︸

k−3

vi+1,k−1vi+1,k−3

Hardware implementation of Equation (37) is shown in
Figure 6. After calculation of I as (k-1)-bit in binary
form in Equation (39), I ′ = vi + (2k - 2ti± 1)×I must be
calculated. Therefore variables in Equation (37) can be
rewritten as

I ′ =
∣∣v1i + v2i + I1 + I2 + I3

∣∣
2k−1−1

(38)

Where

v1i = vi,k−2 · · · vi,0
v2i = 0 · · · 0︸ ︷︷ ︸

k−2

vi,k−1

I1 = Ik−3 · · · I0Ik−2

I2 = Īk−ti−3 · · · Ī0Īk−2 · · · Īk−ti−2

I3 =

{
Ī if Pi= 2k−2ti − 1
I if Pi= 2k−2ti + 1

Hardware implementation of I ′ is shown in Figure 6.c.
The delay and area of conversion from MRS to RNS in
modulo 2k−1-1 in worse case can be calculated as

DelayMRS−RNS=(
MA(2k−1−1)+4+

m−1∑
i=2

(MA(2k−1−1)+3)

)
DFA

(39)

AreaMRS−RNS= MA(2k−1−1)+6CSA(2k−1−1)+
m−1∑
i=2

(MA(2k−1−1)+3CSA(2k−1− 1))

AFA
(40)

3.4 Reduction of Weighted Number in
Moduli 2k-ci

As mentioned before in [4] moduli in the form of 2k-2ti±
1 are used in order to achieve small hamming weight for
both moduli and multiplicative inverses. Since for one
bases in this paper such as proposed in [4] the modulus
in the form of 2k-2ti± 1 where 0 < ti < k/2 are used
to design efficient RNS bases, the binary to residue con-
verter for this moduli is presented. In [4] to calculate the
residue numbers from MRS in five moduli set based on
Equation (5) the following operation must be considered:

xj=

∣∣∣∣∣∣v1+p1(v2+ P2(v3+P3 (v4+ P4v5)︸ ︷︷ ︸
H

))

∣∣∣∣∣∣
2k−2tj±1

(41)

The delay of H is addition of n bit words where ω(ci)
and ω(c′j) is the hamming weight of 2k-2ti±1 and 2k-
2tj±1, respectively. In [4] total delay for m moduli is
reported as

DelayMRS−RNS=

m−1∑
i=1

max
j=1,m

(ω(ci)+2ω(c′j) +2))kDFA (42)

For designing binary to residue converter in modulo 2k-
2tj±1 for M -bit dynamic range we have

X =

M/k−1∑
i=0

2ikxi (43)

In this work, M=4k and 5k-bit dynamic ranges are con-
sidered. Therefore in the worse case we have

X =
4∑

i=0

2ikxi = 24kx4 +23kx3 +22kx2 +2kx1 +x0 (44)

The above equation can be rewritten as

X = 2k(2k(2k (2kx4 + x3)︸ ︷︷ ︸
z

+x2) + x1) + x0 (45)

Unlike the calculation needed in Equation (42), the ham-
ming weight of ci in calculation of z as the basic operation
in Equation (45) is equal to zero. Therefore the delay of
reduction in moduli 2k-2tj±1 reported in Equation (42)
for the proposed RNS bases is changed to

DelayWeighted−RNS = (
m−1∑
i=1

(2ω(c′j) + 2))kDFA (46)

Therefore less addition is needed in the process of for-
ward converter.
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Figure 6: Hardware implementation of reduction of I in modulo 2n−1-1, (a) when Pi = 2k − 2ti + 1, (b) when
Pi = 2k − 2ti − 1, (c). Calculation of I ′.

4 Complexity of Modular Multi-
plication and Comparison

The efficiency of arithmetic operation is the main advan-
tages of this work. In the first line of RNS Montgomery
modular multiplication algorithm presented in Section
2.2, the operations di = |ai × bi|Pi

and d′i = |a′i × b′i|P ′
i

for i = 1,..., m and in the fourth line computation of

r′i =
∣∣∣(d′i − q′i ×N ′

i)
∣∣M−1

∣∣
P ′

i

∣∣∣
P ′

i

are required. In [4]

these operations in the first line have the cost of 2m
products of k-bit words and 2m reductions with cost of∑m

i=1 (2ω(ci) + 2) +
∑m

j=1 (2ω(c
′
j) + 2) additions of k-bit

words. The operations in fourth line have the cost of
2m products of k-bit words and 2m reductions with cost
of 2

∑m
j=1 (2ω(c

′
j) + 2) additions of k-bit words. Since the

second basis of our approach are the moduli sets {2k-1, 2k,
2k+1, 2k−1-1} and {2k-1, 2k, 2k+1, 2k+1-1, 2k−1-1}, the
reduction in these moduli sets can be implemented with
more simple process. For an instance for numbers in the
dynamic ranges of 4k and 5k bits, several levels of CSA
followed by MA(2k± 1) is needed [11]. Therefore the de-
lay in reduction

∑m
j=1 (2ω(c

′
j) + 2) can be eliminated and

replaced by delay of some levels of CSA and MA(2k± 1).
It is worth mentioning that in the second basis the re-
quired product can be produced more efficiently than the
RNS basis with moduli in the form of 2k-ci [13, 34, 37].
The delay of RNS to RNS conversion in [4] assuming m,
k-bits arithmetic unit is

DelayRNS−RNS=DelayRNS−MRS+DelayMRS−RNS (47)

Where

DelayRNS−MRS =

(
m−1∑
i=1

max
j=2,m;i<j

(ω(|P−1
i |Pj ) + 2ω(cj) + 4))kDFA

DelayMRS−RNS =
m−1∑
i=1

max
j=1,m

(ω(ci) + 2ω(c′j) + 2))kDFA

With using the moduli sets {2k-1, 2k, 2k+1, 2k−1-1} and
{2k-1, 2k, 2k+1, 2k+1-1, 2k−1-1} in second basis, the delay
of MRS to RNS conversion in second basis is removed in
Equation (47) and replaced by

DelayMRS−RNS =

(
m−1∑
i=1

(MA(2k + 1) + 3)

)
DFA (48)

AreaMRS−RNS=

(
m−1∑
i=1

(MA(2k+1)+4n)

)
AFA (49)

In conversion from second to first basis, the delay of
RNS to MRS is removed and replaced by delays reported
in Table 1 for four and five moduli sets. Conversion
from weighted number to RNS in next basis is improved
by (

∑m−1
i=1 (2ω(c′j) + 2))kDFA computation instead of the

computation required for MRS to RNS in Equation (47).
Therefore noticeable increase in speed in Montgomery
modular multiplication is achieved. In [4], performance
comparison is based on cost of RNS to RNS conversion
which is based on the number of required 64-bit FA. In
the proposed RNS bases, the moduli sets {2k-1, 2k, 2k+1,
2k−1-1} and {2k-1, 2k, 2k+1, 2k+1-1, 2k−1-1} with their
reverse converters are employed as the second basis. Re-
verse converters structure of these moduli sets mainly
consists of CSA tree followed by MA(2k-1). Therefore
comparison based on the number of required 64-bit FA
would not be a fair comparison. In order to achieve a
fair comparison, critical path delay is considered with the
following assumptions. Calculation of mixed radix num-
bers is considered with serial process (Equation (47)). In
order to compute residue in next basis, bearing in mind
that the forward conversion in each moduli is independent
from the other moduli, the delay of critical and slowest
moduli must be considered for this part. Table 3 shows
the comparison delay of RNS to RNS conversion of the
proposed RNS bases comparing to [4]. As shown in Table
3, the proposed RNS basis has achieved noticeable im-
provement in delay of RNS to RNS conversion required
in modular multiplication and therefore the overall per-
formance of the modular multiplication is improved.
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Table 3: Comparison delay of different RNS bases
RNS bases Total delay Improvement (%)

4 moduli bases (P-S) [4] (6976)DFA -
4 moduli -Proposed (4938)DFA (P-S) 29%

5 moduli bases (P) [4] (13848)DFA -
5 moduli bases (S) [4] (11840)DFA -
5 moduli -Proposed (9512)DFA (P) 31%

(S) 20%

In [4] to show the efficiency of modular multiplication
with its proposed RNS bases, comparison with standard
Montgomery algorithms [12, 25] and its RNS versions
[2, 35] are done and shown to be more efficient. Also
comparison with Karatsuba implementation [12] is done
and has achieved the same efficiency with more straight-
forward architecture. Since the proposed RNS bases has
achieved noticeable increase in speed in modular multipli-
cation comparing to [4], we can conclude that comparing
to [2, 35] and [12] more efficient design of modular multi-
plication is achieved by the proposed RNS bases.

5 Conclusions

This paper has proposed the RNS bases for public key
cryptography and especially for ECC. With using arith-
metic friendly moduli sets in the second basis, multipli-
cation in each moduli can be done with more speed. Fast
conversion from one basis to another leads to an increase
in the overall performance of the system. Comparison
with the best RNS bases in literature achieved 29% im-
provement in delay of RNS to RNS conversion for four
moduli RNS bases and 20% improvement in speed of RNS
to RNS conversion in five moduli RNS bases. Therefore
noticeable improvement in speed of the modular multipli-
cation is achieved by the proposed RNS bases.
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