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Abstract 

Grid computing is a high performance computing 

environment to solve larger scale computational demands. 

Grid computing contains resource management, task 

scheduling, security problems, information management 

and so on. Task scheduling in an important aspect of 

distributed computing.  As grid computing is a form of 

distributed computing with heterogeneous resources 

working in a shared environment with no central control. 

The main aim of Grid scheduling is to increase the system 

throughput and to satisfy the job requirements from the 

available resources. This work proposes a secure 

requirement (SRP) prioritized task-scheduling algorithm 

for grid computing. This algorithm is based on scheduling 

the jobs based on the resource requirement of the jobs 

which considers the memory requirement as the resource 

requirement of the jobs. It is named as the secure 

requirement prioritized (SRP) scheduling algorithm as the 

jobs memory requirement is passed to scheduler in 

encrypted form. It is compared with one of the widely used 

grid scheduling algorithm MinMin and has been tested in 

simulated grid environment. The experimental results 

showed a significant improvement in terms of makespan 

and system utilization. 

Keywords: Distributed environment, grid computing, 

requirement based scheduling, secure grid scheduling, task 

scheduling 

1   Introduction 

Grid computing is a form of distributed computing in 

which resources are geographically distributed and owned 

by different individuals with different technologies. This 

distributed environment allows sharing of geographically 

distributed heterogeneous computers and resources. Users 

can access and utilize the resources of multiple domains 

participating in the grid network. It’s a new technology that 

allows easier access to remote computational resources to 

tackles complex computations. Grid computing aims to 

maximize the utilization of an organization’s computing 

resources by making them shareable across applications 

and, potentially, provide computing on demand to third 

parties as a utility service. It schedule the independent jobs 

submitted by different users on dynamically distributed 

resources that increases the overall throughput and also 

utilizes the unused processors. These resources can be 

shared by various applications depending upon their 

availability and QOS requirement of the applications. As 

grid computing allows user to access remote resources and 

provide cooperative distributed computing environment, so 

user jobs can be executed either on local or remote 

computer systems. The job of the grid scheduler is to 

automatically assign the suitable resources to the 

independent jobs to maximize the system utilization. It also 

reduces the average response time of the jobs. The efficient 

utilization of grid computing resources can improve the 

overall job-throughput due to load balancing of the tasks 

between the grid resources.   

The grid scheduling is divided into three phases [10]. 

These are Resource exploring, Machine selection and 

Executing. The first phase recovers all the available 

resources, the second phase deals with finding the best 

match between the set of jobs and available resources. The 

phase two is a NP-hard Problem [20]. The behavior of 

computational grid is dynamic and unpredictable as it 

depends upon various factors: 

1) Network connection;  

2) Availability & non-availability of resources at the 

required time;  

3) The number of resources joining & leaving the grid; 

4)  Performance of grid resources can vary from time to 

time. 

The jobs will take different execution time on different 

machines. So, task scheduling as a part of grid scheduling 
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is a problem to schedule a stream of applications from 

different users to a set of computing resources to minimize 

the total completion time. This scheduling requires the 

matching of different jobs with the machines that satisfy 

their resource requirement. There are two different goals 

for task scheduling: (i) Increasing computing performance, 

its aim is to minimize the execution time of each 

application that is considered in parallel processing. (ii) 

Increasing overall throughput, its purpose is to schedule a 

set of independent tasks in such a way that it increases the 

processing capacity of the systems for long period of time. 

We have focused on the second goal and propose a new 

task-scheduling algorithm for grid computing that provides 

high throughput and efficient utilization of resources. This 

grid-scheduling algorithm tries to minimize the total 

turnaround time of the jobs. The resources in grid 

environment are not only dedicated to grid applications, as 

they have to handle their own local jobs also. So, the grid 

jobs need to compete for the resources according to their 

resource requirement. In this scheduling algorithm we are 

considering the main-memory as the resource requirement 

of the grid jobs. The scheduler considers the resource 

requirement of the grid jobs and assigns the jobs to the 

resources that satisfy their resource requirement. To secure 

the requirements of the tasks, memory requirement of the 

tasks is encrypted using RC5 algorithm and then passed to 

the scheduler. Our Scheduling algorithm increases the 

efficiency and utilization of grid resources by scheduling 

the jobs based on their resource requirement and provides 

secure communication with scheduler. 

2  Literature Survey 

In the past few years, researchers have proposed scheduling 

algorithms for parallel system [4, 20, 22]. However, the 

problem of grid scheduling is still more complex than the 

proposed solutions. Therefore, large number of researchers 

[2, 6, 12, 16, 17] is showing interest in it. Current systems 

of grid resource management was surveyed and analyzed 

based on classification of scheduler organization, system 

status, scheduling and rescheduling policies [11]. However, 

the characteristics and various techniques of the existing 

grid scheduling algorithms are still complex particularly 

with extra-added components. 

Job scheduling on grid computing not only aims to find 

an optimal resource to improve the overall system 

performance but also to utilize the existing resources more 

efficiently. Recently, many researchers have studied the 

problem of job scheduling algorithm on grid environment. 

Some of those are the popular heuristic algorithms, which 

have been developed, are UDA, OLB, min-min, the fast 

greedy, GA, SA, tabu search [1] and an Ant System [14]. 

These algorithms have several advantages and have some 

drawbacks also. UDA assign too many jobs to a single grid 

node. This leads to overloading and the increases the 

response time of the jobs. The drawback of OLB is that it 

does not achieve the load balance and leads to hard 

calculation of minimum completion time for a job. The 

algorithms GA, SA and GSA are difficult to implement. 

The heuristic algorithms proposed for job scheduling in [1] 

and [14] depend on static environment of system load and 

the expected value of execution times. Li [13] proposed a 

scheduling algorithm in which job will be moved from one 

machine to another machine, so the traffic in the grid 

system will be automatically increased. Yan Hui [7] has 

taken into account communication cost and different ant 

agents. 

Currently available Grid Resource Management system 

like: Condor, Globus, NetSolve, Nimrod/G, AppLeS uses 

different Grid scheduling approaches. The Condor uses 

centralized scheduler and designed to improve overall 

throughput of the system in a controlled network 

environment. Its scheduling algorithm does not consider 

any QoS requirement of jobs. The AppLeS scheduling 

algorithm focuses on efficient co-location of data and 

experiments as well as adaptive scheduling. The Nimrod 

uses decentralized scheduler and its scheduling approach is 

based on predictive pricing model and Grid economy 

model. The Netsolve has decentralized scheduler and 

scheduling approach focuses on fixed application oriented 

policy considering soft QoS. In our algorithm we consider 

QoS in scheduling. Our proposed algorithm is different 

from the above given algorithms; it considers the memory 

requirement of the job and assigns the jobs to the available 

resource accordingly. The above discussed algorithms are 

not security aware and security is an important concern in 

Grid Scheduling, considering security constraint modifies 

the schedule of the scheduling algorithms. The secure grid 

scheduler should meet the security requirements of the jobs 

and also tries to minimize the makespan, average response 

time of the jobs by utilizing the resources effectively. 

Secure Grid Scheduling: In Grid computing resources 

and data from different administrative domains work 

together as virtual organization. Computations of tasks at 

different resources of different administrative domains give 

rise to security issues in Grid scheduling. Various 

researchers have proposed and developed secure grid 

scheduling model considering different security 

requirements of Grid Scheduling. Ian Foster [5] proposed a 

security architecture that addresses requirements like user, 

resource, process authentication with each other and 

dynamically varying resource requirements of the processes. 

Wu and Sun [20] proposed a genetic algorithm addressing 

heterogeneities of fault tolerant mechanism in 

computational grid. Song [19] considers risk involved in 

dispatching the jobs to remote nodes and proposed three 

secure scheduling algorithms on different risk levels. 

Kołodziej [9] formalizes the Grid scheduling problem as a 

non-cooperative non-zero sum game of the Grid users in 

order to address the security requirements. He considered 

users’ cost of playing the game as a total cost of the secure 

job execution in Grid and tries to minimize the total cost by 

using four genetic-based hybrid meta-heuristics. Kashyap 

[8], proposed a security-aware Grid scheduling model, in  

this paper  author quantifies, estimates security overhead 

and considers security requirement as the main concern for 
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scheduling tasks on the grid nodes. She incorporated this 

idea of prioritizing security requirements on the existing 

scheduling heuristics Min-Min and Max-Min. Xie and Qin 

[21] proposed a scheduling algorithm SAHA, schedules 

data intensive jobs considering their security requirements 

on data grids. He introduced a concept of security 

deficiency and also proposed strategy to enhance security 

of jobs. 

3   Proposed Model 

3.1 Proposed Model Architecture 

In this model, we assume a computing grid composed of a 

number of independent non-dedicated sites with several 

heterogeneous computational resources of various 

organizations. As the sites are non-dedicated, no one has 

full control on all the available resources and applications 

(jobs). Each site has local users that submit jobs to its own 

local job scheduler and the local job scheduler is 

responsible for managing local jobs only.  For this reason, 

the job scheduling in this environment is complicated. 

The independent users submit their jobs to the Grid 

Scheduler. A grid job consists of n independent tasks. Each 

task is characterized by file size and encrypted memory 

requirement. The aim of this model is find the optimal 

schedule for assigning the jobs to the processing nodes that 

satisfies the memory requirement by providing the memory 

requirement in encrypted form so that the intruders should 

not be able to modify the requirement of the jobs and also 

give minimum makespan. The memory requirement of the 

jobs is encrypted using the RC5 algorithm. RC5 is 

symmetric block cipher that uses the same cryptographic 

key for encryption and decryption. It has the variable length 

cryptographic key depending upon the level of security. 

The scheduler retrieves the information of the grid 

resources such as processing speed, memory capacity. The 

data retrieved from the participating sites is used to find the 

optimal resources according to job resource requirement for 

processing of jobs. The scheduler decrypts the memory 

requirement of the tasks and schedules the tasks depending 

upon its requirement. 

3.2 Terminologies Used 

The major objective of our algorithm is to allocate the best 

suitable machine to the tasks, arriving at the Grid Scheduler. 

As our task scheduling algorithm is based on the 

availability of memory required by the task. 

Here is the list of terminologies and its definitions, used 

in this paper: 

Jlist is the list of all the task of the given job that is to be 

scheduled. A task is characterized as Ti (sizei, mri) where, 

sizei is the size of the task and mri is the encrypted memory 

requirement of the task. A processing node is characterized 

as Pj (psj, mcj, btj) where, psj is the processing speed of the 

node,  mcj is the maximum memory capacity of the 

processing node and btj is the begin time at j
th

 node. Tw is 

the waiting time of the node (time to execute tasks already 

assigned to the node). Prs,i  is the list of  nodes satisfying the 

memory requirement of i
th

  task i.e. on which the i
th 

task can 

be executed. 

The time spent by the i
th

 process waiting for the j
th

 node 

(Grid Scheduler) is 

Twij =Max(min tpj (avail),  min tmej (avail)), 

where tpj is time that shows after how much time the i
th  

task has got the j
th

 node, tmej  is time i.e after how long 

time the i
th

 task has got the j
th
 node that satisfy its memory 

requirement(mei). Let ETij is defined as the amount of time 

taken by processing node Pj, to execute task  ti, given that Pj 

has no load when task Ti is assigned. 

ETij = outTimeij-inTimeij 

Where   outTimeij  is the at which i
th

  process  is 

completed in the jth processor. inTimeij  is the time at which 

i
th

  process is submitted to the j
th 

processor. 

The completion time Cij of the i
th  

process at j
th 

 machine is: 

Cij = Twij +  ETij. 

3.3 Scheduling Algorithm 

Make span is a measure of the throughput of the 

heterogeneous system. The aim of our grid scheduling 

algorithm is to minimize the makespan. The heuristic can 

be divided into two categories online mode and the other 

batch mode. In online mode, whenever a job arrives to the 

scheduler it is allocated to the first free machine. In this 

method, the arrival order of the job is important. Each task 

is considered only once for matching and scheduling. In 

case of batch mode, the jobs are collected in a set and are 

examined for mapping at prescheduled times called 

mapping events. This independent event uses heuristic 

approach to make better decision. This mapping heuristics 

do better task/host mapping because the heuristics have the 

resource requirement information for the meta-task, and 

know the actual execution time of a larger number of tasks. 

Several heuristics approaches like Min-min, Max-min, 

UDA and GA are proposed for scheduling independent 

tasks. Most of these algorithms consider the expected 

execution time of each task as the criteria to make better 

decision. The general scheduling algorithms does not 

consider the resource requirement, which affects 

scheduling process in a Grid. Regardless of their computing 

power request, some tasks may require more memory 

whereas others can be satisfied with less memory. For e.g. 

If scheduler assigns a task that require less memory for 

execution on the processor with high memory, tasks 

requiring high memory will then have to wait. Considering 

memory as the resource requirement in scheduling should 

lead to a better scheduling algorithm. Based on this 

requirement, a new scheduling algorithm considering 

‘memory as resource requirement’ is proposed. It works as 

follows: 
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 Sort and make a list of tasks based on their 

memory requirement as (Tsort) from complete list 

of tasks Tlist. 

 To avoid attack-in-the-middle encrypt the memory 

requirement of the tasks in the Tsort list using RC5 

algorithm as the maximum size would not exceed  

16 bytes and make a list of tasks with their 

encrypted memory requirement ETsort. 

 Submit the list ETsort to the scheduler. 

 After receiveing the ETsort list the scheduler 

decrypt the memory requirement of the tasks and 

create DTsort. 

 For each task of updated DTsort, find the list of the 

nodes (Nsatisfy) which satisfy the memory 

requirement of the task. 

Compute the computation time for each task of 

DTsort on its entire node list Nsatisfy. 

 For each task, mark the node from the Nsatisfy that 

gives minimum completion time. 

 For all such task-node pair, allocate the task 

to the respective marked node. 

 Remove the task from the DTsort list. 

 Modify the waiting time of the resource. 

 Repeat the entire process till DTsort list is 

empty. 

 After all the tasks from the DTsort are allocated 

new Tsort is created and the entire process 

begins again. 

Algorithm 1: Scheduling algorithm  

1. for all tasks Ti 

2. create Tsort from Tlist 

3. create ETsort from Tsort 

4. end for 

5. for all tasks in ETsort 

6. create DTsort 

7. endfor 

8. do until (DTsort != NULL) 

9. { 

10.  for each task ti in the DTsort  

11. {  

12. create Nsatisfy,i 

13. for each node j from the node list Nsatisfy,i 

14. compute  

15. Twij=Max(min tpj (avail), min tmej (avail))  

16. Cij = Twij+  ETij 

17. find the completion time for each task and its 

18. corresponding node. 

19. Generate matrix CTi,j 

20. } 

21. From the matrix CT, find the task with    

22. Minimum CT=(CTi,j) 

23. Schedule task i on node j       

24. Delete task ti from  DTsort  and Tlist 

25. Modify  Twij= Twij+CTij for the j
th 

node  

26. }   

4   Experimental Testing 

To evaluate the performance of newly proposed SRP 

scheduling algorithm in Grid environment and to compare 

it with existing algorithm Min-Min, a simulator is designed 

in Java. The simulator consists of Nodes, Tasks and SRP 

algorithm for generating heterogeneous grid nodes and 

tasks sets randomly within the specified range. In the 

experimental testing we used heterogeneous machines with 

different processing speed, memory capacity and tested it 

for different number of tasks (e.g. size of tasks, memory 

requirement), shown in Table 1. 

Table 1: Parameters for the simulation experiments 

Parameters Values 

No. of nodes 4 

Processing speed of nodes(ps) 1-10 (MIPS) 

Memory capacity of  processing 

nodes 

200-350 

(MB) 

No. of tasks 10-20 

Size of Tasks 10-200 (MB) 

Memory requirements 
150-300 

(MB) 

 

We compared the results of our SRP scheduling algorithm 

with the most widely used min-min algorithm. 

We compared the makespan of our algorithm with Min-

Min on heterogeneous environment by varying the 

processing speed and memory capacity of the Grid nodes. 

The experiments are conducted on different number of 

tasks ranging from 10 to 20. It is observed that makespan 

for the given number of tasks is either shorter or equal in 

case of SRP based scheduling algorithm as compare to 

Min-Min algorithm. Our algorithm has shown an 

improvement over Min-Min algorithm. The results are 

shown in Table 2 and Figure 1. 

Table 2: Makespan(in secs) for SRP and Min-Min 

No. of tasks Min-min SRP Improvement 

12 74 65 12.1 % 

16 70 60 14% 

18 64 54 16.5 % 

 

5   Conclusion and Future Work 

In this paper we have proposed a scheduling algorithm that 

considers the resource requirement of the jobs the Grid 

environment. To secure the resource requirement of the 

jobs so that it should not be modified by any intruder or any 

other task, we are sending this information to the scheduler 

in the form of encrypted data. The scheduler on the other 

end decrypts the task’s memory requirement and schedules 

the tasks accordingly. 
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Figure 1: Makespan of min-min and SRP based scheduling 

This newly proposed scheduling algorithm achieve high 

throughput in the Grid computing. A simulation system 

was developed to test the Secure Requirement Prioritized 

scheduling algorithm in a simulated Grid environment. We 

used the makespan time of batch jobs as the comparison 

criteria. When Compared with Min-Min, the experimental 

results show that SRP scheduling algorithm show a 

noticeable increase in performance and provide security in 

information exchange between jobs and scheduler as 

compared to MIN-MIN algorithm. As memory is an 

important resource, this research work considers memory 

and securing resource requirement as an important factor of 

the job. In future, research can be done on the Secure Grid 

Scheduling of jobs by considering and securing multiple 

requirements of the jobs. 
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