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Abstract

Distributed RSA key generation protocols aim to gener-
ate RSA keys in such a way that no single participant
of the protocol can learn factorization of the RSA modu-
lus. In this note we show that two recent protocols of this
kind (Journal of Network Security, Vol. 7, No. 1, 2008, pp.
106-113 and Vol. 8, No. 2, 2009, pp. 139-150) fail their se-
curity target. We present an attack that can be launched
by any protocol participant after terminating distributed
key generation process.

Keywords: Attack, distributed RSA key generation, great-
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1 Introduction

Many papers (see for example [1, 2, 3, 4, 6, 7, 11, 14]) are
devoted to distributed generation of RSA numbers. Their
goal is to generate RSA keys (e,N), d (i.e., N = pq for
some primes p, q, and e, d chosen to satisfy congruence
e·d ≡ 1 mod lcm(p−1, q−1)) in such a way that no single
participant learns the private key d. One motivation for
this kind of protocols is to generate RSA numbers in a
situation that a user cannot fully trust any single hard-
ware/software unit. Through distributing the process we
make sure that leaking the private key requires at least
some collusion between different units.

For e · d < N2 knowledge of the private key is known
to be polynomially equivalent to knowledge of the fac-
torization [5]. However, there is an efficient probabilistic
algorithm that factors N given any integers e and d such
that e · d ≡ 1 mod lcm(p− 1, q − 1), i.e., the probabilistic
algorithm does not impose constraints on the product e ·d
(for algorithm’s description see e.g. [12, Sect. IV.2]).

Consequently, the output of distributed RSA key gen-
eration algorithms is usually a public key (e,N) and a
set of private key components d1, . . . , dn, where different
key components di, i = 1, . . . , n, are stored privately on n
independent devices, and all of them (or some subset of

them in case of a threshold scheme) must be used cooper-
atively to perform the RSA signature/decryption opera-
tion. However, disclosure of all but one component di (or
a number of components that is lower than the threshold)
must not lead to compromise of the private RSA key.

From the point of view of practical applications a pro-
tocol of distributed RSA key generation must be effi-
cient regarding in particular its communication complex-
ity, storage demands and computational complexity. This
is a challenging task, since already RSA key generation
by a single participant leads to nontrivial computational
complexity (cf. efforts to accelerate the process on con-
strained devices [10, 13]).

This note concerns RSA key generation protocols pro-
posed in papers [8, 9]. We present a simple attack that
fully breaks these schemes. Namely, we show that after
executing the key generation protocol any participant can
factorize the modulus.

2 The Flaws

2.1 Protocol [8]

The protocol from [8] is a two-party protocol, it consists
of four stages. In the first stage (see Section 2.3 for some
details) numbers of the form (a1 + b1) are checked for
primality inside moduli of the form N1 = (a1 + b1)papb,
where a1, pa are chosen by Alice, b1, pb are chosen by Bob,
and pa, pb are primes freshly chosen for each new candi-
date (a1 + b1). Hence if a1 + b1 is prime, then N1 is a
three-prime modulus – to check if N1 is really a three-
prime the protocol executes distributed Fermat test. In
the second stage a similar work is done and moduli of
the form N2 = (a2 + b2)qaqb are examined. Next, dur-
ing the third stage (see Section 2.3 for some details) for
moduli N1, N2 that successfully completed Fermat test
the RSA modulus N = (a1 + b1)(a2 + b2) is calculated
in a distributed way. The fourth stage is composed of
computation of participant’s private shares to a private
exponent.
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Let us observe that none of the “blinding” primes pa,
pb, qa, qb is incorporated into modulus N . We have

gcd(N1, N) = gcd((a1 + b1)papb, (a1 + b1)(a2 + b2)),

hence a1 + b1| gcd(N1, N). For large random numbers we
expect that gcd(papb, a2+b2) = 1, thus gcd(N1, N) = a1+
b1. As N1 and N are known to each protocol participant,
they can perform this computation and factorize N .

2.2 Protocol [9]

Paper [9] is an extension of [8] to the (t, n) threshold mul-
tiparty key generation. That is, the number of partici-
pants is n > 3t, t ≥ 1, and the protocol is claimed to be
t-private. This means that an adversary that successfully
eavesdrops no more than t participants must not be able
to factor N .

This protocol also proceeds in stages. In the first stage
moduli of the form N1 = p1(Πt+1

i=1qi) are examined, where
for each tested N1 value p1 is a distributively generated
candidate for a factor of N , qi is a prime number cho-
sen by the ith participant. The numbers qi are freshly
generated for each successive candidate p1. It is assumed
in [9] that only participants from a subset of cardinality
t + 1 generate primes in the product Πt+1

i=1qi. The first
stage terminates, if the test on N1 indicates that the cur-
rent candidate p1 is prime. The participants do not know
complete factorization of N1 (in particular they do not
know p1), although they know each tested N1. Note that
each participant knows at most one qi – a factor of N1,
but as long as no more than t participants collude, they
cannot extract all factors of N1. The second stage is anal-
ogous to the first one: moduli N2 are examined, and the
final N2 contains a prime factor p2. Again, no participant
knows complete factorization of N2 (in particular, no par-
ticipant knows p2), although each of them knows N2. In
the next stage RSA modulus N = p1p2 is calculated in a
distributed way.

It is easy to see that the protocol from [9] inherits the
flaw from its predecessor. Namely, in practice it suffices to
compute gcd(N1, N) to find a nontrivial factor of a large
RSA number N .

2.3 A Toy Example of the Attack on Pro-
tocol [8]

According to Subsect. 2.1 the protocol [8] has two partic-
ipants, say Alice and Bob. Below we present Alice’s view
to an exemplary execution of protocol’s components rel-
evant for the attack – we indicate data known to Alice.
Subsequently we show how Alice can perform the attack.

generating N1 the procedure applies mul-to-sum rou-
tine (see Appendix):

1) Alice chooses at random a number a1 = 25 and
a prime number pa = 17. Bob chooses b1 and
pb in a similar way.

2) Alice computes locally A = a1pa = 425. Bob
computes a similar value B = b1pb.

3) Alice and Bob both perform a mul-to-sum rou-
tine to share Apb in an additive way xa + xb,
where xa = 543 is held by Alice and xb by Bob.

4) Alice and Bob both perform a mul-to-sum rou-
tine to share Bpa = ya + yb, where ya = 378 is
held by Alice and yb is held by Bob.

5) Alice sends xa + ya = 921 to Bob and receives
xb + yb = 14362 from Bob.

6) Alice computes N1 = xa +xb +ya +yb = 15283.
This means that 15283 = (a1 + b1)papb = (25 +
b1) · 17 · pb.

testing N1: the idea is to apply Fermat test: if a1 +b1 is
a prime, then φ(N1) = (a1 + b1 − 1)(pa − 1)(pb −
1). So we may choose g at random and test if
g(a1+b1−1)(pa−1)(pb−1) equals 1:

1) Alice and Bob agree on an g ∈ Z∗
N1

, suppose
that they agreed on g = 14.

2) Alice sends Ga = g(pa−1)(a1−1) mod N1 =
11102 to Bob and receives Gb = g(pb−1)b1

mod N1 = 13718 from Bob.

3) Alice sends G
′

b = Gpa−1
b mod N1 = 12819 to

Bob and receives G
′

a = Gpb−1
a mod N1 = 4931

from Bob.

4) Alice and Bob compute G = G
′

aG
′

b mod N1

and they check if G = 1. Since indeed G =
1 mod N1 then, according to [8, Subsect. 8.1],
both parties assume that a1 + b1 is prime.

choosing and testing N2: Alice chooses at random a
new number a2 = 2 and a prime number qa = 31.
Bob chooses new values b2 and qb. Together they
compute N2 = 10013. Then Alice and Bob perform
similar steps as steps 1-4 of the test procedure.

computing N : step by step Alice and Bob remove the
blinding factors pa, pb, qa, qb from N1N2:

1) Alice sends Na = (N1N2)/(paqa) to Bob.

2) Bob sends Nb = (N1N2)/(pbqb) = 310403 to
Alice.

3) Alice computes N = Nb/(paqa) = (a1+b1)(a2+
b2) = 589.

After those steps Alice has enough data to factorize
N : she computes gcd(N1, N) = gcd(15283, 589) = 31 and
gcd(N2, N) = gcd(10013, 589) = 19.

3 Final Comments

The algorithms from [8, 9] are based on the principle of
separate generation of factors of N = p1p2. In order to
prevent the participants from learning the factors multi-
plicative blinding is applied: in this way the players see
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N1 and N2, but not the factors p1 and p2 of, respectively,
N1 and N2. Unfortunately, multiplicative blinding MUST
fail, as existence of any protocol value that contains the
factor p1 but not p2 (or vice versa) leads immediately to
factorization of N by computing gcd(N,N1). Finally, we
are afraid that there is no way to avoid the presented
flaws, as long as these protocols are based on separate
primality testing of the factors of N .
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Appendix-The Mult-to-Sum Sub-
routine from [8]

Let R be a publicly known ring and let ρ = log |R|. Let
ℓ ≤ ρ. Alice holds an ℓ-bit secret value a ∈ R and Bob
holds an ℓ-bit secret value b ∈ R. Alice and Bob want to
additively share ab with no information revealed about a
or b. The protocol is as follows:

• Bob selects uniformly at random ℓ ring elements
c0, . . . , cℓ−1 and defines ℓ pairs of ring elements

(t
(0)
0 , t

(1)
0 ), . . . , (t

(0)
ℓ−1, t

(1)
ℓ−1). Namely, he sets t

(0)
i = ci

and t
(1)
i = 2ib + ci for i = 0, . . . , ℓ− 1.

• Let the binary representation of a be (aℓ−1 . . . a0)2,
Alice and Bob perform ℓ invocations of OT1

2 (1-out-
of-2 Oblivious Transfer protocol). In the i-th invoca-

tion Alice chooses t
(ai)
i from the pair (t

(0)
i , t

(1)
i ).

• Alice sets x =
∑ℓ−1

i=0 t
(ai)
i while Bob sets y =

−
∑ℓ−1

i=0 ci.

As a result x + y = ab over R.
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