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Abstract

In this paper, we investigate the impacts of applying game
theory on the network throughput, network voltage loss
and accuracy of malicious node detection to wireless sen-
sor networks. We implement a protocol which the sensors
use when deciding whether or not to forward packets they
receive from other sensors in order to conserve power.
Nodes in a wireless sensor network accomplish this by
optimizing their decision making based on a framework
using game theory. Defining a suitable cost and profit to
routing and forwarding incoming packets and keeping a
history of experiences with non-cooperating nodes drives
malicious nodes out of the wireless sensor network.
Keywords: wireless sensors, game theory, security

1 Introduction

A Wireless Sensor Network (WSN) consists of wireless
sensors, small devices that collect data readings such as
light or temperature from an environment. The sensors
then send the data to a base station, a central location for
the data to congregate [4]. Wireless sensor networks have
potential to revolutionize the way in which the real world
is monitored and controlled. Also, such networks impose
a series of security challenges to network designers [11].
Among these security problems, Denial of Service (DoS)
attacks, defined as any event that diminishes or eliminates
a network’s capacity to perform its expected function, de-
grade networks’ intended services to its users. One sim-
ple form of a DoS attack is vulnerability by arbitrarily
neglecting to route some messages [25].

A subverted or malicious node can still participate in
lower-level protocols, and may even acknowledge recep-
tion of data to the sender, as it drops messages on a ran-
dom or arbitrary basis. Such a node is neglectful. The dy-
namic source routing protocol is susceptible to this attack
[14]. Because the network caches routes, communications

from a region may all use the same route to a destination,
and a malicious node can degrade or block traffic from a
region to a base station [21].

Game theory is a field of study that attempts to model
decision making which has been used in various fields such
as economics, politics and biology [31]. Game theory has
previously been applied to wireless sensor networks, but
within the context of modeling multiple nodes in the net-
work attempting to share a shared medium: their radio
communication channels [17].

We use game theory for the purpose of extending a sen-
sor’s battery life. We accomplish this by helping the sen-
sors optimize their decision making process about whether
or not to forward any data packets they may receive
[1, 2, 3]. On one hand, if a node decides to never forward
any packets, it conserves its battery power, but no data
flows through the network. However, if a node forwards
every packet that it receives, that node demonstrates its
reliability and traffic flows through the network but the
node will run out of battery power much faster than if
the node were to not forward any packets. By using game
theory, we attempt to find an optimum configuration that
will extend a node’s battery life while still allowing the
node to forward an acceptable amount of packets through
the network [5].

It is our interest to investigate how selfish behavior
by individual players may affect the performance of the
network as a whole. In a wireless sensor network, each
node generates its own data and forwards traffic for oth-
ers. Forwarding others traffic can consume a considerable
amount of battery life. The contributions of this paper
are therefore incorporating the following elements:

e Game theory: Often node decisions at a particu-
lar layer are made with the objective of optimizing
performance at some other layer, therefore game the-
ory can provide insight into approaches for optimiza-
tion. It allows us to investigate the existence, unique-
ness and convergence to a steady state point when



International Journal of Network Security, Vol.15, No.1, PP.50-58, Jan. 2013

network nodes perform independent adaptations. It
helps us to design incentive schemes that lead to in-
dependent, self-interested participants towards out-
comes that are desirable from a system-wide point of
view [24].

e Cooperation: There is a trade-off between good co-
operation and resource consumption; therefore nodes
have to economize on their resources. At the same
time, however, if they do not forward messages, oth-
ers might not forward either, thereby denying service.
Total non-cooperation with other nodes and only ex-
ploiting their readiness to cooperate is one of several
boycotting behavior patterns. Therefore, there has
to be an incentive for a node to forward messages
that are not destined to itself [13, 14, 15, 22].

e Reputation: The performance of the network can
reach an undesirable state due to the selfish behav-
ior of individual wireless nodes. Therefore, incentives
are proposed to steer nodes towards desirable opera-
tional equilibrium of the network behavior. We use a
reputation system for incentivizing. Each node gains
reputation by providing services (forwarding incom-
ing packets) to others [26, 27]. Each node builds a
positive reputation for itself by cooperating with oth-
ers and is tagged as selfish or malicious otherwise.
Reputation is maintained as a probabilistic distribu-
tion, enabling the node to have full freedom and not
get constrained by some discrete levels of reputation
as used in eBay, Yahoo auctions [35]. Note that rep-
utation is not a physical quantity but it is a belief;
it can only be used to statistically predict the future
behavior of other nodes and cannot define determin-
istically the actual action performed by them [18].

e Battery: Recent technological advances within the
field of wireless sensor networks have made it pos-
sible to support long-lasting operating lifetimes and
large amounts of data transmission in wireless sen-
sor networks. A major challenge is to maximize the
lifetime of these battery powered sensors to support
such transmissions. Battery powered sensors might
waste a huge amount of energy if we do not carefully
schedule and budget their discharging [10, 30].

This paper is organized as follows. Section II reports
the related work. Section III formulates the game. Sec-
tion IV evaluates the performance of the proposed proto-
col, and Section V concludes the paper.

2 Related Work

Numerous techniques have been proposed in recent years
for estimating battery lifetime. In addition, a variety of
strategies have been proposed to exploit battery charac-
teristics for designing more battery friendly systems and

o1

communication protocols. Authors in [33] report on sys-
tematic experiments that conducted to quantify the im-
pact of key wireless sensor network design and environ-
mental parameters on battery performance.They evalu-
ated the extent to which known electrochemical phenom-
ena, such as rate-capacity characteristics, charge recovery
and thermal effects, can play a role in governing the se-
lection of key wireless sensor networks design parameters
such as power levels and packet sizes. They have also an-
alyzed the non-trivial implications of battery characteris-
tics on wireless sensor networks power control strategies,
and find that a battery-aware approach to power level
selection leads to a 52% increase in battery efficiency.

The most work in this area relies on simulation of
generic battery models.There are a number of approaches
of energy management in sensor networks, including
topology management and network layer optimization.
Authors in [9] empirically examine the gain of battery
runtime due to the battery recovery effect, and found this
effect significant and dependent on duration. They also
proposed a more energy-efficient duty cycling scheme that
is aware of battery recovery effect, and analyzed its per-
formance with respect to the latency of data delivery.

The benefit of behaving well is not obvious in the case
of a delay between granting a favor and repayment, which
is when nodes of a wireless sensor network forward pack-
ets for each other [7]. Defining a suitable cost and profit
to routing and forwarding incoming packets and keeping a
history of experiences with non-cooperating nodes drives
malicious nodes out of the wireless sensor network. Repu-
tation systems are being used in many systems to provide
a means of obtaining a quality rating of participants of
transactions by having all parties give each other feed-
back on how their activities were perceived and evaluated
[28, 29]. In order to avoid centralized rating, local lists are
maintained at each node and nodes can look up senders
in their blacklist containing any node with a bad rating
before forwarding anything to them [23].

Like in all shared-medium networks, medium access
control (MAC) is an important technique that enables
the successful operation of the network. To design a good
MAC protocol for the wireless sensor networks, we have
to consider energy efficiency since prolonging network life-
time for these nodes is a critical issue. Major sources of
energy waste are collision, overhearing and idle listening
[38]. Therefore periodic listening and sleep reduces energy
consumption by avoiding idle listening.

3 Game Formulation

In this paper, we first aim to study the mathematical
modeling of battery discharge behavior in a wireless sen-
sor network. Each player tries to maximize its own bene-
fit, which is the available battery of each individual node.
However if a node forwards all incoming packets then over
time the node would diminish its own energy reserves.
Based on this, nodes have a tendency of not forwarding
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packets and acting selfishly to conserve energy. Our goal
[39, 40] in this paper is to give incentives to those nodes
that participate in the network activities by forwarding
incoming packets. Solving this problem means finding a
Nash equilibrium [32] for the whole network, whereas each
node is pre-programmed with a set of rules, maximizing
the payoff for the entire network [12, 16].

We assume that each node has a discrete representation
for its remaining energy, and the incentive for each node
is to have a better reputation, where each node can be
positively or negatively affected by its reputation. Over
time, nodes with low reputation can be isolated and la-
beled as selfish/malicious nodes, and at each node, there
is a trade-off between saving energy resources and main-
taining their reputation.

A game is formulated as G =< N, A, {u;} >where N
is the set of players (decision makers), A4; is the action set
of player i, A = Ay x Ay x...x A,, is the Cartesian product
of the sets of actions available to each player, and {u;}
is the set of utility functions that each player i wishes to
maximize, where u; : A — R.

Our proposed framework enforces cooperation among
nodes and provides punishment for non-cooperative be-
havior. We assume that the rational users optimize their
profits over time. The key to solve this problem is when
nodes of a network use resources, they have to contribute
to the network life in order to be entitled to use resources
in the future. The base station keeps track of the be-
havior of other nodes, and as they contribute to common
network operation, their reputation increases. We are in-
terested in solving a game by predicting the strategy of
each player, considering the information that the game
offers and assuming that the players are rational.

Authors in [36] has proposed a game theoretic frame-
work for power control in wireless sensor networks, but
their results only show the transmitting power versus the
utility. Authors in [8] proposed an efficient power man-
agement in wireless sensor networks but they have only
presented the average coverage. In this paper we demon-
strate the actual voltage loss of the network in the pres-
ence of malicious nodes as well as utility and the accuracy
of malicious node detection.

3.1 Equilibrium

We formulate a model that captures a situation in which
two bargainers have the opportunity to reach agreement
on an outcome in some set X and perceive that if they
fail to do so then the outcome will be some fixed event
D. Here the set X is the set of feasible divisions of posi-
tive reputation and D may be the event in which neither
party receives any positive reputation. The set of Nash
equilibria of a bargaining game of alternating offers is very
large. One such equilibrium is that in which both play-
ers always proposes x* and always accept a proposal x
if and only if x = z*. For any agreement x and period
t, there is a Nash equilibrium for which the outcome is
the acceptance of x in period t. One such equilibrium is
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that in which through period t — 1, each player demands
the maximum reputation and rejects all proposals, and
from period ¢ on proposes x and accepts only x [31]. The
procedure we study is one in which the players alternate
offers in periods of the game, each period ¢ represents one
round of bargaining. The first move of the game occurs
in period 0, when player 1 makes a proposal (forward
my incoming packet), which player 2 then either accepts
or rejects. Consider the Nash equilibrium in which both
players always propose x* and player ¢ accepts a proposal
x in period ¢t if and only if (x,t) >; (z*,¢). In the equi-
librium player 2’s strategy dictates that in any period he
rejects such a proposal z, this threat induces player 1 to
propose z*. Players 2’s threat is incredible, given player
1’s strategy: the best outcome that can occur if player
2 carries out his threat to reject x is that there is agree-
ment on x* in the next period, an outcome that player 2
likes less than agreement on x in period 0, which he can
achieve by accepting x. The base station increments the
reputation of nodes at periodic intervals. If a node rejects
a proposal (forwarding a packet) neither party receives a
positive reputation from the base station.

Acceptance ends the game, while rejection leads to pe-
riod 1, in which player 2 makes a proposal (increase my
reputation), which player 1 has to accept or reject. Again,
acceptance ends the game; rejection leads to period 2, in
which it is once again player 1’s turn to make a proposal.
There is no limit on the number of rounds of negotiations
[31]. The fact that some offer is rejected places no restric-
tions on the offers that may subsequently be made. In
particular, a player who rejects a proposal x may subse-
quently make a proposal that is worse for him than x. If
no offer is ever accepted then the outcome is the disagree-
ment event.

We assume each player cares only about whether an
agreement is reached and the time and content of the
agreement, not about the path of proposals that preceded
the agreement. We will define a bargaining game between
nodes of wireless sensor network, and by finding the solu-
tion; we mathematically guarantee the best strategy for
forwarding incoming packets, while keeping a good repu-
tation and saving battery life of each node.

Maximizing cooperation between nodes and minimiz-
ing battery usage at each node are the two main goals
that we investigate in the above game theoretic frame-
work. Any breach of cooperation results in packets be-
ing dropped; therefore, partial cooperative strategy never
leads to an equilibrium point. Meanwhile boundary con-
ditions can be set to achieve cooperation in a network
of selfish nodes. Our goal is to propose a strategy that
is more adaptive to full cooperation after a nodes mis-
behavior. It is important to realize that even malicious
attacks are carried out by an attacker after seeking the
cooperation (unknowingly) of other non-malicious nodes
in the network.

We stimulate nodes to contribute to the network oper-
ations in order to be able to use network services, there-
fore nodes receive incentives for cooperation. We also
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seek to minimize battery usage; the decrease in available
battery level must discourage nodes from overloading the
network but not to the limit that they do not cooperate
with the rest of the network for their selfish act of energy
utilization. Therefore we need to design a cooperative
security mechanism that enforces cooperation and shows
that when no countermeasures are taken against misbe-
having nodes, network operation can be heavily jeopar-
dized. Also we capture and describe battery usage be-
havior at each node, and based on this battery model we
present a battery-aware strategy for each node to avoid
energy loss but gain better reputation over the course of
the game.

3.2 Payoff and Reputation

Each node 7 has a von Neumann-Morgenstern utility func-
tion defined over the outcomes of the stage game G, as
u; : A — R, where A is the space of action profiles [32].
A’s action profile space is listed as:

N

Let G be played several times and let us award each
node a payoff which is the sum of the payoffs it received
in each period from playing G. Here,

Ay
Ay

Forward packets
Do not forward packets

t _
P =

ul = arl — Bct
where 7! is the gain of node i’s reputation, ¢! is the cost
of sending or forwarding a packet for the node as energy
loss, and v and (3 are weight parameters. We assume that
measurement data can be included in a single message
that we call a packet. Packets all have the same size. The
transmission cost for a single packet is a function of the
transmission distance [34].

At time ¢, each node calculates the utility to be gained
for each of the two actions available. For forwarding a

packet, the utility is calculated as:

t t+1
uly, =Txr;™ — Bx(cs +cr)

where rf“ is the predicted gain of node ¢’s reputation.

For sending a packet, ¢} is broken down into two con-
stant values: c; and c¢,. ¢ is the voltage cost to send a
packet and ¢, is the voltage cost to receive a packet. B is
the weight parameter for cost, and represents the impor-
tance of being conservative about sending packets when
a node has a low battery leave. At a node’s highest bat-
tery level, B will be 1. As the node’s battery level crosses
designated thresholds by decreasing, B will increase.

T is the weight parameter for the gain component of
the equation and represents the number of units of time
since node ¢ has last forwarded a packet. T starts at 1 for
each node ¢ and increments every time any node ¢ decides
to not forward a packet. When a node sends a packet, T’
is reset back to 1. If a node has recently sent a packet, it
may not be important to send another packet right away,
which is why T starts at a low value. But as time passes
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Table 1: Parameters and Notations
Cost of forwarding packet at node 7 | ¢;
History at node 4 h;
Rating of node i Di
Reputation at node i 7
Utility at node ¢ u;
Voltage cost of sending Cs
Voltage cost of receiving Cr
Weight Parameters g, B, B, T

without forwarding any packets, it is important that a
node sends data through the network, which leads T to
increase.

The utility for not forwarding a packet is calculated as:

uly, =T+0— Bxcs

Since there is no gain in reputation when not sending
a packet, the gain is 0. However, receiving a packet from
another node still costs energy.

After calculating the utility for each of these actions,
the node will perform the action that yields the greater
utility.

The strategy for each node i at time t is:

P | t+1
if Uy~ > Uy,

Do not forward otherwise

Forward

si(ht) = {

In order to compute the values of a node’s gain, we
turn our attention to the work proposed in [26]. In this
work the authors proposed the concept of subjective rep-
utation, which reflects the reputation calculated directly
from the subject’s observation. In order to compute each
node’s reputation at time ¢, we use the following formula:

t—1
i =" pik)
k=1

where p;(k) represents the ratings that the base station
has given to node ¢, and p; € [—1,1]. If the number of
observations collected since time ¢ is not sufficient, the
final value of the subjective reputation takes the value 0.
The base station increments the ratings of nodes on all ac-
tively used paths at periodic intervals. An actively used
path is one on which the node has sent a packet within the
previous rate increment interval. Recall that reputation
is the perception that a person has of another’s inten-
tions. When facing uncertainty, individuals tend to trust
those who have a reputation for being trustworthy. Since
reputation is not a physical quantity and only a belief,
it can be used to statistically predict the future behavior
of other nodes and can not define deterministically the
actual action performed by them.

Table 1 depicts the notations that were used through-
out this paper.
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3.3 Configurations

We use three major network configurations. The first con-
figuration, named casel, consists of a network of wire-
less sensors which broadcast packets to any nodes within
range. Since the nodes in our experiment are located
within a small distance of each other, all nodes in the net-
work are capable of broadcasting directly to every other
node in the network. Whenever a node receives a packet
from another node and forwards the packet, that packet
is re-broadcast to every node within range. For networks
of a large size, this generates a large amount of traffic. In
an attempt to remedy this, another network configuration
was developed [20].

Case2 utilizes a neighbor system. Each node has a
neighbor table that holds the IDs of several neighbors,
which are determined by a handshaking process that oc-
curs after the nodes boot up and send an initial voltage
reading to the base station. The neighbor relationship
is bi-directional. Whenever a node receives a packet, it
checks the data. This gives the ID number of the node
that just sent the packet. If the ID found in path of the
packet is not found in the neighbor table of the receiving
node, the node ignores the packet and no further action is
taken. However, if the ID of the node that just forwarded
the packet matches an ID in the neighbor table, then the
node’s number of packets received is incremented and the
node will take the appropriate action with the packet.
Since we did not have access to a large testing area where
we could spread the nodes out further, this is an attempt
to emulate a less dense, less traffic-heavy network than
what is found in casel.

The third network configuration utilizes cluster net-
working. The network consists of groups of sensors called
clusters, where the sensors in a cluster report to a sen-
sor in the network that is designated as the cluster-head
of the network. All non cluster-heads within a cluster,
known as members of a cluster, only communicate di-
rectly with their respective cluster-heads. Cluster-heads
transfer data to the base station where the data is to be
collected and stored [6]. In our simulations, the process
of determining which cluster-head a sensor reports to is
based on the sensor’s battery level. If a member receives
a packet broadcast by a cluster-head within range, the
member will forward that packet directly to its cluster-
head.

For each configuration, simulations are run both with
and without implementing game theory. By doing so, we
can compare average network throughput, as well as volt-
age loss, and see under which scenario using one would
be favorable over the other. The sensor programs for the
game theory and non game theory configurations are iden-
tical except that the game theory program implements the
strategy of whether or not to forward a packet that it re-
ceives. For the first two configurations, the networks are
either entirely comprised of nodes that implement game
theory or entirely of nodes that do not implement game
theory. When we implement game theory in the cluster
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networking configuration, only the cluster-heads imple-
ment game theory.

For each game theory and non game theory configura-
tion, simulations of networks consisting of entirely normal
nodes were run, as well as simulations of networks con-
taining varying percentages of malicious nodes. A node
that acts maliciously is one that randomly drops packets
in order to conserve its energy. For malicious non game
theory nodes, before forwarding a packet the node ran-
domly decides whether or not it wants to not forward the
packet. For malicious game theory nodes, the node ran-
domly decides whether or not it wants to not forward the
packet before the strategy is applied.

For the first two network configurations, the sizes of
the test networks start at 5 nodes, then increase by 5 up
to 30 nodes. This allows us to observe what trends occur
in reputation, voltage loss, and utility as the size of the
network increases considerably. For the cluster network-
ing configuration, all tests are run with a network size of
30 nodes.

3.4 Malicious Node Detection

In our simulations, we introduce malicious nodes into the
network to see how they affect the network and if there
is a way to detect and neutralize such nodes. Malicious
nodes randomly drop packets, reducing the throughput
of the network. Malicious nodes also consume additional
power when randomly deciding whether or not to drop
packets.

The base station keeps track of the reputation of each
node in the network. Periodically, the base station will
decide whether or not a node is acting malicious based on
its throughput. The base station takes the current rep-
utation of each node in the network and calculates the
average, as well as the standard deviation. If a node’s
reputation is lower than the average minus the standard
deviation, that node is deemed malicious. The base sta-
tion sends a packet to that node ordering the node to turn
its radio off and shut down.

4 Performance Evaluation

In the casel scenarios, the simulation starts with an ini-
tial voltage reading from each sensor. In this work we
have used MICAZ sensors [19], which run on TinyOs [37].
Next, a packet is broadcast once every 200 milliseconds
for 300 seconds. Then a final voltage reading is sent to
the base station. In the case2 scenarios, after the initial
voltage reading, the neighbor handshaking phase takes
place. After the neighbor handshaking process, each node
broadcasts data once every 200 milliseconds for 300 sec-
onds. Lastly, a final voltage reading is sent to the base
station. In the cluster networking scenarios, an initial
voltage reading is sent from each sensor. Next, cluster
membership is established for each non clusterhead node
in the network. After that, a packet is broadcast once
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every 200 milliseconds for 300 seconds. Afterward, a final
voltage reading is sent to the base station.

During the simulation, if a node receives a packet it will
forward it or apply the game theory strategy, depending
on the scenario. After sending the packets, each node
turns its radio off for 10 seconds to get rid of the traffic in
the network. Then, every node turns their radio on and
sends one final voltage packet to the base station. This
gave us a clear start and end voltage for calculating volt-
age loss. For malicious node detection, the base station
checks to see if any nodes are malicious after 60 seconds
into the simulation, and then once every 30 seconds after
that. Any nodes that are deemed as malicious are turned
off via radio.
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Figure 1: Average network throughput for normal nodes.

As shown in Figure 1, reputations for simulations using
game theory have a lower reputation, than simulations
not using game theory, regardless of network size. By
implementing game theory, the average throughput of the
network drops, but this is to be expected since the sensors
are dropping packets based on a set of rules in order to
save power.
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Figure 2: Average network voltage loss for normal nodes.
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Figure 2 shows that for casel, implementing game the-
ory results in a lower voltage loss for smaller networks, but
results in a greater voltage loss for larger networks. As
the size of a network increases, so does the traffic. Since
deciding whether or not to forward a packet by using a
strategy also consumes power, there is a point where the
frequency of deciding whether or not to forward an incom-
ing packet is so high that the energy used for implement-
ing the strategy is greater than the amount of energy the
node tries to save by not forwarding packets. For case2,
implementing game theory consistently results in a lower
network voltage loss. The neighbor system helps reduce
the amount of traffic in the network, which prevents the
voltage loss that happens with larger networks in casel.
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Figure 3: Average percentage of malicious nodes correctly
removed from network.

As indicated by Figure 3, our procedure for detecting
malicious nodes works best for networks containing small
amounts of malicious nodes. Since malicious nodes usu-
ally have a lower reputation, if there is a small number of
them present in the network, it is easier to detect them.
However, if normal nodes in a network typically have low
reputations, or if many nodes in the network have low-
ered reputations, it is difficult to detect malicious nodes
because they don’t stand out.

Figure 4 shows that our procedure for detecting ma-
licious nodes raises a low percentage of false positives.
For the most part, a small amount of false positives are
raised, aside from casel game theory scenarios. Since the
nodes in the casel game theory scenarios typically have
a low reputation and there are less normal nodes in the
network as the number of malicious nodes increases, the
percentage of false positives detected increases.

As seen in Figure 5, average reputations for game the-
ory cases are lower than non-game theory cases, except
for the clustering scenarios, where reputation is higher by
using game theory in networks with a larger percentage
of malicious nodes.

As seen in Figure 6, in most cases, voltage loss is lower
with game theory implemented than if not, even with the
presence of malicious nodes.
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Due to how we model utility in our project, utility is
bound to decrease. Therefore, a better utility is not de-
fined by how quickly it can rise, but rather how slowly it
can decrease. As seen in Figure 7, for our casel scenar-
ios, utility for networks implementing game theory have
a lower utility than those which do not implement game
theory. However, this is caused by the high amount of
traffic in a larger network.
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Figure 7: Average network utility for Broadcast (case 1)
scenario (Network size - 30 nodes).

As seen in Figure 8, for our case2 scenarios, utility for
networks implementing game theory have a higher utility
than those which do not implement game theory. Despite
the large network size, the neighbor system reduces the
amount of traffic that flows through the network.
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Figure 6: Average network voltage loss for malicious
nodes. Broadcast(case 1), hop-by-hop(case 2).
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Figure 8: Average network utility for hop-by-hop (case 2)
scenario (Network size - 30 nodes).

Figure 9 shows that, by implementing game theory,
the average utility is higher than when game theory is
not implemented in cluster networks.
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Figure 9: Average network utility for clustering scenarios
(Network size - 30 nodes).

5 Conclusion and Future Work

Our results indicate that, under most cases, implementing
game theory in a WSN is beneficial by helping reduce the
amount of voltage consumption throughout the network.
By adding a decision making process of when to send and
not to send packets, the sensors conserve energy while
maintaining the throughput.

Further work includes experimenting with different
strategies in order to save power, as well as improving
the accuracy of our malicious node detection procedure.
Other possible extensions of this project would be to
experiment with packets of different priorities and im-
plement coalitions of nodes, also implementing different
mechanisms for selection of cluster heads.
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