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Abstract

A real time estimation of the number of zombies in DDoS
attack scenario is helpful to suppress the effect of attack
by choosing predicted number of most suspicious attack
sources for either filtering or rate limiting. In this paper,
ANN is employed to estimate number of zombies involved
in a DDoS attack. The method does not depend on the
frequency of attack and hence solves the problem of low
detection precision and weak detection stability of ANN
which occurs when used for low frequent attack estima-
tion. The sample data used to train the feed forward
neural networks is generated using NS-2 network simu-
lator running on Linux platform. Various sizes of feed
forward networks are compared for their estimation per-
formance using MSE. The generalization capacity of the
trained network is promising and the network is able to
predict number of zombies involved in a DDoS attack with
very less test error.
Keywords: DDoS attack, entropy, feed forward neural net-
work, intrusion detection, zombies

1 Introduction

Denial of service (DoS) attacks and more particularly the
distributed ones (DDoS) are one of the latest threat and
pose a grave danger to users, organizations and infras-
tructures of the Internet. A DDoS attacker attempts to
disrupt a target, in most cases a web server, by flooding
it with illegitimate packets, usurping its bandwidth and
overtaxing it to prevent legitimate inquiries from getting
through [6]. Anomaly based DDoS detection systems con-
struct profile of the traffic normally seen in the network,
and identify anomalies whenever traffic deviate from nor-
mal profile beyond a threshold [7]. This extend of devi-
ation is normally not utilized. Therefore, in this paper,
this extend of deviation from detection threshold is used
as an input to ANN [2, 3, 13] to predict number of zom-

bies. A real time estimation of the number of zombies in
DDoS scenario is helpful to suppress the effect of attack
by choosing predicted number of most suspicious attack
sources for either filtering or rate limiting. We have as-
sumed that zombies have not spoofed header information
of out going packets. Moore et al. [8] have already made a
similar kind of attempt, in which they have used backscat-
ter analysis to estimate number of spoofed addresses in-
volved in DDoS attack. This is an offline analysis based
on unsolicited responses.

Our objective is to find the relationship between num-
ber of zombies involved in a flooding DDoS attack and
deviation in sample entropy. In order to predict number
of zombies, feed forward neural network is used. Several
authors have used ANN in anomaly based DDOS attack
detection. In [10], ANN is used to classify a network while
under attack. In this implementation, data extracted in
a network probing phase is fed to a three layer feed for-
ward neural network and it is trained to output 1 when
there is attack and 0 when there is no attack. In [1], feed
forward neural network is used to detect different DDOS
attacks. Recently [12] have proposed an approach to en-
hance the detection capacity of ANN. They proposed the
use of fuzzy clustering as a preprocessing to the training
of ANN. In all the above approaches, ANN is trained us-
ing normal and attack traffic data and ANN decides the
presence or absence of an attack. In our approach, ANN
is used to decide the number of zombies used in a DDOS
attack. The method does not depend on the frequency of
attack and hence solves the problem of low detection pre-
cision and weak detection stability of ANN which occurs
when used for low frequent attack estimation. To measure
the performance of the proposed approach, we have calcu-
lated mean square error (MSE) and test error. Training
and test data are generated using simulation. Internet
type topologies used for simulation are generated using
Transit-Stub model of GT-ITM topology generator [5].
NS-2 network simulator [9] on Linux platform is used as
simulation test bed for launching DDoS attacks with var-
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ied number of zombies and the data collected are used to
train the neural network. In our simulation experiments,
attack traffic rate is fixed to 25Mbps in total; therefore,
mean attack rate per zombie is varied from 0.25Mbps to
2.5Mbps and total number of zombie machines range be-
tween 10 and 100 to generate attack traffic. Varies sizes of
feed forward neural networks are compared for their esti-
mation performance. The result obtained is very promis-
ing as we are able to predict number of zombies involved
in DDoS attack effectively.

The remainder of the paper is organized as follows.
Section 2 contains overview of artificial neural network
(ANN). Intended analytical model and detection scheme
are described in Section 3. Section 4 describes experimen-
tal setup and performance analysis in details. Section 5
contains simulation results and discussion. Finally, Sec-
tion 6 concludes the paper.

2 Artificial Neural Network

An Artificial Neural Network (ANN) [2, 3, 13] is an infor-
mation processing paradigm that is inspired by the way
biological nervous systems, such as the brain, process in-
formation. The key element of this paradigm is the novel
structure of the information processing system. It is com-
posed of a large number of highly interconnected process-
ing elements (neurons) working in unison to solve spe-
cific problems. ANNs, like people, learn by example. An
ANN is configured for a specific application, such as pat-
tern recognition or data classification, through a learning
process. Learning in biological systems involves adjust-
ments to the synaptic connections that exist between the
neurons. This is true for ANNs as well. Neural networks,
with their remarkable ability to derive meaning from com-
plicated or imprecise data, can be used to extract patterns
and detect trends that are too complex to be noticed by
either humans or other computer techniques. A trained
neural network can be thought of as an “expert” in the
category of information it has been given to analyze. This
expert can then be used to provide projections of new sit-
uations of interest and answer ”what if” questions. Other
advantages include:

1) Adaptive learning: An ability to learn how to do
tasks based on the data given for training or initial
experience.

2) Self-organization: An ANN can create its own or-
ganization or representation of the information it re-
ceives during learning time.

3) Real time operation: ANN computations may be
carried out in parallel, and special hardware devices
are being designed and manufactured which take ad-
vantage of this capability.

4) Fault tolerance via redundant information
coding: Partial destruction of a network leads to the
corresponding degradation of performance. However,

Figure 1: Sigmoid function

some network capabilities may be retained even with
major network damage.

An ANN is a layered collection of small processing ele-
ments known as neurons and mathematically the output
of a single neuron is given as

yi = fi(wjixi + bj)

Where f is the activation function, x is input and b is
a bias and w is the weight for each input. The activation
function determines the type of neuron and the applica-
tion where the neuron is to be used. But the sigmoid
activation function as shown in Figure 1, is famous for
most neural networks and is given by

fi(s) =
1

1 + e−sj

2.1 Network Architecture

Artificial neural networks are interconnections of indi-
vidual neurons. There are various network architectures
based on the type of connection. A most important type
of network is the feed forward neural network shown in
Figure 2. It is a three layer neural network: an input
layer with three inputs, a hidden layer with four neurons
and an output layer with two neurons. The name feed
forward is given to this network because signal flows in
forward manner without any feedback. This three layer
network with enough number of hidden layer neurons and
sigmoid activation function has the capacity to learn any
nonlinear mapping.

The output y of the neural network is generated by:

yk = fko(
N∑

j=1

Wh
jkfk(

p∑

j=1

W I
jiXi + bj) + b0)

Where

• Wh
jk is connection weight from hidden layer to output

• W I
ji is connection weight from input to hidden layer

• b0 is bias of output

• bj is bias of hidden layer

• fk is activation function of hidden layer, and

• fko is activation function of output layer
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Figure 2: Fully connected, three layers feed forward network

2.2 Learning in Neural Networks

Learning in the context of neural networks is the process
of adjusting the connection weights and biases such that
for a given input a desired output is achieved. There are
two basic training modes.

1) Supervised learning - This is a learning paradigm
where the neural network is given samples of the in-
put and desired output and the error between the
desired output and the actual output of the neural
network is used to adjust the connection weights. A
famous algorithm of supervised learning is back prop-
agation.

2) Unsupervised learning - This does not need any
feedback for adjustment of the weights.

2.3 Back Propagation Algorithm

Back propagation is a famous algorithm used to train neu-
ral networks. It uses the gradient decent optimization
method to train a network. In most cases the sum of
squared error is used as objective function.

J =
1
M

M∑

j=1

(dj − yj)2

where dj and yj are the desired and actual network out-
puts.

Weight update algorithm is given by

Wnew = Wold + ∆W

where∆W = −µ
ϑJ

ϑw

2.4 Input and Output

In feed forward neural network, a relationship is devel-
oped between number of zombies Y (output) and observed
deviation in sample entropy X (input). Here X is equal
to (Hc−Hn). Our proposed feed forward neural network
based approach utilizes this deviation in sample entropy
X to predict number of zombies.

3 Detection of Attacks

3.1 Analytical Model

This section describes an analytical model which is con-
structed to detect a wide range of flooding attacks. De-
tecting DDoS attacks involve first knowing normal profile
of the system and then to find deviations from this normal
profile. Whenever incoming traffic goes out of the normal
profile, anomalous system behavior is identified.

Our approach detects flooding DDoS attacks by the
constant monitoring of the propagation of abrupt traffic
changes inside the ISP network.
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Figure 3: High-level block diagram of DDoS detection system

A high-level block diagram of DDoS detection system
is given in Figure 3.

Let M and F be the random vectors compose of m
measures m1, m2, . . ., mm used for attacks detection and
n flows f1, f2, . . ., fn containing the incoming traffic to the
server, respectively: M = (m1, m2, . . ., mm), F = (f1, f2,
. . ., fn), where fi= (mi

1, mi
2, . . ., mi

m) is ith flow. Consider
a random process {mi

j(t), t = wδ, ω ∈ N}, where δ is a
constant time interval, N is the set of positive integers,
and for each t, mi

j(t) is a random variables. 1 ≤ ω ≤ l,
l is the number of time intervals. Here mi

j(t) represents
the value of mj in flow i in {t−δ, t} time duration. These
relations can be written in matrix form as follows:

Z(t) =




m1
1(t) mi

1(t) . . . mn
1

m1
j (t) mi

j(t) . . . mn
j

...
...

...
m1

m(t) mi
m(t) . . . mn

m(t)




where, Z(t) contains values of different measures used in
{t − δ, t}. mj(t) represent total value of jth measure
during {t− δ, t} time. mj(t) can be calculated as follows:

mj(t) = m1
j (t) + m2

j (t) + . . . + mi
j(t) + . . . + mn

j (t)

where 1 ≤ i ≤ n, n is the number of flows. 1 ≤ j ≤ m,
m is the number of measures. Normal traffic value of jth

measures can be calculated using following equation:

m∗
j (t) =

1
l

l∑
ω=1

mj(t)

where t = ωδ. Vector A can be used to represent normal
traffic measures value: A = (m∗

1(t), m
∗
j (t), . . . , m

∗
m(t)).

To detect the attack, the value of jth traffic measure mj(t)
is calculated in time window δ continuously; whenever

there is appreciable deviation from m∗
j (t), anomalous be-

haviors could be determined. Depending on the measures
selected to use or network conditions, following events are
defined to determine anomalous system behaviors:

mj(t)−m∗
j (t) > ξupper

j

mj(t)−m∗
j (t) < ξlower

j

where ξupper
j and ξlower

j represent value of upper and
lower bound of the threshold for jth measure, respectively.
ξupper
j and ξlower

j can be set as follows:

ξupper
j = γupper

j ∗ σj

ξlower
j = γlower

j ∗ σj

where σi represent value of standard deviation for jth

measure. rupper
j and rlower

j represent value of tolerance
factor to calculate upper and lower bound of the thresh-
old for jth measure, respectively. Effectiveness of an
anomaly based detection system highly depends on ac-
curacy of threshold value settings. Inaccurate threshold
values cause a large number of false positives and false
negatives. Therefore, various simulations are performed
using different value of tolerance factors. The choice of
tolerance factors varies for different network conditions.
Values of tolerance factors also depend on the compo-
sition of the normal traffic and the desired degree of the
ability to control a DDoS attack. Then, trade-off between
detection and false positive rate provides guidelines for se-
lecting value of tolerance factor rj for jth traffic measure
for a particular simulation environment.

3.2 Entropy Based DDoS Detection

Here, we will discuss propose detection system that is part
of access router or can belong to separate unit that inter-
act with access router to detect attack traffic. It makes
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use of analytical model given in the previous section. En-
tropy based DDoS scheme [11] is used to construct profile
of the traffic normally seen in the network, and identify
anomalies whenever traffic goes out of profile. A metric
that captures the degree of dispersal or concentration of
a distribution is sample entropy. Sample entropy H(X)
is

H(X) = −
N∑

i=1

pi log2(pi)

where pi is ni/S. Here ni represent total number of bytes
arrivals for a flow i in {t − δ, t} and S =

∑N
i=1 ni, i =

1, 2, . . . , N . The value of sample entropy lies in the range
0− log2 N .

To detect the attack, the value of Hc(X) is calculated
in time window δ continuously; whenever there is appre-
ciable deviation from Xn(X), various types of DDoS at-
tacks are detected. Hc(X), Xn(X) and gives Entropy
at the time of detection of attack and Entropy value for
normal profile respectively.

4 Experiment Setup and Perfor-
mance Analysis

In this section, we evaluate our proposed scheme using
simulations. The simulations are carried out using NS2
network simulator. We show that false positives and false
negatives triggered by our scheme are very less. This
implies that profiles built are reasonably stable and are
able to predict number of zombies correctly.

4.1 Simulation Environment

Real-world Internet type topologies generated using
Transit-Stub model of GT-ITM topology generator are
used to test our proposed scheme, where transit domains
are treated as different Internet Service Provider (ISP)
networks i.e. Autonomous Systems (AS). For simulations,
we use ISP level topology, which contains four transit do-
mains with each domain containing twelve transit nodes
i.e. transit routers. All the four transit domains have
two peer links at transit nodes with adjacent transit do-
mains. Remaining ten transit nodes are connected to ten
stub domain, one stub domain per transit node. Stub do-
mains are used to connect transit domains with customer
domains, as each stub domain contains a customer do-
main with ten legitimate client machines. So total of four
hundred legitimate client machines are used to generate
background traffic.

Total zombie machines range between 10 and 100 to
generate attack traffic. Transit domain four contains the
server machine to be attacked by zombie machines. A
short scale simulation topology is shown in Figure 4.

Currently, the majority of the DDoS attacks are TCP
flooding, so we will consider detection of a wide range
of TCP flooding attacks in this section. The legitimate

clients are TCP agents that request files of size 1 Mbps
with request inter-arrival times drawn from a Poisson dis-
tribution. The attackers are modeled by UDP agents. A
UDP connection is used instead of a TCP one because
in a practical attack flow, the attacker would normally
never follow the basic rules of TCP, i.e. waiting for ACK
packets before the next window of outstanding packets
can be sent, etc. The attack traffic rate is fixed to 25
Mbps in total; therefore, mean attack rate per zombie is
varied from 0.25 Mbps to 2.5 Mbps. In our experiments,
the monitoring time window was set to 200 ms, as the
typical domestic Internet RTT is around 100 ms and the
average global Internet RTT is 140 ms [4]. Total false
positive alarms are minimum with high detection rate us-
ing this value of monitoring window. The simulations are
repeated and different attack scenarios are compared by
varying total number of zombie machines and at fixed
attack strengths.

5 Results and Discussion

5.1 Training Data Generation

Neural network has to be trained by giving sample inputs
and corresponding output values and a training algorithm
will adjust the connection weight and bias values until a
minimum error or other stopping criteria is reached. The
training data has to be taken carefully to consider the
complete input range. Normalization and other prepro-
cessing of the data improve the training performance.

In our paper, in order to predict number of zombies (Ŷ )
from deviation (Hc −Hn) in entropy value, training data
samples are generated using simulation experiments in
NS-2 network simulator. Simulation experiments are done
at the same attack strength 25 Mbps in total and vary-
ing number of zombies from 10-100 with increment of 5
zombies i.e. mean attack rate per zombie from 0.25 Mbps-
2.5 Mbps. Figure 5 shows entropy variation with 10-100
numbers of zombies at same attack strength in total of
25Mbps. The data obtained is divided into two parts,
78.95% of the data values are used for training and these
are shown in Table 1. The remaining data values which
are selected randomly are used for testing and are shown
in Table 2.

5.2 Network Training

For the prediction of the number of zombies in a DDOS at-
tack, three feed forward neural networks have been tested.
The feed forward networks used have different sizes. The
size of a network refers to the number of layers and the
number of neurons in each layer. There is no direct
method of deciding the size of a network for a given prob-
lem and one has to use experience or trial error method.
In general, when a network is of large size, the complexity
of the function that it can approximate will also increase.
But as the network size increase, both training time and
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Figure 4: A short scale simulation topology

Table 1: Training data-deviation in entropy with actual
number of zombies

Actual Number Deviation in Entropy
of Zombies (Y ) (X)(Hc −Hn)

10 0.045
15 0.046
25 0.050
30 0.068
35 0.087
40 0.099
45 0.111
55 0.130
60 0.139
65 0.148
75 0.163
80 0.170
85 0.176
90 0.182
100 0.192

its implementation cost increase and hence optimum net-
work size has to be selected for a given problem. For the
current problem, two layer feed forward networks with
5, 10 and 15 neurons are selected. The training algo-
rithm used is the Levenberg-Marquardt back propagation
algorithm of MATLAB’s neural network toolbox. The
training results are given in Table 3. Figure 6 shows the
training performance of this two layer network.

5.3 Network Testing

Table 4 shows the result of the testing of the networks
using the test data values given in Table 2.

From the result of Table 3, we can see that the MSE

Table 2: Testing data-deviation in entropy with actual
number of zombies

Actual Number Deviation in Entropy
of Zombies (Y ) (X)(Hc −Hn)

20 0.048
50 0.121
70 0.157
95 0.189

Table 3: Training results of various feed forward networks

Network Network Number of MSE in
used size Epochs training

2 layer 5-1 400 6.86
network 10-1 400 0.36

15-1 400 0.0025

in training decreases linearly as the network size increase.
This is as expected. But in table 4, we can see that in spite
of the smaller MSE in training and the increase in network
size, the test result for the feed forward network having 15
hidden layer neurons is greater than the networks having
5 and 10 neurons. One reason for this is, for a good
network performance, the ration of number of tunable
parameters to that of training data size has to be very
small and here network size has increased but training
data size is the same. For the last network, the number of
tunable parameters is 31 and ration is 1.63. And because
of this, over fitting has occurred and the generalization
performance of the last network is poor though it has
good training performance. The training performance is
measured using the mean square error (MSE). MSE is the
difference between the target and the neural network’s



International Journal of Network Security, Vol.14, No.2, PP. 61–70, Mar. 2012 67

7.7

7.8

7.9

8.0

8.1

8.2

8.3

8.4

8.5

8.6

8.7

8.8

8.9

0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60

Time (seconds)

S
a

m
p

le
 E

n
tr

o
p

y
 (

H
)

H(Normal) H(10) H(15) H(20)
H(25) H(30) H(35) H(40)
H(45) H(50) H(55) H(60)
H(65) H(70) H(75) H(80)
H(85) H(90) H(95) H(100)

Figure 5: Entropy variation with varied number of zombies

Table 4: Test results of various feed forward networks

Network used Network size MSE in training
2 layer 5-1 2.91
network 10-1 2.59

15-1 3.14

actual output. So, the best MSE is the closest to 0. If
MSE is 0, this indicates neural network’s output is equal
to the target which is the best situation.

Number of zombies of the individual networks can be
compared with actual number of zombies for each test
data values of table 2 and the results are given in Figure 7,
8, and 9.

To represent false positive i.e. falsely predicted nor-
mal clients as zombies and false negative i.e. zombies are
identified as normal client, we plot test error. Positive
cycle of test error curve represents false positive, while
negative cycle represents false negative. The test error of
the individual networks is calculated for each test data
values of table 2 and the result is given in Table 5, 6,
and 7. The results show that the prediction capacity of
the neural networks is very close to the actual number
of zombies and hence neural networks have the potential
to be used to predict number of zombies in real DDOS
attack scenarios.

6 Conclusion and Future Work

The potential of feed forward neural network for predict-
ing number of zombies involved in a flooding DDoS attack

Table 5: Summary of test error for feed forward neural
network for network size 5-1

(X) Entropy (Y) Number test
Variation of Zombies error

0.048 20 -1.79
0.121 50 1.31
0.157 70 2.59
0.189 95 -0.07

Table 6: Summary of test error for feed forward neural
network for network size 10-1

(X) Entropy (Y) Number test
Variation of Zombies error

0.048 20 1.33
0.121 50 2.88
0.157 70 0.40
0.189 95 0.36

is investigated. The deviation (Hc(X)−Xn(X)) in sam-
ple entropy is used as an input and MSE is used as the
performance measure. Two layer feed forward networks
of size 5, 10 and 15 have shown maximum mean square er-
ror (MSE) of 2.91, 2.59 and 3.14 respectively in predicting
the number of zombies. Therefore, total number of pre-
dicted zombies using feed forward neural network is very
close to actual number of zombies. However, simulation
results are promising as we are able to predict number of
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Figure 6: Training performance of two layers feed forward network (5-1)
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Figure 7: Comparison between actual number of zombies and predicted number of zombies using feed forward neural
network of size 5-1

Table 7: Summary of test error for feed forward neural
network for network size 15-1

(X) Entropy (Y) Number Residual
Variation of Zombies error

0.048 20 1.88
0.121 50 2.20
0.157 70 0.85
0.189 95 1.86

zombies efficiently, experimental study using a real time
test bed can strongly validate our claim.
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